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Abstract 
 

Widmann, Jeremy J (Ph. D., Biochemistry, University of Colorado, Boulder) 
Studying trends of non-coding RNA function and evolution. 

 
Thesis directed by Professor Rob Knight 

 
 

RNA is a special type of molecule in the sense that it is an information carrier, and is 
also able to catalyze chemical reactions.  It is consequently believed that RNA predated 
protein and DNA as a catalyst and information carrier in an “RNA World”.  A greater 
understanding of evolutionary and functional features of non-coding RNA is not only 
fundamental to elucidating the evolutionary mechanisms that give rise to RNA function, 
perhaps giving insight into the origin of life in an RNA World, but is necessary for the 
advancement of RNA biotechnology and RNA based therapeutics.  Recent 
advancements in high-throughput sequencing technologies have provided the ability to 
study the function of non-coding RNAs at an unprecedented depth, producing millions to 
billions of sequences from a single experiment.  This poses new challenges to 
researchers, as traditional biochemical and computational techniques are unable to 
scale to the massive amounts of data each experiment produces. 

In this work, I present new computational tools, methods, and their applications in 
the study of non-coding RNA evolution.  I have assembled a gold standard set of non-
coding RNA alignments that have been manually curated and aligned to their known 3d 
structures.  These manual alignments address the need for RNA alignments with 
structural annotation that current automated alignment algorithms do not provide. Next, I 
present an application of alignments to the study of tRNA evolution.  tRNAs, an integral 
part of the modern translation machinery, are believed to be poor phylogenetic markers.  
Using UniFrac to cluster genomes based on the collection of tRNAs they contain, I show 
that these tRNA trees are similar to trees constructed from rRNA from the same 
organisms, congruent with universal phylogeny.  Finally, I describe a technique 
developed to simultaneously measure the dissociation constant (KD) of a pool of 
thousands of amino acid binding RNA aptamers obtained by in vitro selection, improving 
over the traditional laborious process of determining KD one sequence at a time. 
  



	   iv	  

 
Acknowledgements 

 
Rob Knight 

Michael Yarus 
Rob Batey 
Tom Cech 

Jim Goodrich 
Irene Majerfeld 

Jesse Stombaugh 
Knight Lab 

Robert, Kathleen, and Erika Widmann 
Raeghan Mueller 

 
  



	   v	  

Table of Contents 

Chapter 1: Introduction  ................................................................................................. 1 
1.1 RNA World  ............................................................................................................ 1 

1.1.1 RNA is believed to predate protein and DNA as a catalyst and information 
carrier.  ...................................................................................................................... 1 
1.1.2 Understanding non-coding RNA can give insight into how RNA functions have 
evolved..  ................................................................................................................... 2 

1.2 Sequence alignment and phylogeny  ................................................................. 2 
1.2.1 Sequence alignments are essential for inferring structural, functional, and 
evolutionary relationships between sequences..  ..................................................... 2 
1.2.2 Pairwise versus multiple sequence alignment  ................................................ 3 
1.2.3 Global versus local alignment  ......................................................................... 4 
1.2.4 Review of current multiple sequence alignment algorithms  ............................ 6 
1.2.5 Need to incorporate additional annotation  ...................................................... 7 
1.2.6 Why sequence alignments are critical for phylogeny  ...................................... 7 
1.2.7 Review of current phylogeny algorithms  ......................................................... 7 

1.3 SELEX  ................................................................................................................... 9 
1.3.1 What is SELEX?.  ............................................................................................ 9 
1.3.2 Repertoire of in vitro selected RNAs  ............................................................... 9 
1.3.3 Determination of functional motifs from SELEX pools  .................................. 10 
1.3.4 SELEX and the genetic code  ........................................................................ 10 
1.3.5 Relating SELEX RNAs to biological RNAs  ................................................... 11 

 
Chapter 2: RNASTAR: An RNA Structural Alignment Repository that provides 
insight into the evolution of natural and artificial RNAs  ......................................... 14 

2.1 Summary  ............................................................................................................ 14 
2.2 Introduction  ........................................................................................................ 14 

2.2.1 Importance of quality alignments in understanding RNA evolution and 
structure.  ................................................................................................................ 14 

2.3 Results  ................................................................................................................ 18 
2.3.1 Comparison of automated and manually curated alignments  ....................... 18 
2.3.2 Comparison of structural composition of natural and artificial RNAs  ............ 23 

2.4 Discussion  ......................................................................................................... 28 
2.5 Closing Statement  ............................................................................................. 28 
2.6 Materials and Methods  ...................................................................................... 28 

2.6.1 Automated alignment preparation  ................................................................. 28 
2.6.2 Manual curation of alignments to maximize isosteric base pairs  .................. 30 
2.6.3 Methods for scoring alignments  .................................................................... 30 

Chapter 3: Stable tRNA-based phylogenies using only 76 nucleotides  ................ 32 
3.1 Summary  ............................................................................................................ 32 
3.2 Introduction  ........................................................................................................ 32 

3.2.1 tRNAs are believed to be poor phylogenetic markers.  .................................. 33 
3.2.2 UniFrac can be used to compare organisms based on their gene content.  .. 34 

 
3.3 Results  ................................................................................................................ 36 



	   vi	  

3.3.1 The overall pattern of tRNA evolution is phylogenetically stable ................... 36 
3.3.2 Individual tRNA families and isoacceptors reflect organismal phylogeny poorly 
 ................................................................................................................................ 43 

3.4 Discussion  ......................................................................................................... 45 
3.5 Closing Statement  ............................................................................................. 48 
3.6 Materials and Methods  ...................................................................................... 48 

3.6.1 Constructing and comparing tRNA and rRNA trees. ...................................... 48 
 
Chapter 4: High-throughput Kd determination through use of massively parallel 
sequencing  .................................................................................................................. 51 

4.1 Summary  ............................................................................................................ 51 
4.2 Introduction  ........................................................................................................ 51 

4.2.1 SELEX can be used to obtain many high affinity aptamers from a random 
pool of RNAs  .......................................................................................................... 51 
4.2.2 The use of high-throughput sequencing technology allows deeper 
understanding of SELEX pool evolution  ................................................................ 53 
4.2.3 Extension of well-established methods for affinity measures. ....................... 54 

4.3 Results  ................................................................................................................ 55 
4.3.1 Kds can be predicted with a high level of accuracy  ...................................... 55 
4.3.2 Kds can be predicted for low abundance sequences  ................................... 56 

4.4 Discussion  ......................................................................................................... 62 
4.5 Closing Statement  ............................................................................................. 64 
4.6 Materials and Methods  ...................................................................................... 64 

4.6.1 RNA selection pools of histidine aptamers  ................................................... 64 
4.6.2 Affinity chromatography support  ................................................................... 64 
4.6.3 Biochemical KD determination  ....................................................................... 65 
4.6.4 Control experiment  ........................................................................................ 65 
4.6.5 Fractionation and Illumina sequencing  ......................................................... 67 
4.6.6 Computational KD determination  ................................................................... 68 
4.6.7 Combining similar sequences  ....................................................................... 68 
4.6.8 Rarefaction analysis  ...................................................................................... 69 

Chapter 5: Conclusions and future directions  ......................................................... 70 
5.1 Development of high-quality RNA alignments and computational tools is 
fundamental for understanding function and evolution of RNA  ......................... 70 
5.2 Growth of GenBank and of sequencing technologies, and challenges 
encountered in aligning large numbers of sequences  ........................................ 71 
5.3 Implications for evolution from understanding structure-backed sequence 
alignments  ................................................................................................................ 71 
5.4 Implications for evolution from understanding tRNAs  .................................. 72 
5.5 Using high-throughput activity measures to group functionally related 
motifs can help to determine RNA function from sequence  ............................... 73 
5.6 Prospects for improving SELEX  ...................................................................... 73 

 
Works Cited .................................................................................................................. 75 
  



	   vii	  

Table of Figures 

Figure 1.1: Phylogenetic tree of hammerhead ribozyme sequences ...................... 12 
Figure 2.1: Overview of workflow for alignment  ...................................................... 17 
Figure 2.2: Comparison of original and improved alignments ................................ 19 
Figure 2.3: BoulderALE screenshots showing Hammerhead ribozyme alignment
 ....................................................................................................................................... 20 
Figure 2.4: IDI change versus fraction positions changed. ..................................... 21 
Figure 2.5: (A) Histogram of average GC content split up by structural category 24 
Figure 2.6: (A) Scatter plot of total GC content ......................................................... 26 
Figure 2.7: Histograms showing slopes of regression lines of GC content for each 
structural category ....................................................................................................... 27 
Figure 3.1: Overall tRNA tree-building procedure, including UniFrac clustering .. 35 
Figure 3.2: Small excerpt from the neighbor-joining phylogenetic tree containing 
8,847 tRNA sequences ................................................................................................. 37 
Figure 3.3 Weighted UniFrac tree of the tRNA pools in 175 genomes .................... 39 
Figure 3.4: UniFrac PCoA of global tRNA pools ....................................................... 40 
Figure 3.5: Distribution of correlation coefficients of distance matrices ............... 42 
Figure 3.6: Concordance of individual tRNA trees with the rRNA tree ................... 44 
Figure 4.1. Selection procedure and downstream analysis ..................................... 53 
Figure 4.2. Scatterplot of sequence counts versus calculated KD .......................... 58 
Figure 4.3. Affinity chromatography elution with free histidine .............................. 60 
Figure 4.4. Average histidine elution ......................................................................... 60 
Figure 4.5. Plot of number of fractions with not sequence counts versus KD ....... 61 
Figure 4.6. Column chromatography .......................................................................... 66 
 
 
  



	   viii	  

Table of Tables 
Table 2.1: Averages from SPuNC output for manually curated alignments ........... 22 
Table 4.1. Dissociation constants .............................................................................. 56 

 
 



	   1	  

Chapter 1: Introduction  
 

1.1 RNA World 

1.1.1 RNA is believed to predate protein and DNA as catalyst and information 

carrier, respectively. 

RNA is a special type of molecule in the sense that it is an information carrier, like 

DNA, and is also known to catalyze reactions, like protein enzymes (1).  We know that 

many viruses use an RNA genome as their sole method of genetic information 

transmission.  An expanding repertoire of biological RNAs has recently been found to 

be catalytic.  For example, Cech and colleagues found that an intron in the pre-rRNA of 

Tetrahymena thermophila could be excised in vitro without the presence of any cell 

extract (2,3).  Around the same time, the Altman and Pace labs discovered that the 

RNA subunit of RNase P, an enzyme responsible for tRNA processing, can in some 

species catalyze the reaction without the protein subunit (4,5).  Additionally, we now 

know that the entirety of the catalytic center of the ribosome consists of RNA (6-11).  It 

is consequently believed that RNA predated protein and DNA as catalyst and 

information carrier, respectively, in an “RNA World” (12-14). 

In a prebiotic world, nucleic acids could have arisen from simple organic molecules 

de novo (15,16).  More recently, through artificial selection techniques such as 

Systematic Evolution of Ligands by EXponential Enrichment (SELEX) (17-19), it has 

been shown that there are RNAs that are able to cleave, ligate and synthesize RNA, 

perform peptide bond formation, and create metal nanoparticles (20-22).  It is thus 

important to study how RNAs have evolved functions such as amino acid binding, small 

molecule binding, reaction catalysis in order to learn more about the origins of life and 
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the capabilities that likely existed in the RNA World.  This understanding can help 

provide insight into how modern RNA has evolved its multitude of functions and 

operates in nature. 

1.1.2 Understanding non-coding RNA can give insight into how RNA functions have 

evolved. 

Non-coding RNAs have evolved functions of binding, catalysis, and interactions with 

other cellular components, often regulatory interactions. Comparing differences 

between related RNAs gives clues to how functions can evolve and change during 

evolution.  We are learning more and more about the role of non-coding RNA in 

development, gene regulation, and the immune system.  Although the first non-coding 

RNAs to be discovered were involved in translation (rRNA, tRNA), suggesting that RNA 

might be restricted to information transmission roles, we now know that catalytic and 

regulatory RNAs play an important role in many cellular functions. This understanding 

will be increasingly important for understanding the role of RNA in various diseases. 

1.2 Sequence Alignment and Phylogeny 

1.2.1 Sequence alignments are essential for inferring structural, functional, and 

evolutionary relationships between sequences. 

A sequence alignment can be viewed as a matrix of residues, where each row 

represents an individual sequence and each column represents a position in that 

sequence.  Each column is considered to be evolutionarily or functionally related, 

although this picture can be complicated by insertions or deletions of entire structural 

elements that cannot be aligned at the single-residue level (23). Aligned sequences are 

necessary for comparing evolutionary or functionally related residues.  We know that 
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the structure of non-coding RNAs is essential for their function.  The primary sequence 

of a non-coding RNA is often not highly conserved, although the secondary and tertiary 

structures are highly conserved. In order to determine which residues and structural 

interactions are important for RNA function, these sequences must be aligned to one 

another, using different techniques depending on the problem to be solved.  In cases 

where sequences are related evolutionarily, alignments can provide insight into how the 

sequences have evolved functions through mutations (substitutions, insertions, or 

deletions).  For example, tmRNA has evolved dual functions as a tRNA and mRNA, 

where it rescues stalled ribosomes and aids in degradation of incomplete protein 

products (24,25). Alignments are also essential in inferring the evolutionary 

relationships between these sequences and functions.  We also use alignments to 

construct phylogenies, which are trees that relate the sequences to one another 

according to the amount of sequence change between each sequence and its inferred 

common ancestor. 

1.2.2 Pairwise versus multiple sequence alignment 

A pairwise alignment is the simplest type of alignment, and is performed by aligning 

a single sequence to another single sequence.  Because there is no sense of direction, 

from a pairwise alignment it cannot be inferred which residues in either sequence are 

evolutionarily more ancient, i.e. whether a change (including insertions and deletions) 

happened in one of the sequences or the other since their common ancestor. 

Multiple sequence alignments are alignments that contain three or more sequences.  

A multiple sequence alignment can be performed in many ways.  One method is a 

progressive alignment method, in which all of the sequences to be aligned are first 
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clustered by a hierarchical method (neighbor-joining, UPGMA) based on sequence 

similarity.  Then the most similar sequences are aligned to each other first, and the 

alignment grows as increasingly dissimilar sequences are aligned, based on their 

position in the guide tree.  This results in an alignment that can be turned into a profile, 

which represents a probability matrix “i” x “n” where, “i” represents the characters in the 

alphabet (nucleotides for DNA/RNA, amino acids for protein) and “n” is the position in 

the alignment.  The values of the matrix represent the probability of finding each residue 

at each position in the alignment, and are useful for summarizing the variability in the 

alignment. 

Multiple sequence alignments can also be performed using Hidden Markov Models 

(HMMs), which are essentially finite state machines, or Stochastic Context-Free 

Grammars (SCFGs).  These methods construct a model from a known multiple 

sequence alignment, which is then used to align new sequences to the model, or to 

search for new sequences that match the model in a database of unmatched 

sequences (e.g. in a complete genome). 

1.2.3 Global versus local alignment 

Global alignment is often used to compare two sequences across their entire length, 

e.g. to find all changes between two sequences.  A global alignment consists of the best 

alignment along the entire length of two sequences.  A Needleman-Wunsch alignment 

is performed by calculating a matrix of length N by M, where N and M represent the 

length of two different sequences to be aligned.  All possible match, mismatch, and gap 

insertion scores are calculated for each position in one sequence to each position in 

another.  Based on a given scoring metric, one position is either aligned to another, or a 
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gap is inserted in the aligned sequence, representing an insertion or deletion in either 

sequence.  This is a common method for aligning sequences that have changed slowly, 

or closely related sequences, or sequences where conservation are also useful for 

aligning sets of sequences that come from the same species, but where one isolate 

may have a mutation in the gene that yields a mutant phenotype and is responsible for 

a disease state. 

Local alignment is useful for finding conserved regions that span only a small 

portion of a longer sequence.  A local alignment consists of the best subsequence 

alignment between two sequences.  A Smith-Waterman alignment is algorithmically 

similar to global alignment with Needleman-Wunsch, with a few minor modifications to 

the scoring scheme, which prevents long runs of gaps when aligning two dissimilar 

sequences.  The result is an alignment of segments of the two sequences. 

BLAST is a simplification of the Smith-Waterman local alignment algorithm.  A 

common application is to find all matches for part of a gene sequence in all the 

genomes in GenBank.  BLAST is also useful for finding short conserved regions within a 

gene.  These regions are often important for gene activity, and have been maintained 

through natural selection in each genome during evolution.  For instance, conserved 

regions may be active sites in an enzyme that contain the residues responsible for 

catalysis, or conserved structural elements, or elements required for interaction with 

other proteins or RNAs.  When looking for these conserved regions, the surrounding 

sequence context is often irrelevant, justifying the use of local rather than global 

alignment.  Local alignments can be useful for searching for genes that have evolved 

rapidly and therefore do not have high conservation over their entire length (26). 
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1.2.4 Review of current multiple sequence alignment algorithms 

Two of the most commonly used multiple sequence alignment algorithms are 

ClustalW (27) and MUSCLE (28).  These algorithms are simply based on the primary 

sequence, and use a pairwise progressive alignment mechanism.  They consider all 

sequences to be evolutionarily related, arising from a common ancestor. However, this 

assumption is not justified for many non-coding RNAs, such as the hammerhead 

ribozyme (discussed later in this chapter) (29), which may arise multiple times during 

evolution. 

Infernal (30) constructs covariance models (CM) from primary and secondary 

structural features, then aligns sequences to this covariance model.  This method is 

useful for aligning RNAs that have a more highly conserved secondary structure than 

primary structure, which is the case with many non-coding RNAs such as tRNA, rRNA 

and RNAse P.  Infernal relies on the prior knowledge of the secondary structure of the 

model, therefore performing a standard progressive alignment when structural 

information is not given. 

LocARNA (31) is a local multiple alignment method that aligns sequence and 

secondary structure.  It uses an improved implementation of the Sankoff algorithm (32), 

which is used to simultaneously align and predict the structure of two sequences.  The 

multiple sequence alignment is performed as pairwise progressive alignment of 

predicted secondary structures, then alignment and scoring based on primary and 

secondary structural features.  This algorithm does not rely on a CM, like Infernal, so it 

is useful for aligning RNAs where the true structure is unknown and cannot easily be 

inferred from a pre-existing alignment.  Major drawbacks of LocARNA are the reduced 
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performance when aligning sequences which vary in length or have low sequence 

conservation (31). 

1.2.5 Need to incorporate additional annotation  

Since we know that RNA secondary structure is more conserved than primary 

sequence, we need a better way to annotate of alignments with structural information.  

This prompted development of BoulderALE (33), which is a manual alignment editor 

that scores the alignment (based on the IsoDiscrepancy Index (IDI) to a reference 

sequence) and annotation of secondary and tertiary structural interactions. 

1.2.6 Why sequence alignments are critical for phylogeny 

Phylogenetic trees are essential for defining evolutionary relationships between 

organisms.  In sequence-based phylogenies, these relationships are determined by 

comparing analogous sequences shared between these organisms.  All methods of 

inferring phylogenies rely on a multiple sequence alignment where the analogous 

residues (columns) of an alignment are considered to be evolutionarily related.  

Therefore, a good sequence alignment is fundamental for inferring these phylogenetic 

relationships. 

1.2.7 Review of current phylogeny algorithms 

Current algorithms for inferring phylogeny include: distance methods, maximum 

parsimony, maximum likelihood, and Bayesian methods (34).  Distance methods 

calculate the pairwise distance between all sequences using a defined nucleotide 

substitution model.  This model may assume equal substitution between all pairs of 

nucleotides, or different substitution rates based on known mutation rates (e.g. 

transitions occur more frequently than transversions).  Algorithms such as neighbor-
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joining algorithm are then used to construct a tree based on the distance matrix, 

progressively grouping more distantly related taxa.  Distance based methods are fast 

and efficient, but can perform poorly when comparing highly divergent sequences. 

Phylogenies can also be inferred from maximum parsimony.  Maximum parsimony is 

a method for generating a phylogenetic tree using the minimal amount of evolutionary 

changes necessary to explain a given set of sequences Maximum parsimony is a non-

parametric method, which does not rely on a known distribution of the relative rates of 

change from each type of nucleotide to each other type (although it does implicitly 

assume one).  Of all the possible ways to construct a tree of multiple sequences, 

assigning each internal node of the tree with a character state representing the 

minimum number of changes to reach that state, the most parsimonious tree will have 

the least number of changes across the entire tree.  In practice, because the number of 

possible trees is very large, heuristics are used to reduce the search space. Maximum 

parsimony benefits from simplicity, but suffers from the inability to account for multiple 

substitutions at the same site or to produce meaningful branch lengths. 

Maximum likelihood is a parametric method for phylogenic tree optimization.  Unlike 

maximum parsimony, it scores a tree based on known nucleotide substitution models.  

Maximum likelihood gives the probability of a character changing at any node on the 

tree.  By calculating the probability of the sequence alignment given the tree, you can 

calculate the likelihood of the tree given the data.  The tree with the highest probability 

of producing the alignment is chosen as the most probable tree.  A benefit of this 

algorithm is that it gives meaningful branch lengths, where the branch lengths represent 

the average probability of characters changing along a given branch. However, it is 
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computationally expensive, and the results can be sensitive to the model used to score 

the tree. 

Bayesian methods for phylogenetic inference are similar to the likelihood method in 

that they use known models of evolutionary change. However, it uses Bayes’ theorem 

to calculate the probability of the tree given the alignment by examining a number of 

trees and constructing a probability distribution, usually by using Markov Chain Monte 

Carlo (MCMC) to sample from the posterior distribution, which derived from the data 

and prior probability distribution. Bayesian methods are faster than likelihood but can be 

influenced by the prior probability distribution, the choice of which is often subjective, 

and can provide statistical overconfidence if the Markov chain has not reached steady 

state.   

1.3 SELEX 

1.3.1 What is SELEX? 

Systematic Evolution of Ligands by EXponential Enrichment (SELEX) is a technique 

for selecting nucleic acid sequences from a random pool of 1012 to 1015 different 

sequences that perform a given function (17-19).  SELEX involves iterative rounds of 

selection and enrichment resulting in a pool of high-affinity RNA aptamers, which are 

nucleic acid sequences that bind to target molecules.  This process can also be used to 

generate pools of ribozymes, RNAs capable of catalyzing reactions.  Improvements 

have been made to the SELEX process by: reducing number of cycles needed, 

reducing time for analysis, developing in vivo techniques and aptamer delivery systems 

(35). 

1.3.2 Repertoire of in vitro selected RNAs. 
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SELEX has been used to isolate aptamers for small molecules, amino acids, 

cofactors, proteins, and whole cells.  Ribozymes that catalyze reactions such as self-

cleavage, peptide bond formation, and carbon-carbon bond formation have also been 

isolated using this process (20,21,35-38). 

1.3.3 Determination of functional motifs from SELEX pools. 

Analysis of resulting pool from a SELEX experiment involves identification of 

nucleotides involved in the RNA’s function (motifs).  This is often performed in a number 

of ways.  Comparing chemical probing data when RNA is incubated with and without 

ligand can identify regions where ligand binding occurs, as the RNA cannot be modified 

where the ligand is bound (39-42).  Performing a multiple sequence alignment of a 

SELEX pool can also be used to identify conserved residues, which are often involved 

in RNA function. 

1.3.4 SELEX and the genetic code 

In an effort to test the RNA World hypothesis, much work has been done to 

experimentally determine the possible mechanisms of a primitive translation system 

solely comprised of RNA. Yarus and colleagues have performed numerous selections 

for amino acid binding RNA aptamers, observing an association between 

codon/anticodon sequences and the binding site of the cognate amino acids (arginine, 

glutamine, histidine, isoleucine, leucine, phenylalanine, tryptophan, and tyrosine (43)).  

Their research suggests that a primitive genetic code could have arisen by this 

stereochemical mechanism, where RNA codons/anticodons have an affinity to amino 

acids.  The modern genetic code has been proposed to have evolved by a mechanism 

in which the codon/anticodon triplets “escaped” from being part of direct amino acid 
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binding sites and are used by the modern translation mechanism in mRNA and tRNA to 

encode protein (44). 

1.3.5 Relating SELEX RNAs to biological RNAs 

The hammerhead ribozyme is a small ribozyme that catalyzes the site-specific 

cleavage of a phosphodiester bond. The hammerhead ribozyme was originally 

discovered in viroids and plant viruses, where it processes multimeric RNA transcripts 

(45).  Since its discovery, the hammerhead has also been found in bacteria (46), the 

genome of the newt (47,48), in schistosomes (49) and in cave crickets (50). The 

hammerhead ribozyme has also been independently derived in various labs using 

SELEX.  The Szostak lab has used SELEX to obtain hammerhead ribozyme sequences 

in vitro (29), as has the Breaker lab (51). Figure 1.1 shows a phylogenetic tree built from 

an alignment of the hammerhead ribozyme sequences from Rfam (52) (light blue) and 

those isolated in vitro from the Szostak’s group (dark blue).  This tree shows that 

hammerhead motif is phylogenetically indistinguishable between artificially selected and 

naturally occurring ribozymes. 
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Figure 1.1: Phylogenetic tree of hammerhead ribozyme sequences.  The branches 
colored in dark blue correspond to sequences obtained from SELEX, while the 
branches colored in light blue correspond to naturally occurring hammerhead 
sequences. 
 

Advances in high-throughput DNA sequencing now allow us to probe the SELEX 

process to an unprecedented level.  The ability to obtain millions of reads from a single 

sequencing run have given researchers the ability to monitor enrichment of pools over 

time (53,54), reduce the number of rounds of selection required (53,55), estimate fitness 

landscapes of the selection process, and examine the diversity of the resulting pool at a 

level never before realized (53-57).  This ability to obtain such vast amounts of data 

necessitates the development of computational tools to aid in analysis. 
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Further understanding of evolutionary and functional features of non-coding RNAs is 

not only fundamental to elucidating the evolutionary mechanisms that give rise to RNA 

function, perhaps giving insight into the origin of life in an RNA World, but is necessary 

for the advancement of RNA biotechnology and RNA-based therapeutics.  This work 

describes the development and application of computational tools to achieve this goal.  

First I describe my work assembling a gold standard set of non-coding RNA alignments 

that have been manually curated and aligned to their known 3d structures.  These 

manual alignments address the need for RNA alignments with structural annotation that 

current automated alignment algorithms do not provide.  These high-quality alignments 

will be useful for motif searching in increasingly expanding sequence databases, 

improvement in alignment and structure prediction algorithms, and applications to 

phylogenetic study of RNA functional evolution. 

Next, I present an application of alignments to the study of tRNA evolution.  tRNAs, 

an integral part of the modern translation machinery, are believed to be poor 

phylogenetic markers.  Using UniFrac to cluster genomes based on the collection of 

tRNAs they contain, I show that these tRNA trees are similar to trees constructed from 

rRNA from the same organisms, congruent with universal phylogeny. 

Finally, I describe a technique developed to simultaneously measure the dissociation 

constant of a pool of amino acid aptamers obtained from SELEX.   I was able to 

measure the KD of thousands of sequences in parallel, compared to the traditional 

laborious process of determining KD one sequence at a time. 
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Chapter 2: RNASTAR: An RNA STructural Alignment Repository that provides 
insight into the evolution of natural and artificial RNAs 
 

2.1  Summary 

In the last chapter, I highlighted the importance and utility of sequence alignments.  

With the rapid improvement of high-throughput sequencing technologies, sequence 

databases are expanding exponentially, and the need for high quality alignments with 

structural annotation is becoming more apparent.  With the increased number of RNA 

structures in the Protein Data Bank (PDB), which, despite its name, also contains RNA 

structures, it is clear that alignments need to exploit these rich structure resources and 

capture more of the structure information in defining new annotations.  Additionally, 

current automated RNA alignment algorithms often fail to recapture the essential 

conserved sites that are critical for function. In this chapter I present a manually curated 

set of 148 alignments with a total of 9600 unique sequences, in which each alignment 

was backed by at least one crystal or NMR structure. These alignments included both 

naturally and artificially selected molecules. I use principles of isostericity to improve the 

alignments by maximizing isosteric base pairs. 

2.2  Introduction  

2.2.1 Importance of quality alignments in understanding RNA evolution and 

structure. 

Multiple sequence alignments are critical for understanding evolutionary principles 

including phylogenetic relationships among sequences (23,58) and functional principles 

such as critical active sites, or even elements of 3D structures, revealed through 

patterns of conservation (59). The alignment can even have more of an influence on the 
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inferred phylogeny than does the phylogeny inference method (60,61). In studies of 

RNA, large alignments such as those in the CRW (62) and in Rfam (63) have been 

useful for identifying new family members and inferring the secondary structures they 

contain. Tools such as INFERNAL (30) have greatly assisted in this endeavor, 

especially as the databases continue to grow. 

Improved alignments of natural and artificial RNAs will also increase our ability to 

test hypotheses about RNA evolution and architecture. Clear patterns of nucleotide 

composition have been noted in both natural and artificial RNA families (64-70), and 

one fascinating question is thus whether RNAs shaped by natural selection share 

similar features with those artificially selected in the lab. Comparing natural and artificial 

RNAs is important because such comparisons tell us whether we are seeing contingent 

features of organisms as they have evolved on Earth, or universal principles of RNA 

architecture (71). Artificial RNAs also provide ideal test cases for homology comparison 

methods because they provide a test set of sequences that are known to be non-

homologous with each other, or with any natural RNA. A key question is whether tertiary 

motifs (72,73) reliably recur among different classes of RNAs, and can be used as 

universal building blocks for synthetic biology of functional RNAs (74,75). 

There has been substantial progress towards automated alignment methods, 

although they are still relatively inaccurate, especially for distantly related RNAs (76). 

Most alignment programs do not incorporate features such as isostericity (77) and 

compositional preference (67) that are known to be important in RNA evolution. 

BoulderALE (78) incorporates both of these features, allowing construction of manually 
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curated, high quality alignments that can be used to improve algorithms for automated 

methods.  

When evaluating an alignment of RNA molecules, nucleotides are aligned based on 

conservation, which can be at the level of the nucleotide or at the level of structure 

(secondary or 3D). The evaluation of an alignment at the level of structure consists of 

understanding the nucleotide interactions and the effects of nucleotide mutations on 

those interactions. For instance, if NT1 and NT2 form a specific base pairing, a mutation 

of NT1 could affect the base pairing interaction to NT2.  Leontis et al. classified all RNA 

base pairing interactions into 12 geometric families. Then, using qualitative methods, 

they identified the base pairs within a family that could be easily substituted for one 

another without disrupting the structure, otherwise known as isostericity (79). In a more 

recent publication, Stombaugh et al. extended this notion by developing the 

IsoDiscrepancy Index (IDI) (80), a quantitative method for classifying each base pair 

into an isosteric group. When determining the IDI between two base pairs, the method 

determines three attributes: 1) if the C1'-C1' distance between the interacting 

nucleotides are nearly identical; 2) if the corresponding nucleotides form hydrogen 

bonds between equivalent atoms; and 3) if the rotational matrices between 

corresponding nucleotides are nearly identical (80). Using these three attributes, the IDI 

between two base pairs can be calculated, where lower IDIs (< 2) refer to isosteric base 

pairs. 

Therefore we constructed a large collection of crystal and NMR structures that were 

related to multiple sequence alignments using the procedure shown in Figure. 2.1. This 

collection of manually curated alignments backed by experimentally determined atomic-
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resolution structures provides us both with an ideal training set for further algorithm 

development, and with seeds for more sensitive database searches. 

 

Figure 2.1: Overview of workflow for alignment 
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2.3  Results 

2.3.1 Comparison of automated and manually curated alignments 

We chose the 3D structures by manually examining all NMR and atomic-resolution 

crystal structures in the PDB containing RNA with a resolution < 4.1Å up to October 

2011 (except for the 5S rRNA PDB 1YL3 which was 5.5 Å). Base pair information was 

derived from each structure using FR3D (81). Redundant sequences, defined as 

structures with identical base composition and base pairing, were dropped from the 

dataset, typically by choosing the most recent and/or highest resolution structure. 

Structures for which no homologous sequences could be found in Rfam (63), the tRNA 

database (82), the Aptamer Database (83), or as readable figures in the literature 

(64,84-104) were excluded from the analysis.  

The manually curated alignments were substantially improved over automated 

alignments produced using MUSCLE (105) or INFERNAL (30), with essentially all 

showing an improvement in the fraction of non-isosteric base pairs (Figure 2.2). An 

example of the Hammerhead ribozyme MUSCLE alignment versus the manually 

curated alignment is shown in Figure 2.3. For these alignments, the crystal structure 

sequence (PDB: 379D) was aligned to a homologous set of sequences from Rfam 

(RF00163): note the substantially lower number of gaps and increased number of 

aligned positions in the manually curated alignment, which improve the IDI scores for a 

given alignment. On average, alignments in which the manual curation affected a 

greater number of positions also improved more substantially (Figure 2.4), as measured 

by IDI score (80): the curated alignments had an average IDI score of 0.94, compared 

to an average score of 0.87 for INFERNAL alignments and 0.83 for the two MUSCLE 
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alignment methods (see Materials and Methods). Relative to the automatically 

generated alignments, the IDI scores of the curated alignment improved 32% of the 

sequences relative to INFERNAL,  

 

 

Figure 2.2: Comparison of original and improved alignments. The manually curated 
alignment scores (y-axis) are compared to each of three kinds of automated alignment 
(x-axis): inserting the PDB sequence with INFERNAL, inserting the PDB sequence with 
MUSCLE, and building the alignment de novo with MUSCLE. Scores are based on 
fraction of non-isosteric base pairs. 
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Figure 2.3: BoulderALE screenshots showing Hammerhead ribozyme alignment 
(Rfam: RF00163) where MUSCLE was used to align the corresponding crystal structure 
(PDB: 379D) sequence (A) versus the manually curated alignment (B). The colors from 
BoulderALE highlight isosteric (green), non-isosteric (pink) and not allowed (blue) 
covariations with respect to the 3D structure. For this alignment, there is an element 
expansion and as you can see in (A), MUSCLE aligned the x-ray crystal structure to a 
portion of the insertion. For the manual alignment (B), we shifted the x-ray crystal 
structure to align with the appropriate corresponding region. 
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Figure 2.4: IDI change versus fraction positions changed. Alignments that 
underwent greater change during the manual curation process also improve more. Y-
axis shows average IDI score change, x-axis shows average changed base-pairing 
positions within an alignment. 
 
 
39% relative to MUSCLE, and 49% relative to the MUSCLE realigned method. The IDI 

scores of the curated alignment decreased in 1.6% of the sequences relative to 

INFERNAL, 1.0% relative to MUSCLE and 1.6% relative to the MUSCLE realigned 

method. Finally, the SPuNC scores, which calculate how well the RNA secondary 

structure predicted by an alignment matches the known compositional preferences for 

that secondary structure type (67), were substantially improved in the curated 

alignments over the automated alignments (Table 2.1). Consequently, manual curation 

substantially improved the overall alignment quality, as shown by two distinct measures. 
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Table 2.1: Averages from SPuNC output for manually curated alignments, 
INFERNAL automated alignments, MUSCLE automated alignments, and MUSCLE 
realigned alignments.  The manually curated alignments as a whole comply far better 
with overall compositional preferences in different RNA structure regions as reported by 
Smit et al. 2008. 
 

Overall, 146 of the 148 alignments showed equal or improved IDI scores. The two 

exceptions were special cases. The Valine tRNA alignment (RST00143.sto), which 

applies the basepairing information from PDB ID: 1J2B only aligns optimally when base 

pairing information from all available crystal structures is taken into consideration, 

possibly suggesting structural variation. For this alignment there were 3 corresponding 

x-ray crystal structures, so we inserted all 3 sequences from those structures and 

applied the FR3D base pairing information for each structure independently to 

determine the quality of the manually curated alignment. The VS ribozyme alignment 

(RST00145.sto) using the basepairing information from PDB ID: 1HWQ has a different 

issue: the automated alignment has the first base pair at the start of extremely long 

sequences, then inserts about 100 bases until the next base pair on both sides, thereby 

getting a perfect IDI score.  In the curated alignment, the closing base pair is next to all 

the other base pairs, producing a non-isosteric substitution. However, this substitution is 

more likely as the true alignment, and is sterically acceptable at the end of the helix. 
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2.3.2 Comparison of structural composition of natural and artificial RNAs 

As an example of the utility of a structure-backed alignment database incorporating 

both natural and artificial RNAs and using consistent methodology, we compared 

natural RNA families to artificial RNA families in terms of their rates of change of GC 

content across specific structural categories. On average, the total GC content did not 

differ substantially between natural (Figure 2.5A) and artificial (Figure 2.5B) RNAs (t = 

1.29, p= 0.198). When we look at the responses to altered GC in the multiple sequence 

alignment within each category, we see a remarkable degree of universality in the 

response. Figure 2.6 shows the scatter plots of total GC content of natural sequences 

(Figure 2.6A) and artificial sequences (Figure 2.6B) against GC content of each 

structural category (stems, loops, bulges). For each structural category, the slopes of 

regression were determined and represented as histograms in Figure 2.7 separated by 

structural category (stem (Figure 2.7A), loop (Figure 2.7B), bulge (Figure 2.7C)). The t-

test comparing natural versus artificial distributions of slopes shows that the difference 

in responses in stems is significant between natural and artificial RNA families (t = 2.63, 

p < 0.01), but the difference in responses in bulges and loops is not significant (p > 0.6 

in both cases). The apparent difference in stem responses is likely driven by the greater 

range of mutation pressures that genomes experience relative to artificial RNA pools. A 

more sophisticated ANCOVA analysis, which separates out the effects of covariation in 

each category, suggests that interaction effects are at best weak (uncorrected 

interaction P-values are 0.02 for stems, 0.51 for loops, and 0.15 for bulges: none are 

statistically significant when corrected for multiple comparisons).  
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Figure 2.5: (A) Histogram of average GC content split up by structural category for 
naturally occurring sequences. (B) Histogram of average GC content split by structural 
category for artificially occurring sequences. 
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Consequently, the results are consistent with the idea that universal patterns of 

compositional change under GC content variation hold for both natural and artificial 

RNA families. 
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Figure 2.6: (A) Scatter plot of total GC content of natural sequences (x-axis) against 
GC content of each structural category (stem, loop, bulge) of the same sequences on 
the y-axis. (B) Scatter plot showing total GC content of artificial sequences (x-axis) 
against GC content of each structural category (stem, loop, bulge) on the y-axis. 
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Figure 2.7: Histograms showing slopes of regression lines of GC content for each 
structural category (stem (A), loop (B), bulge (C)) versus total GC content. The 
responses to changes in GC content are extremely similar between natural and artificial 
RNA families. 
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2.4  Discussion 

Manual alignments, especially those backed by crystal structures, still substantially 

outperform automated techniques by a range of metrics, suggesting that substantial 

improvement in algorithms is still possible. Since scoring schemes such as IDI and 

SPuNC can detect the improvement in manually curated alignments, incorporation of 

these metrics of isostericity and sequence composition into automated alignment 

software will likely lead to improvements in automated techniques. 

IDI scores could provide an important filter for motif searching in large sequence 

databases, such as those now generated by sequencing SELEX pools or by 

metagenomics. More broadly, improved manually curated alignments will assist with 

benchmarking different RNA alignment and structure prediction algorithms, and provide 

a training set for ongoing development of these algorithms as well as providing us 

insight into how RNA molecules evolve. 

2.5  Closing Statement 

In this chapter I demonstrated the use of the principles of isostericity to align and 

annotate a large set of RNA alignments to their 3d structure. This is a necessary step in 

the advancement of tools for RNA alignment and structure prediction.  Additionally, 

these alignments will be especially useful for the study of the function and evolution of 

these non-coding RNAs.  In the next chapter I describe the application alignments to 

study the evolution of tRNAs, an essential part of the modern translation machinery. 

2.6  Materials and Methods 

2.6.1 Automated alignment preparation 
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Our choice of alignments was based on a requirement that there was a 

corresponding crystal structure or NMR structure in the Protein Data Bank (PDB). We 

did not accept poor resolution (> 4.1 Å with the exception of 5S rRNA PDB 1YL3 which 

was 5.5 Å) or cryo-EM structures for our reference structures.  Redundant structures 

and those superseded by newer structures were not included in the curated alignments. 

Base pair lists corresponding to each x-ray crystal structure were downloaded from 

the “Find RNA 3D” (FR3D) website ((81), 

http://rna.bgsu.edu/FR3D/AnalyzedStructures/). FR3D classifies all canonical and non-

canonical base pair interactions for a given RNA 3D structure using the Leontis and 

Westhof (106) base pair nomenclature, which has been adopted by the RNA Ontology 

Consortium as the standard annotation scheme for RNA base pair interactions (107). 

Structures that were identical or superseded by newer structures were eliminated 

from the analysis.  Redundant sequences were eliminated from the analysis.  

Sequences introducing gaps in >95% of the positions in the alignment were also 

eliminated from the analysis.  After these filter criteria, we ended up with 9600 non-

redundant sequences corresponding to 148 unique structures. 

Sequences were aligned using INFERNAL 1.0.2 and MUSCLE 3.7. For the 

INFERNAL alignments containing a secondary structure, we aligned the PDB sequence 

to the alignment with default parameters. For the cases where no secondary structure 

was present, we built a CM with cmbuild (using the --ignorant flag) and used an 

unpaired placeholder for the consensus secondary structure, then aligned the PDB 

sequence to this alignment with cmalign. MUSCLE alignments were produced using two 

methods: 1) finding the best pairwise match in an existing alignment to the PDB 
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sequence, then inserting the PDB sequence into the full alignment with MUSCLE and 

aligning it to it's best match; 2) using an existing alignment, remove all gaps in all 

sequences, then use MUSCLE to realign the entire alignment and insert the PDB 

sequence into this alignment using MUSCLE in the same way as the first method. 

2.6.2 Manual curation of alignments to maximize isosteric base pairs 

Curation of alignments were done using BoulderALE, where we were able to apply 

Watson-Crick and non-Watson-Crick base pair information onto the alignment. Using 

the base pairing information, we were able to manually curate the alignment to optimize 

isostericity. For some cases, manual inspection of the x-ray structure was necessary to 

determine the reliability of specific base pair interactions and for insight into the 

appropriate location for insertion/deletions. 

2.6.3 Methods for scoring alignments. 

We used several scoring schemes to assess the quality of the curated versus the 

automated alignments.  The simplest way to score the alignments was to calculate the 

total entropy of the alignment.  This is done by using the frequency of all nucleotides in 

each position (column) of the alignment to calculate the Shannon entropy for that 

position.  The entropy values for each position can vary from 0 (absolutely conserved) 

to 2 (completely degenerate).  These values were then summed for the entire 

alignment. However, we found that this simple method lacked statistical power to 

discriminate even among visually very good and very bad alignments (data not shown). 

We also scored the alignments based on isostericity of base pairs that are known to 

form in the crystal/NMR structures.  Using the 3D base interaction annotations from 

FR3D (81) we were able to assess the quality of the pairing regions of the alignments.  
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Using the PDB sequence as a reference, for each sequence, each base pair was 

assigned a value of 1 for isosteric and near-isosteric or a value of 0 for non-isosteric or 

not allowed.  The sequence was then given a score that represented the fraction 

isosteric/near-isosteric base pairs.  The alignment score is the average of each 

sequence’s score, ranging from 0.0 (completely non-isosteric/not allowed) to 1.0 

(perfectly isosteric/near-isosteric). 
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Chapter 3: Stable tRNA-based phylogenies using only 76 nucleotides. 

3.1  Summary 

In the previous chapter, I presented a gold-standard set of manually curated RNA 

alignments backed by a known 3d structure.  These alignments outperformed 

automated alignment techniques by a number of metrics.  This alignment collection will 

be especially useful for improvement of algorithms, motif searching, and determining 

evolutionary relationships between functional RNAs.  In this chapter I extend the use of 

alignments to examine the evolution of tRNAs.  tRNAs are often thought to be poor 

phylogenetic markers because they are short, often subject to horizontal gene transfer, 

and easily change specificity. Here I use an algorithm now commonly used in microbial 

ecology, UniFrac, to cluster 175 genomes spanning all three domains of life based on 

the phylogenetic relationships among their complete tRNA pools. Starting from an 

alignment of genomic tRNA sequences, I use UniFrac to cluster the genomes based on 

their entire tRNA pools to test whether there is enough phylogenetic signal present in 

tRNAs to recapture the universal phylogeny of the organisms that contain them. 

3.2  Introduction 

Transfer RNAs (tRNAs) are thought to be among the oldest biological sequences, 

present at the dawn of life in the Last Universal Common Ancestor (LUCA). tRNAs 

provide a critical step in translation, enforcing the genetic code by linking anticodon to 

amino acid (108), and are widely speculated to be among the most ancient RNA 

molecules (109-114). The availability of large tRNA databases (115-117), containing 

tens of thousands of tRNA sequences from hundreds of complete genomes, has 
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allowed the development of the new field of “tRNAomics” (117), in which the analysis of 

complete tRNA pools can be used to reveal selective pressures on the evolution of the 

translation apparatus. The overall structure of the tRNA molecules is well conserved at 

both the secondary and tertiary levels, with some exceptions for specific identity 

elements such as the variable loops (117,118). 

3.2.1 tRNAs are believed to be poor phylogenetic markers. 

 Most bioinformatics studies of tRNA evolution to date were aimed at identifying 

tRNA identity elements (117,119) or sequence patterns associated with other functions 

of tRNA in translation (120), but not the overall pattern of tRNA evolution per se. 

Despite interest in tRNA phylogeny as a source of information about the evolution of the 

genetic code (110,112-114,121-125), and although tRNAs were among the first nucleic 

acid sequences to be used for phylogenetic reconstruction (126,127), the phylogenetic 

trees obtained from tRNAs are often radically different from the trees relating the 

species. tRNAs are now considered especially poor candidates for phylogenetic studies 

for several reasons. First, the sequences are short (the canonical tRNA sequence is 76 

nucleotides [nt]), including invariant regions such as the terminal CCA and regions 

under strong selective pressure such as the anticodon loop and nucleotides involved in 

tertiary interactions. Additional pressures conserving tRNA structure may be imposed by 

the sequence requirements of other components of the translation machinery that 

interact with tRNAs: for example, conserved nucleotide patterns in bacterial tRNAs that 

correlate with the anticodon sequences was recently identified (128). Second, tRNAs 

are often involved in horizontal gene transfer, in part because mobile elements such as 

prophages carrying their own tRNAs are better able to express their genes after transfer 
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(129), and partly because many mobile elements preferentially integrate into or near 

tRNA genes (130). Indeed, these processes are so predictable that proximity to tRNAs 

has been exploited in computational methods for finding both prophages (131) and 

other genomic islands (132). Third, tRNAs can change specificity by as little as a single 

point mutation in an anticodon (120), suggesting that membership in a given tRNA 

isoacceptor family is not necessarily an evolutionary stable trait. Fourth, tRNAs have 

extensive paralogy through gene duplication, making the pattern of species evolution 

difficult to see through the tangle of duplications and losses of individual tRNA genes. 

Thus, it is reasonable to expect that the phylogenies of individual tRNA isoacceptor 

families might fail to match the organismal phylogeny. However, the question remains: 

do more closely related organisms tend to have more similar tRNA pools? 

3.2.2 UniFrac can be used to compare organisms based on their gene content. 

An algorithm that we developed that has been widely applied in microbial ecology, 

UniFrac, addresses this kind of question (133,134) (Figure 3.1). UniFrac works by 

measuring distances between groups of sequences on a phylogenetic tree in terms of 

the amount of evolution (measured by branch length within the tree) that is unique to 

each group. It then uses hierarchical clustering (135) to relate the groups based on 

these distances. Although it was originally developed for the analysis of microbial 

communities, in which the groups represent different environmental samples of 16S 

rRNA or other functional genes amplified from environmental samples (134,136), it can 

be applied to a wide range of other problems.  
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Figure 3.1: Overall tRNA tree-building procedure, including UniFrac clustering. 
UniFrac measures the fraction of branch length that is not shared between two groups 
of sequences, so that two identical groups of sequences (A) have a UniFrac score of 0, 
two completely dissimilar sets of sequences (C) have a UniFrac score of 1, and two 
related groups of sequences (B) have an intermediate UniFrac score. For a tree with 
many groups (here, the groups are genomes), the distance between each pair of groups 
can be calculated separately and summarized in a distance matrix (D). The overall 
workflow, including UniFrac steps, is shown in (E). These analyses were run using the 
weighted version of the UniFrac algorithm, which corrects for the abundance of each 
sequence (137). 
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For instance, we also recently used it to cluster genomes based on their pools of 

carbohydrate-active enzymes, including glycosyltransferases and glycoside hydrolases, 

and showed that bacteria and archaea that inhabit the human gut have converged in 

gene content for these groups compared to their relatives that live in other environments 

(138).  In the present work, we again use UniFrac to cluster genomes, but this time we 

treat each genome as a group of tRNA sequences (its tRNA pool).  

In other studies, we have found that UniFrac is able to relate complex data sets 

containing dozens of different microbial lineages to one another, revealing patterns in 

the data such as the divide between saline and non-saline aquatic communities (134) 

and the dominance of founder effects in establishing mouse gut microbial communities 

(136). Here, where the “communities” are genomes, we expect to be able to detect the 

total amount of tRNA evolution in each lineage, which may or may not track the 

organismal phylogeny depending on whether the tRNA complement is largely inherited 

or largely under selection. For example, we might expect unrelated lineages with similar 

codon usage, such as GC-rich Gram positive and Gram negative bacteria, to appear 

more similar to one another rather than to their relatives; similarly, we might expect 

archaea and bacteria that have Class I lysyl-tRNA synthetases, or that are extreme 

thermophiles, to cluster together. Our goal is thus to test whether the overall pattern of 

tRNA evolution is phylogenetically stable, or whether genomes that are similar in some 

other respect have convergently evolved similar tRNA pools. 

3.3  Results 

3.3.1 The overall pattern of tRNA evolution is phylogenetically stable. 

The neighbor-joining phylogenetic tree relating all 8,847 tRNA sequences was 



	   37	  

difficult to interpret directly. Although there were blocks of isoacceptors that appeared 

more or less consistent with organismal phylogeny, in general amino acid specificity, 

isoacceptor identity, and genome were mixed together. Figure 3.2 shows an excerpt of 

35 tRNAs from the full tree of 8,847. Even in this small sample, several different amino 

acid specificities and a range of bacterial taxa are mixed together.  

 

Figure 3.2: Small excerpt from the neighbor-joining phylogenetic tree containing 
8,847 tRNA sequences. Each tRNA is labeled with its amino acid specificity, its 
anticodon, and the organism name. This tree containing only 35 tRNAs shows a mixture 
of several different amino acid specificities and different microbial lineages, reflecting 
the difficulty of using individual tRNA sequences for phylogeny. Scale bar shows 0.05 
substitutions per site. 
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In contrast, the tree produced by applying UniFrac clustering to the tRNA pools from 

each genome reflected organismal phylogeny much better (Figure 3.3). The monophyly 

of each of the three domains of life (the eukaryotes, the archaea, and the bacteria) is 

recovered, and in general taxonomic groups of organisms (genera, families, etc.) cluster 

together. The clustering can also be represented as a scatterplot by projecting the 

distance matrix relating all genomes down onto the n dimensions that best explain the 

variation in the data using a multivariate technique called Principal Coordinates Analysis 

(PCoA) (Figure 3.4 shows the first three dimensions). These scatterplots show the 

same pattern: monophyly of each of the three domains of life, and eukaryotes and 

archaea are grouped together to the exclusion of the bacteria.  Specifically, the first 

principal component separates the bacteria from the other two domains; the second 

separates groups of bacteria from one another (primarily the Gram negatives, at the top, 

from the Gram positives), and the third separates the archaea from the eukaryotes. The 

split between Gram negatives and Gram positives in the bacteria is possibly an 

interesting feature because these are not monophyletic groups and suggests that cell 

wall structure has the potential to cause a convergence in tRNA pools. Counter to our 

initial hypotheses, we did not find that thermophilic archaea and bacteria clustered 

together or that clustering was driven by GC content. Similarly, at the level of the overall 

tRNA pools, spirochetes with the Class I lysyl-tRNA synthetase such as Borrelia 

burgdorferi (139) clustered with the bacteria rather than with the archaea. 
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Figure 3.4: UniFrac PCoA of global tRNA pools showing clustering within the 
Archaea (blue squares), Eukaryotes (green circles), and Bacteria (red triangles). The 
scatterplots show P1 against P2 (top-left), P3 against P2 (top-right), and P1 against P3 
(bottom-left); axes are aligned for direct comparison of the same components. The first 
principal component separates the bacteria from the other two domains; the second 
separates groups of bacteria from one another (primarily the Gram negatives, at the top, 
from the Gram positives, at the bottom); and the third separates the archaea from the 
eukaryotes. This clustering was performed using the weighted UniFrac algorithm as 
implemented on the UniFrac web site (133). 
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In principal coordinates analyses, the axes are chosen to maximize the variability in 

the data set and can thus be dominated by the most abundant categories (in this case, 

the bacteria). Although the separation of bacterial groups along PC axis 2 suggests that, 

when all species in the database are considered, the bacteria have much more variation 

in tRNA content than do either the eukaryotes or the archaea, there are many more 

bacterial genomes in this data set than archaea and eukaryotes, and, when an equal 

number of genomes is sampled from each domain, the effect disappears. Reinforcing 

this point, the total amount of sequence divergence in each of the three domains is 

comparable (i.e., the diversity, in terms of branch length, in Figure 3.3 does not reveal 

the bacteria to be far more diverse than the other domains). Thus, there is a clear split 

within the bacteria, but this split does not imply more variability overall in this domain 

than within the other two domains. 

We tested the similarity of the tRNA pool cluster to a SSU rRNA tree using two 

approaches: the Mantel test (140), and MAST (141). The Mantel test is a permutation 

test that asks whether two distance matrices are correlated by permuting the row and 

column labels, calculating the correlation coefficient between the two matrices, and 

deriving an empirical distribution for the correlation expected by chance in the permuted 

matrices. It then tests whether the correlation coefficient for the true matrix is an outlier 

from the distribution of correlation coefficients from the permuted matrices. The Mantel 

test showed the correlation between the ARB 16S rRNA reference tree and the tree 

obtained from the full tRNA pool clustering to be highly significant (P < 10-6). The 

correlation coefficient between the tRNA pool tree and the reference 16S rRNA tree was 

high (r = 0.83), approaching the mean value of r=0.88 for the correlation between the 
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ARB tree and the bootstrapped NJ rRNA trees (Figure 3.5). In contrast, the mean 

correlation coefficients from the trees based on clustering tRNAs, with UniFrac, from 

individual isoacceptor families, or from individual amino acid specificities, were much 

lower (r=0.78 and r=0.79 respectively). Interestingly, the tRNA isoacceptor clusters and 

amino acid clusters both outperformed on average trees build from arbitrarily sampled 

76-nucleotide regions of the 16S rRNA itself (Figure 3.5). 

 

Figure 3.5: Distribution of correlation coefficients of distance matrices between 
the ARB tree and bootstrapped rRNA trees (blue), amino acid specificity clusters (red), 
isoacceptor clusters (green), and trees constructed from randomly sampled 76 
nucleotide rRNA slices (purple). Each element in a matrix corresponds to the branch 
length traversed when moving from one genome to another genome in the 
corresponding tree using the shortest possible path (the tip-to-tip distance). The 
correlation coefficient for the full tRNA pool clustering, 0.67, is shown as a black line. 
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3.3.2 Individual tRNA families and isoacceptors reflect organismal phylogeny poorly. 

No individual amino acid specificity tree matched the rRNA tree especially closely 

(the best was selenocysteine, r=0.91). The amino acid specificities ranged fairly evenly 

from r=0.6 to r=0.9.  (Figure 3.6A) However, the isoacceptor trees were far more 

variable (Figure 3.6B). The Leu-IAG tree correlates almost perfectly with the rRNA tree 

(r=0.97, better than most bootstrapped rRNA trees). This strong correlation cannot be 

explained by restricted phylogenetic range (Leu-IAG tRNA is not found in archaea), 

because other tRNAs with similar phylogenetic distribution do not have similarly high 

correlations with the rRNA phylogeny. Sec-UCA, Ser-UCA, Pro-AGG, Glu-CUC, Val-

UAC, and Ala-CGC all had r>0.80 (note that A at the first position of the anticodon is 

typically modified to I in tRNAs). In contrast, Ser-GCU, Val-AAC, Ile-AAU, Thr-UGU, and 

Ala-UGC all had r < 0.70. Similar variability in tRNA conservation was recently observed 

by Saks and Connor (128).  It is unclear why the evolutionary rate of certain 

isoacceptors is higher then the others. It is unlikely that the observed variation in the 

evolutionary rate of the different tRNA sequences is correlated with the evolution of the 

corresponding aminoacyl-tRNA synthetases, because their recognition patterns are the 

same among all the isoacceptor members of tRNA family and seem to be generally well 

conserved, at least in bacteria (128). 
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Figure 3.6: Concordance of individual tRNA trees with the rRNA tree for the full set 
of tRNAs for each amino acid (top), and for each isoacceptor family of tRNAs separately 
(bottom). Y-axis values range from 0 (no correlation with tRNA tree) to 1 (perfect 
correlation). iMet and eMet refer to initiator methionine and elongator methionine tRNAs 
separately. In the tRNA graph (bottom), the tRNAs with each amino acid specificity are 
colored the same way, alternating dark and light by family for clarity.  
 

The poor correlation between the rate of tRNA and rRNA evolution might be caused 

either by higher or lower degrees of sequence conservation. The initiator tRNA-Met is 

by far more highly conserved than other tRNAs (117). The higher conservation of 

initiator tRNAs may be explained by the additional functional pressure applied to these 

tRNA by interactions with the additional components of translation initiation machinery, 

such as initiation factor 2 (142,143). 
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Interestingly, the bacterial initiator tRNA is more conserved than either the archaeal 

or eukaryotic initiator tRNA. This conservation may be due to the requirement for 

formylation of this tRNA in bacteria.   Other tRNAs with low r-values are not generally 

highly conserved. No particular pattern seems to link these anticodons: there is a 

mixture of GC contents, first anticodon position base identity, etc. However, the 

difference in phylogenetic stability between different amino acid and anticodon identities 

presumably has some biochemical basis, perhaps in terms of interactions with other 

components of the translation apparatus. There may be not a single factor that explains 

all the differential rates of evolution in different tRNA isoacceptors. We note that both 

tRNAAsn and tRNAGln fall in the group of tRNAs that correlate poorly with rRNA 

phylogeny. Both these tRNAs are considered to be later additions to the genetic code 

(112,113,121), and have to be adapted to the indirect transamidation pathway in most 

archaea and bacteria (144). Using tRNA phylogeny as a guide, we can now begin to 

explore the corresponding changes in translation machinery, with the hope of 

establishing causal relationships between changes in different lineages of interacting 

molecules. 

3.4  Discussion 

Our results demonstrate that UniFrac is able to derive biologically meaningful 

patterns even from trees with considerable levels of horizontal gene transfer and 

statistical error in their reconstruction (in this case, due to short sequences), and has 

considerable promise for other applications. In particular, it expands upon previous work 

with carbohydrate-active enzymes (138) to show that UniFrac can meaningfully cluster 
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genomes based on subsets of functional genes, to determine whether the content of the 

pools of these genes is driven by phylogenetic relationships or by the organism’s 

lifestyles or habitats. It thus further supports the potential for the application of UniFrac 

to genomic and metagenomic data, in order to account to phylogenetic relationships in 

addition to presence/absence of genes while relating organisms or communities of 

organisms based on their gene content. 

 tRNAs were traditionally viewed as inadequate tracers of evolutionary events, 

primarily due to the their short length and frequent horizontal transfer between 

genomes. Our analyses have demonstrated that although most tRNA families and 

individual isoacceptors reflect the organismal phylogeny poorly, some isoacceptors, and 

the overall set of tRNAs in each genome, reflect the organismal phylogeny very well. 

Thus, the overall pattern of tRNA evolution is phylogenetically stable, and deviations 

from this reference pattern may reveal interesting biological features. Although the tRNA 

phylogenies are not quite as consistent as rRNA bootstrapped phylogenies, they may, 

like breakpoint phylogenies (145), provide an additional source of information to help 

address poorly resolved relationships throughout the tree of life.   

Why is UniFrac able to recover phylogenies using the complete tRNA pools, when 

the trees recovered from individual isoacceptors perform so poorly? We suspect that the 

answer is that although individual tRNAs have idiosyncratic histories, these histories 

differ from one another, and thus these individual effects disappear when UniFrac 

effectively averages the results over all tRNAs. Because the overall pattern of 

similarities in tRNA pools is consistent with organismal phylogeny, it is meaningful when 

organisms resemble each other in specific tRNA features. In future studies, application 
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of the phylogenetic techniques may allow us to detect convergent evolution in response 

to specific factors, such as the gain or loss of a modifying enzyme that certain tRNAs 

must fold into a different structure to interact with (146), or gain or loss of an aminoacyl-

tRNA synthetase. In particular, factors such as the use of a class I or class II lysyl-tRNA 

synthetase (147), or direct tRNA synthesis versus transamidation for Asn and Gln (148), 

may be reflected in the history and conservation of specific groups of tRNA 

isoacceptors. Comparative evolutionary studies of tRNA may thus provide a clue to 

better understanding the evolution of the rest of the translation machinery.  

We expected to find the effect of major events in evolution of tRNA aminoacylation 

machinery, such as introduction of the Asp and Glu transamidase pathways, indirect 

formation of Cys-tRNA Cys (149) or the presence of class 1 lysyl-tRNA synthetase may 

be a significant factor in tRNA evolution. In our current analysis we did not find these 

events as a major factors affecting the evolution in the corresponding tRNA isoacceptor 

families. This finding agrees with notions derived from the study of the effect of the 

presence of an indirect pathway for Cys-tRNA Cys formation (150). In this paper, the 

authors did not find any effect of the presence of Sep-tRNA synthetase on the identity 

features of tRNACys, and concluded that formation of tRNACys identity preceded 

consequent evolution of aminoacylation machinery. The apparent lack of a visible effect 

of recruitment of novel tRNA recognition proteins on the phylogeny of potentially 

affected tRNAs implies that adaptation to the recruitment event occurs mostly on the 

protein side. It seems that adaptation of a newly recruited protein to pre-existing 

framework of tRNAs is evolutionary simpler than introducing changes into tRNA 

sequence, as the latter is already adapted to multiple interactions with other 
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components of translational and RNA processing machinery. This finding is another 

confirmation of the notion that tRNA system may has been established very early in 

evolution preceding formation of the modern aminoacylation system and divergence of 

aminoacyl-tRNA synthetases into the two modern classes. 

3.5  Closing Statement 

In this chapter I showed that overall pattern of tRNA evolution is consistent with 

universal phylogeny, despite the fact that they are short and subject to horizontal gene 

transfer.  This shows UniFrac can be used to find biologically meaningful patterns where 

traditional methods fall short.  This research can be extended to the study of evolution 

of other functional gene families.  An important step in the study of non-coding RNA 

evolution is to be able to associate these phylogenetic relationships with their functional 

profiles.  In the next chapter I describe a method, utilizing high-throughput sequencing 

technology, to determine the dissociation constant of thousands of amino acid binding 

RNAs aptamers obtained from in vitro selection, in parallel. 

3.6  Materials and Methods 

3.6.1 Constructing and comparing tRNA and rRNA trees. 

We used the Sprinzl genomic tRNA compilation (82,116) as our source for tRNA 

sequences. We identified 175 genomes where (a) the complete genome was available 

in the Sprinzl database, and (b) the full-length rRNA sequence was available from the 

Silva Arb database (151).  tRNA sequences with unknown characters were removed 

from the alignment.  Genomes with less than 20 tRNA genes were also removed from 

the full alignment.  This procedure resulted in a final dataset of 8,847 tRNA sequences, 

of which 6,047 were unique. 
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The reference small subunit (SSU) rRNA tree was obtained by the following 

procedure. First, the full SSU rRNA tree (SSU Ref 100) was obtained from the Silva Arb 

database.  This tree consists of more than 400,000 sequences from all three domains.  

To construct the final tree for comparison with the tRNA tree, all sequences other than 

those corresponding to the 175 genomes were removed from the tree full tree. 

Bootstrapped SSU rRNA alignments were built with the PyCogent (152) package, 

using a character matrix exported from ARB and the highly variable regions were 

removed using the LaneMaskPH mask available for download at the Greengenes web 

site (153). One thousand bootstrapped alignments were constructed and neighbor-

joining trees were built using FastTree.  We compared the ARB reference tree and the 

population of bootstrapped SSU rRNA trees to the population of tRNA trees described 

below. 

We built two distinct types of tRNA-based trees (compare steps iii and v in Figure 

3.1E). First, we performed neighbor-joining (NJ) on the full 8,847 sequence tRNA 

alignment. Second, we used weighted UniFrac clustering as implemented in the web 

interface (133) to cluster the genomes according to the tRNA pool that each genome 

contained. For these analyses, we excluded the variable loop and the anticodon domain 

of the tRNAs, and added CCA to the ends of sequences in which the CCA was not 

encoded in the genomic sequence. The anticodon was excluded so that similarities 

between tRNAs would not be influenced by similarities in amino acid identity, which was 

the criterion used to group the tRNAs. Similarly, CCA is an invariant sequence in the 

mature tRNA molecule, and whether this sequence is genomically encoded or added 

after transcription is likely to be a distracting factor rather than a meaningful criterion for 
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grouping. The variable loop was excluded to prevent artificial clustering of sequences 

based on differences in the length of this region. 

Trees were compared using two methods: the Mantel test for distance matrix 

correlation, performed using the matrix of tip-to-tip distances relating each pair of taxa 

between a given pair of trees as implemented in the PyCogent package, and the subset 

distance which calculates the fraction of overlapping subsets where two trees differ 

(also implemented in the PyCogent package). 
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Chapter 4: High-throughput Kd determination through use of massively parallel 

sequencing 

4.1  Summary 

In the previous chapter, I demonstrated that universal phylogeny can be recaptured 

when clustering genomes based on their tRNA repertoire.  Using this methodology with 

high-quality alignments can be extended to the evolutionary study of functional gene 

clusters.  An important step in analysis of the evolution of RNA functions is the ability to 

quantify that function.  The function of an RNA aptamer to a specific ligand is measured 

by the RNA’s dissociation constant (KD).  In this chapter I present a new method for 

determining the KD of thousands of sequences obtained from a SELEX experiment.  I 

will demonstrate the use of high-throughput DNA sequencing combined with 

computational analysis to determine the KD of over 4,000 sequences in parallel, with the 

same accuracy seen when the calculations are performed serially. 

4.2  Introduction 

4.2.1 SELEX can be used to obtain many high affinity aptamers from a random pool 

of RNAs 

Aptamers are single-stranded DNA or RNA sequences that bind with high affinity and 

specificity to a molecular target.  Aptamers can be obtained in vitro from a random pool 

of up to 1012- 1015 nucleic acid sequences in a process called Systematic Evolution of 

Ligands by EXponential Enrichment (SELEX) (17-19).  This process involves multiple 

cycles of partitioning and amplification to obtain a subset of sequences with high affinity 

to a target (Figure 4.1A).  Aptamers have been isolated for many diverse targets, 

including cells (154-156), proteins (157,158), and small molecules such as amino acids 
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(41,159,160) and cofactors (84,161,162). SELEX is time-consuming and labor-

intensive, involving 10-15 rounds of selection-amplification, which can take several days 

to weeks, but downstream characterization of the resulting sequences is even more 

time-consuming and represents the rate-limiting step in the process as it is currently 

practiced.  Following enrichment of high-affinity aptamers, sequences from the enriched 

pool are isolated and screened for activity.  This process typically involves cloning the 

resulting aptamer sequences into plasmids, and transfecting bacteria with the plasmids.  

The bacteria are then plated, colonies are picked, and their DNA sequenced for further 

analysis (39,163).  These sequences are then transcribed, and binding affinities are 

measured individually for each clone (Figure 4.1B).  This process is time consuming, 

inefficient, and expensive, often taking months to years.  Additionally the resulting 

subset of cloned sequences may not be representative of the enriched pool, in part due 

to biases in amplification (164).  Another main limitation with this process is that we are 

only able to sample a few sequences from the final selected pool. 
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Figure 4.1. Selection procedure and downstream analysis.  (A) Outline of SELEX 
procedure used to obtain histidine binding RNA aptamers.  (B) Traditional low-
throughput method for downstream analysis of final selected pool.  This process 
involves cloning aptamer sequences into plasmids, transfecting into bacteria and 
growing bacteria in culture.  Colonies are then picked, sequences transcribed, and KDs 
calculated individually.  (C) High-throughput method taking final selected pool, 
fractionating, barcoding fractions, sequencing with Illumina, then calculating KDs for 
entire in parallel. 
 

4.2.2 The use of high-throughput sequencing technology allows deeper 

understanding of SELEX pool evolution. 

Traditional methods for affinity selections have been performed using nitrocellulose 

filter binding (17,165) and affinity chromatography (18,161,166,167).  There has been 

much effort to make this process more efficient by reducing the selection time from 
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weeks to days or even hours (168,169) and number of cycles reduced from 10-15 to as 

few as 2 or 3 (53-55,168). Advances in capillary electrophoresis (168,169) and 

microfluidics (170-172) technologies have helped to make the SELEX process more 

efficient, reducing the time and number of required cycles, although, as noted above, 

analysis of the SELEX results is typically the bottleneck, and less attention has been 

paid to accelerating this downstream process.  Recently, the development of high-

throughput sequencing methods has revolutionized our ability to interrogate the SELEX 

process.  Several groups have used high-throughput sequencing of the intermediate 

rounds of selection to show that the diversity decreases (54,56) and enrichment of 

highly active sequences increases (53,55) dramatically after only 3 or 4 rounds of 

selection.  The major bottleneck is the lack of activity measurements of all the resulting 

aptamers from the selection simultaneously, preventing characterization of the overall 

distribution of activities in the pool.  Many studies have measured activity for each round 

of selection, but only in bulk (53,54,169,171).  Detailed examination of dissociation 

constants has only been performed for a handful of sequences in these studies. 

4.2.3 Extension of well-established methods for affinity measures. 

Previously, we used isocratic affinity chromatography to determine dissociation 

constants for amino acid ligands.  This equilibrium method compares elution from the 

affinity matrix in the presence and absence of the ligand, and has the same logic as 

equilibrium dialysis in which there is a moving and an immobilized phase, therefore, it 

can be used to measure KD (173,174).  Even though isocratic affinity chromatography is 

not a traditional method for KD determination, comparison of this method against well-

known methods have shown to give results equivalent to ultrafiltration, equilibrium 
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dialysis (42), protections (40,41), and surface plasmon resonance (175).  Therefore, this 

is considered an accurate and precise method for KD determination. 

Here we present a method for calculating the KDs of many RNA sequences 

simultaneously using the same procedure.  This affinity chromatography method is 

crucial in the experimental design, because it allows physical separation of sequences 

by KD range.  Using barcoded Illumina sequencing (176-178) instead of radiolabel, we 

are able to calculate multiple KDs in parallel. The pool is fractionated through columns 

with and without ligand and each fraction is identified by attachment of a 12-nucleotide 

barcode to its sequences. .  We can use the barcode of each sequence as its own label 

to calculate the KD of the RNA directly from the sequence data. Figure 4.1 (panels B 

and C) contrasts the traditional low-throughput process with the new process based on 

high-throughput sequencing. This process is only possible due to the high throughput of 

the new sequencing platform (millions of sequences rather than dozens).  

4.3  Results 

4.3.1  Kds can be predicted with a high level of accuracy. 

We calculated the KD for each of the 4198 most abundant unique sequences.  From 

those sequences, we chose 17 clones to test and compare to the KDs we calculated 

from the pooled sequence data.  We chose clones that were representative of the entire 

sequence pool, covering the full range of abundance and KD.  These clones were 

therefore chosen based on range of abundances in the sequence pool (~500 to 

>50,000) and range of predicted KD (~15 to ~300 µM). We measured the KD of the 

clones individually using the traditional affinity chromatography method for comparison 

to KDs calculated with our new high-throughput method.  The measured KD values were 
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compared to the high-throughput KDs at the 4 degeneracy levels.  We found that the 

90% degeneracy level showed the least amount of error in calculated values and used 

this as our standard allowed degeneracy.  We were able to predict the KDs of histidine 

binding RNAs by our new high-throughput method within a factor of 4 (mean=1.65, 

standard deviation=0.797) for all of the 17 tested RNAs (Table 4.1).  We noticed one of 

the 17 clones (clone 118) deviates by a factor of 4 with the measured KD, while all other 

clones deviate by a factor of 3 or less.  This is consistent with the variation between 

individual affinity chromatography KD determinations, where a three-fold difference 

among replicated measurements of the same RNA is not uncommon (39-42). 

 

Table 4.1. Dissociation constants for 17 clones calculated from sequencing data 
compared to values measured individually. 
 

4.3.2  Kds can be predicted for low abundance sequences. 
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To test whether the calculations depended on a minimum sequence abundance, we 

tested for correlations between the abundance of a given sequence and its calculated 

KD.  We calculated the KD for each sequence at each rarefied level in the rarefaction 

analysis.  The range of sequence abundances for the 17 tested clones was ~200 to 

>50,000 copies.  There was no significant correlation (r=-0.0136, p=0.51) between 

abundance and KD (Figure 4.2), demonstrating that we could confidently calculate the 

KD even for low-abundance sequences.  A correlation between sequence abundance 

and calculated KD would suggest that KD was a function of abundance, and there would 

be a threshold abundance for which we could accurately calculate KD.  This confirmed 

that we could not use absolute abundance as a method for filtering sequences from the 

analysis. 
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Figure 4.2. Scatterplot of sequence counts versus calculated KD for each sequence 
at each rarefied level in the rarefaction analysis.  Axes are on a log-log scale.  We see 
no correlation between sequence abundance and KD. 
 

Since absolute abundance was not clear source of error in KD calculation, we 

examined error arising from sequence abundance in each fraction collected from the 

affinity column.  We calculated KD for each sequence, for each of the 220 rarefaction 

experiments.  In order to visualize the error in different rarefaction experiments, we 

plotted the elution profiles of the RNAs through the affinity column.  An elution profile is 

a plot of percentage RNA eluted versus volume eluted.  Figure 4.3 shows the histidine 

elution profile of clone 60: A) measured by radioactivity (measured KD = 216 µM), B) the 

elution profile for a single rarefaction experiment where there were no sequences 



	   59	  

missing in any fraction (shown in blue, measured KD = 217 µM), and the elution profile 

for a single rarefaction experiment where there were no sequences represented in 

several fractions (shown in green, measured KD = 501 µM).  The arrows point to the 

median elution volume (Vel), which is used to calculate the KD of the sequence.  We 

see that the calculated KD for the sequence where there are no counts in several 

fractions tends to be inaccurate compared to the sequence represented in every 

fraction, resulting from incorrect estimation of the median elution volume.  Figure 4.4A 

shows the average L-His elution profile for the same clone for all 220 rarefaction 

experiments with error bars.  When we filter out all experiments for this clone that 

contain fractions in which the sequence was not observed, we see a large reduction in 

error (Figure 4.4B), and the elution profile more closely resembles the expected elution 

seen in Figure 4.3A. 
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Figure 4.3. Affinity chromatography elution with free histidine for clone 60. A) 
Elution with 200 µM histidine measured by radioactivity.  B) Elution with 100 µM 
histidine for a single rarefaction experiment no sequences were missing in any fraction 
(blue), and a single rarefaction experiment where there were no sequences represented 
in several fractions (green).  The arrows point to the median elution volume (Vel), which 
is used to calculate the KD of the sequence. 
 

 

 

Figure 4.4.  (A) Average histidine elution for the clone 60, combining all 220 rarefaction 
experiments with error bars.  (B) Average histidine elution for clone 60, when we filter 
out all experiments for this clone where there are any fractions without sequence 
counts, showing a large reduction in error. 
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This trend, that fractions in which a given sequence is missing lead to high error 

rates for that sequence, can be demonstrated by plotting the number of fractions where 

no sequence counts were observed against the calculated KD for each rarefaction 

experiment.  Figure 4.5 shows examples of how calculated KD is affected by missing 

sequences in multiple fractions.  In some rare cases, we can still accurately calculate KD 

even when the sequence is missing from multiple fractions, although these are the 

exception to the rule (Figure 4.5A).  The accuracy of KD calculation usually decreases 

when the sequence is missing from any fraction (Figure 4.5B).  For all KD calculations, 

we chose to filter out any sequences that were not represented in every fraction of the 

affinity elution. 

 

Figure 4.5. Plot of number of fractions with not sequence counts versus KD from 
rarefaction experiments for two different clones.  The red vertical lines show actual 
measured KD. (A) A rare example where we can still accurately calculate KD even when 
the sequence is missing from multiple fractions.  (B) Typical example of how the 
accuracy of KD calculation usually decreases when the sequence is missing from any 
fraction. 
 

Therefore, our hypothesis that a minimum sequence abundance is required in order 

to accurately calculate KD, was incorrect: we saw no overall correlation between KD and 
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abundance.  Instead, the main source of error comes from trying to calculate the KD of 

sequences that are absent from several fractions from a column. 

4.4  Discussion 

We have shown here that we are able to accurately calculate KDs for thousands of 

sequences in parallel.  For the sequences we tested, we were able to calculate KDs in 

parallel within a factor of 4 or less compared to measured values for each sequence 

individually (Table 4.1).  This level of accuracy is notable, especially for an experiment 

performed without replication for a single ligand concentration, and with relatively 

granular fractionation of eluted RNA compared to traditional methods. 

One feature of this work was that the abundance of a sequence and its KD are 

uncorrelated: in other words, the sequences with the best KDs do not become dominant 

in the pool, as would be expected in a selection for high performance binding.  This is a 

feature of the way the selection experiment was designed.  The selection was 

performed in a way to maximize variability in the resulting aptamer pool in order to find 

the simplest motif that would bind histidine.  We expected that there might be some 

minimum abundance requirements that we could use as a filtering method to remove 

sequences where we would be unable to calculate KD accurately.  We also anticipated 

an alternative possibility, in which we would see more sequences with higher KDs on the 

assumption that such sequences would be more common because the requirements 

are less stringent, but there proved to be no correlation between abundance and KD 

across our tested sequences (r =-0.201, p=0.439).  The ability to determine activity for 

low-abundance sequences is especially encouraging, suggesting that the methods we 

introduce here will be useful for characterizing a wide range of the kinds of binding sites 
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present in a given SELEX pool.  The main factor causing error in our KD calculations 

instead comes from the number of sequences that are absent from multiple fractions of 

a column, and filtering by this criterion greatly reduces time spent on attempting to 

perform calculations that in the end will not be accurate.  However, although we can 

accurately calculate KDs for low-abundance sequences, increasing sequencing depth 

would likely alleviate errors in calculations due to sparse representation of particular 

low-abundance sequences by sequencing error. 

An important consideration for future experimental design is to take into account the 

possible systematic errors with the calculation of KD using this method.  Since the KD 

calculation depends on determining the median elution volume of an RNA with and 

without free ligand in buffer, the total volume eluted must be sufficient to 50% of all 

RNAs present.  RNAs with a higher affinity for the column will require larger elution 

volumes.  RNAs with a lower affinity for the column will elute faster, potentially resulting 

in an error in the KD calculation.  Taking smaller fraction volumes and varying the free 

ligand concentration in the competitive elution should address this issue. 

The results we report here were obtained via a single experiment at only one ligand 

concentration, which is substantially less laborious than typical KD experiments that use 

multiple ligand calculations.  Repeating the calculations at multiple ligand 

concentrations and/or performing replicate experiments at the same ligand 

concentration might reduce the error further. However, reductions in KD error 

determination would not affect any of the major conclusions of the present work, 

although they might be useful for other applications. The results shown here 

demonstrate the feasibility of using high-throughput sequencing to rapidly characterize 
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the range of activities present in a pool of aptamers, and could potentially be used to 

trace the process of evolution of a wide range of RNA activities.  

4.5  Closing Statement  

In this chapter I showed that I was able to accurately calculate the KD for thousands 

of sequences derived from SELEX.  An exciting feature of this work was the ability to 

quantify the activities of these RNAs at an unprecedented depth.  We were also able to 

determine the KD for even low abundance sequences, which suggests this technique 

will be useful for analyzing selections where the motif of interest may not be the most 

abundant.  Combining this technique to relate activity to active site motifs, elucidated by 

quality structural alignments, will aid in the understanding of how RNA evolves function. 

4.6  Materials and Methods 

4.6.1 RNA selection pools of histidine aptamers  

Starting from randomized RNA pools and enriching by affinity chromatography we 

have previously selected for histidine aptamers (41,163). The cycle 5 pool from the 

selection described in (163) was used in the experiment described here. This pool 

contains sequences with initially randomized regions 28,25 and 22 nucleotides long.  In 

addition, an isolate from the selection described in (41), selected from an originally 70 

nucleotide long randomized region, was used in the control experiment described 

below. 

4.6.2 Affinity chromatography support 

F-moc protected histidine was coupled to Controlled-Pore Glass (CPG) beads 

(Millipore, 125-177 µm) as previously described (40). The concentration of histidine was 

approximately 1 mM.  
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4.6.3 Biochemical KD determination 

Dissociation constants for histidine were determined by isocratic elution from the 

affinity matrix with and without ligand using Kᴅ = L (Vel –Vn)/ (Ve – Vel) where L is the 

concentration of free ligand in the buffer, Ve and Vel are the median elution volumes of 

the RNA in the absence and presence of the ligand in the buffer and Vn is the median 

elution volume in the absence of any affinity (173).  Buffers used in all experiments were 

as previously described (163). 

4.6.4 Control experiment 

As a proof-of-concept for the idea that we could calculate the KD for many 

sequences at once, we performed a control experiment to calculate the KD for 4 clones 

in one set of reactions.  In this experiment, we selected 4 histidine aptamers of different 

lengths (22, 25, 28, and 70 nucleotides) and eluted the RNAs through the affinity 

chromatography column. These beads were achiral, important for experiments in which 

the chirality of the substrate might potentially be of interest. The RNA was eluted 

through the affinity column both with and without free ligand in elution buffer.  We 

collected 11, 0.6 mL fractions without free ligand, and four 0.6 mL fractions with 5 mM 

histidine to wash remaining RNA from the column.  We collected 7, 0.6 mL fractions 

with 100µM histidine and four 0.6 mL fractions with 5 mM histidine as a final wash.  To 

quantify RNA eluted in each fraction, we separated the RNAs by electrophoresis on a 

denaturing acrylamide gel, imaged using a phosphorimager (Figure 4.6).  Because each 

RNA was a different length, we could visualize and quantify each RNA individually.  The 

KDs were then calculated for each of these 4 clones, and were found to agree with 

previous KD calculations (Figure 4.6C). 
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Figure 4.6. Column chromatography of a mixture of four internally labelled [P32]RNA 
samples of different lengths in the absence and presence of histidine in the elution 
buffer.  (A) Autoradiogram of collected fractions after gel electrophoresis in denaturing 
acrylamide, imaged using a phosphorimager.  Numbers of the left refer to the RNA 
initially randomized length.  For the column without histidine in buffer, two fractions were 
generally combined and the 5 mM final histidine wash in both columns represents four 
fractions combined.  Shorter sequences appear as doublets or triplets due to the 
frequent addition of non-templated nucleotides by T7 RNA polymerase.  (B) Bar graph 
of phosphorimager quantitation of bands, corrected for different volumes.  (C) The 
dissociation constants obtained are shown in comparison to values independently 
obtained for the sequences individually. 
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4.6.5 Fractionation and Illumina sequencing 

Having demonstrated the principle that individual RNAs with known KDs would not 

interfere with one another, we then validated our high-throughput KD determination 

pipeline via high-throughput sequencing using RNAs from the 5th cycle of a previously 

published histidine binding selection (163).  Although his selection was originally 

performed over 6 cycles, we chose to use the 5th cycle pool in order to measure a wider 

range of KDs than would be expected in sequences surviving to the 6th cycle.  This 

selection was started from sequences with randomized regions between 22 and 28 

nucleotides long. The affinity matrix used for KD determination was the same as used in 

the original selections. 

Dissociation constants were determined by isocratic affinity chromatography, an 

equilibrium method, which has been previously shown to give results equivalent to 

ultrafiltration, equilibrium dialysis, and protections (41,42). RNA was eluted through the 

affinity column both with and without free ligand in buffer.  We collected 20, 0.5 mL 

fractions without free ligand present in buffer and one final 2.5mL fraction with 5mM 

histidine to wash remaining RNA from the affinity column.  We collected 10, 0.5mL 

fractions with free 100µM histidine in buffer and one final 2.5mL fraction with 5mM 

histidine to wash remaining RNA from the affinity column.  The RNA was reverse 

transcribed and each of these fractions was prepared for sequencing on the Illumina 

HiSeq 2000 platform, as previously described (177). A unique 12-nucleotide error-

correcting barcode (176) was attached to the sequences in each of the 32 total 

fractions. This allowed us to associate the sequences with the appropriate fraction they 
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eluted from, which is necessary for calculating KD. We obtained 19,109,089 reads from 

the Illumina sequencing run before filtering.  Quality-filtering was performed using the 

QIIME software package (179) as described previously (177). In this filtering process, 

we excluded truncated sequences and sequences that contained a barcode that could 

not be mapped to any of the 32 known barcodes, resulting in 10,544,189 reads (55% of 

the total; this inefficiency was likely due to the relatively low complexity of the sequence 

pool, which causes problems on the Illumina platform due to undersaturation of spots 

with some base flows). 

4.6.6 Computational KD determination 

The entire collection of sequences was organized first by barcode sequence (each 

barcode corresponded to an individual fraction from the experiment), then by column 

(with or without free histidine in the elution buffer).  We tabulated counts of each 

sequence in each fraction.  All sequences that were not observed (zero counts) any of 

the total 32 fractions were removed from the analysis. For each sequence, the median 

elution volume was determined in the presence and absence of free histidine in buffer.  

This median elution volume is calculated by determining the total number of each 

individual sequence in the column.  The KD of the sequence was then calculated as 

described above. 

4.6.7 Combining similar sequences 

When calculating the abundance of each sequence in each fraction, we originally 

chose only count sequences that were identical.  We found that many sequences were 

not represented in several fractions of the affinity column and therefore we were unable 

to calculate KDs for very low abundance sequences.  In order to increase the number of 
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counts per sequence in each fraction, we chose to combine similar sequences into a 

single degenerate “master sequence”.  Sequences were combined at 95%, 90%, 86% 

and 81% identity allow 1-4 mismatches respectively using the QIIME package (179).  

We performed KD calculations for all sequences at these degeneracy levels. 

4.6.8 Rarefaction analysis 

A rarefaction analysis is typically performed in ecological studies to assess species 

richness in each environmental sample.  In a rarefaction analysis, a pool of sequences 

is randomly re-sampled a number of times at decreasing intervals and the abundance of 

individual sequences is calculated.  The results of this analysis are used to determine 

whether sampling is complete: a rarefaction curve that reaches an asymptote implies 

that additional sampling will not uncover new types of organisms (or sequences) 

(180,181).  We performed a rarefaction analysis in order to determine the minimum 

number of sequences required for accurate KD calculation, and to test how sampling 

error affected these calculations. The rarefaction analysis was performed using the 

QIIME package (179).  The entire sequence pool obtained from Illumina sequencing 

was separated by barcode, corresponding to which fraction it eluted from in the affinity 

chromatography experiment.  For each fraction, we randomly sampled n sequences, 

where n ranges from 450,000 to 18,000 in intervals of 20,000.  This sampling was 

performed 10 times at each interval, resulting in 220 rarefaction experiments. 
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Chapter 5: Conclusions and future directions 

5.1  Development of high-quality RNA alignments and computational tools is 

fundamental for understanding function and evolution of RNA. 

As the work in this thesis demonstrates, multiple sequence alignments are 

fundamental for studying the structure, function and evolution of RNAs, and 

improvements in alignment techniques, especially applied to the very large numbers of 

sequences now available, provide insights not previously attainable. Building a 

collection of RNA alignments using Watson-Crick and noncanonical base pair 

information from known structures obtained by NMR and x-ray crystallography 

demonstrably improves the quality of the alignments, and these alignments will be 

important for use in further analyses of RNAs and for validating new structure-aware 

alignment tools. In Chapter 2, I showed results from manual curation of 148 non-coding 

RNA alignments. For these alignments, I first associated a 3d structure to its 

corresponding family of sequences. Then, using the base pairing information in the 3d 

structure, I manually aligned the sequences utilizing IDI/isostericity. This manual 

curation was a time-consuming, but necessary step for the end goal of providing a 

training set to allow development of computational tools to make better alignments and 

better predict RNA structures. These alignments can be used for assessing the 

performance of current alignment algorithms, and can also give a clear direction for 

further algorithm development.  The utilization of IDI/isostericity for scoring RNA 

sequence alignments and structure predictions should also prove invaluable for future 

development of RNA computational tools. 
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5.2  Growth of GenBank and of sequencing technologies, and challenges 

encountered in aligning large numbers of sequences 

As sequencing technology becomes cheaper and cheaper, the development of 

computational tools to handle these large amounts of sequences will be fundamental to 

the study of RNAs.  New sequencing technologies can produce millions to billions of 

sequences from a single experiment, which now makes it impossible to perform the 

manual curation of alignments as we have done in the past. Additionally, the size of 

sequence repositories is rapidly growing due to this influx of sequence data. GenBank, 

which currently holds over 150 billion sequences, has consistently doubled in size every 

18 months. Having a quality set of alignments with useful structural annotation can be 

leveraged to help alleviate this problem, because new sequences can be inserted into 

these existing high-quality alignments.  The development of tools that can handle these 

more complete alignments and integrate related sequences without exacerbating the 

pitfalls of traditional alignment methods is becoming necessary. 

5.3  Implications for evolution from understanding structure-backed sequence 

alignments 

These high-quality, structure-backed alignments can also have implications for 

studying evolution and for the identification of RNA motifs associated with various 

functions.  The ability to identify these motifs will allow us to compare different non-

coding RNAs to find similarities in functions based on the motifs they share (rather than 

by similarities at the level of primary sequence), and should give insight into how easily 

RNA can evolve a function.  The inference of phylogenetic relationships between 

sequences is fundamentally dependent upon the sequence alignment.  With high-quality 
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alignments, for example, we will be able to test with more accuracy whether a function 

has evolved slowly over time from a single common ancestor, or if an RNA function has 

independently arisen multiple times throughout the course of evolution.    

5.4  Implications for evolution from understanding tRNAs  

In Chapter Three, I discussed the implications for evolution of a better understanding 

of relationships among tRNAs, where I used UniFrac to show phylogenetically 

meaningful relationships among genomes based on the relationships among the tRNAs 

they contain. This work provides model for multi-gene phylogenies from whole-genome 

sequences. It was thought that tRNAs would be poor candidates for phylogeny because 

they are too short, they are often duplicated (i.e. paralogy is extensive), they can 

change specificity by as little as a single-nucleotide change, and can be involved in 

horizontal gene transfer e.g. as targets for retrovirus and other mobile element insertion. 

Therefore, it would not be expected that a phylogenetic signal relating the organisms 

could be recovered through the tRNAs alone.  However; using UniFrac, we were able to 

show that the tRNAs, when aggregated and labeled according to the genome that they 

came from, produce a UniFrac dendrogram that clusters like the rRNAs from the same 

organisms: the rRNA trees are currently the gold standard for determining universal 

phylogeny.  This same technique can be extended to any other biological system.  By 

using UniFrac to cluster functional genomic data, we can discover if gene families have 

evolved phylogenetically or through some other selective pressure, e.g. convergent 

evolution, despite substantial noise in the data. 
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5.5  Using high-throughput activity measures to group functionally related motifs 

can help to determine RNA function from sequence. 

In Chapter Four, I discussed how using SELEX and high-throughput sequencing to 

measure activity. I was able to determine the KD for histidine for over 4,000 sequences 

in parallel, providing a substantial improvement in speed relative to the traditional 

process of determining KD one sequence at a time.  These predictions were within 4-

fold of the experimentally determined KD, and were thus comparable to the variability 

among replicate experiments using the traditional method.  With the advances in 

sequencing technologies, we can begin using high-throughput activity measures to pool 

functionally related motifs, which can help to determine RNA function from sequence. 

With the ability to determine the activity of thousands of sequences from a given pool, 

we will be able to develop a metric for comparing motifs.  This metric of comparison will 

also allow us to find the limits of variation between RNA motifs that affect function.  

Having the ability to associate activity level to sequences, thereby allowing us to identify 

functional motif categories, is a necessary step for predicting the function of an RNA 

based on its sequence.  Combining this high-throughput activity determination with the 

ability to build high-quality structure backed alignments will allow for an unprecedented 

ability to build motif models and search genomes for similar functions.  Additionally, one 

could search an annotated motif alignment collection for matches to a newly discovered 

RNA to predict the function of that RNA. 

5.6  Prospects for improving SELEX  

The development of high-throughput sequencing technology has allowed us to 

examine a SELEX pool at a level of depth never before achieved.  This allowed us to 
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identify rare sequences/motifs in the pool, which could not have been seen by traditional 

cloning/Sanger methods.  We were able to obtain enough data to observe the process 

of evolution during a SELEX experiment: this ability to measure activity in high-

throughput will allow us to determine the fundamental parts of the RNA, and the 

relationships among these parts, that are responsible for differences in activity.   

These techniques can be extended to emerging fields utilizing SELEX to obtain 

aptamer biosensors as biomarkers for disease states, where rapid and deep analysis of 

a SELEX pool will dramatically improve the rate of development of these biomarkers.  

The ability to determine the range of binding activities for all aptamers to a target will 

also aid in aptamer-based drug development, where tuning the affinity of a drug to 

target is essential for efficacy.  The ability to classify RNAs by activity level, combined 

with the advancements in sequence alignment presented here, is an important step 

towards understanding how RNA evolves function.  A direct extension of this research 

would thus be to analyze each cycle of an in vitro selection by these techniques, to 

monitor which structural motifs are enriched and how variations in these motifs 

modulate activity. 
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