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Sechman, Michael Scott (Ph.D., Philosophy and Cognitive Science) 

Attitudes: A Memory Systems Pluralist Perspective 

Thesis directed by Professor Robert Rupert 

 

This dissertation develops and defends the memory systems pluralist (MSP) theory of attitudes. This holds 

that there are a relatively large number of species of attitudes (hence ‘pluralism’), each of which is subserved 

by a distinct causal mechanism best conceived of as a memory system (hence ‘memory systems’). On the 

MSP theory, attitudes are mental states that cause a special class of behaviors known as evaluative responses. 

Though this perspective is compatible with memory systems models on which all attitudes are of the same 

representational format, I will argue that data from both cognitive neuroscience of memory and social 

cognition research best supports a version of MSP according to which some types of attitude are associations, 

and some types of attitude are propositional structures. For these reasons, I suspect that the most successful 

MSP models will be those that license pluralism both in regard to attitudes qua class of psychological entities 

and in regard to their representational format. Moreover, I will tentatively conclude, contra social psychological 

orthodoxy, that the best available evidence does not warrant the view that implicit attitudes are categorically 

distinct from explicit attitudes. The central argument for this version of MSP theory takes the form of an 

inference to best explanation. In particular, I argue that the MSP theory has the best prospects for resolving 

two sets of anomalies that have long plagued social psychological theorizing on attitudes. One set of 

anomalies, which I call the core anomalies, suggests that measures of implicit attitudes have low predictive 

validity, weakly correlate with other measures of (putatively) the same phenomenon, and suffer from 

unacceptably low levels of test-retest reliability. The other set of anomalies, which I call the format anomalies, 

suggest that implicit attitudes paradoxically possess the defining features characteristic of both associations 

and propositionally structured representations.  
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PREFACE 

 

From the field’s inception in the early 20th century, attitudes have occupied the theoretical 

center stage in social psychology. Gordon Allport (1935), universally recognized as one of the 

founding figures of scientific social psychology, articulated and affirmed the received view of the day 

that attitudes are so central to the field that social psychology can be conceived of as the scientific 

study of attitudes. To this day, spurred on in part by the introduction of the implicit/explicit attitude 

distinction in the 1980s’, the focus of much of social psychological research and theorizing 

continues to prioritize understanding the attitude construct(s) and its effects on behavior. 

 This sustained, longstanding interest in attitudes is not difficult to explain. Explanations, 

across any number of domains, frequently appeal to attitudes under various guises. Consider folk 

psychological explanation: Jonathan voted for Bernie because Jonathan preferred Bernie’s platform to 

Hillary’s; Alex bought the analog modular synthesizer because he liked it; Jade attended the Dandy 

Warhol’s concert because she considers them the greatest band of all time. The assumption that 

attitudes predict and explain behavior is on full display in various marketing and advertising 

practices. In 2020 alone, political campaigns shelled out the extraordinary sum of $8.5 billion for 

political advertising across TV, radio, and digital media, most of which, it can be safely assumed, 

were aimed at changing potential voters’ attitudes toward candidates, platforms, ballot initiatives, 

and so on, for the purpose of influencing voting behavior. Businesses produce and develop ads with 

the aim of changing consumers’ attitudes toward their products for the purpose of influencing 

consumer choices. And attitudes at various points have either been thought to be one component of 

class, racial, gender, ethnic, and ableist prejudices (Allport 1935) or the wholly constitutive of these 

prejudices. When it comes to the various “-isms” at the individual level, it is widely assumed that 
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people discriminate against members from marginalized social groups because they harbor noxious, 

individual or culturally enforced, attitudes toward these groups and their members. 

 This dissertation is primarily about the nature and sources of attitudes. It sets out to answer 

the deceptively simple question, what exactly are social psychologists measuring when they report 

their various findings on attitudes? Are attitudes mere dispositions to engage in evaluative behavior 

or are they mental states or representations that drive evaluative responses? Do attitudes constitute a 

unified, homogenous kind? Or are attitudes a heterogenous kind? On the assumption that implicit 

attitudes are mental states, what of their representational format? Are they associations? Are they 

propositional structures? What of the distinction between implicit attitudes and explicit attitudes? 

Does the distinction carve nature at its joints? Is the distinction merely nominal?  

 As social psychology has made surprisingly little progress despite a century’s worth of 

sustained scientific interest, there is a sense in which the project at the heart of this dissertation is an 

extraordinarily ambitious one. And insofar as I set out to provide what I think are the most 

defensible answers to these questions yet to be proposed, this is true. And yet, from a different 

perspective, the goals of this dissertation are relatively modest as I attempt to answer these questions 

not by placing my empirical bets on any specific attitude model but by offering and defending a 

theoretical framework of attitudes that differs dramatically from the frameworks that one typically 

encounters in the social psychological literature. I leave it as a task for future research to determine 

which specific model attitudes best satisfies the constraints that must be met, or so I argue, of any 

plausible model. 

 I shall defend what I call the “memory systems pluralist” (MSP) theory of attitudes. This 

holds that there are a relatively large number of species of attitudes (hence the pluralism), each of 

which is subserved by a distinct causal mechanism best conceived of as a memory system (hence the 

memory systems). On the MSP theory, attitudes are mental states on which evaluative dispositions 
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depend. And while, strictly speaking, this perspective is compatible with models on which all 

attitudes are of the same representational format, I will argue that data from both cognitive 

neuroscience of memory and social cognition research best supports a version of MSP according to 

which some types of attitude are associations, and some types of attitude are propositional 

structures. In this sense, I suspect that the most successful MSP models will be those that license 

pluralism both in regard to attitudes qua class of psychological entities and in regard to their 

representational format. Moreover, I will tentatively conclude, contra social psychological orthodoxy, 

that the best available evidence does not warrant the view that implicit attitudes are categorically 

distinct from explicit attitudes. 

 Insofar as I develop a theoretical perspective of attitudes that draws heavily from memory 

research in cognitive neuroscience, one goal of this dissertation is to integrate and provide a 

theoretical focus for a great deal of disparate work in cognitive science. While an interdisciplinary 

approach to attitude research is by no means unprecedented, social psychologists do not as a rule 

deeply engage with the findings from surrounding disciplines in cognitive science and vice versa. So, a 

related goal of this dissertation is to show that this lack of sustained interdisciplinary engagement has 

systematically thwarted scientific progress with respect to the scientific study of attitudes. By 

explicitly conceiving of attitudes as species of mnemonic structure, subserved by the various 

memory systems uncovered over decades of memory research in cognitive neuroscience, I hope to 

establish that this level of interdisciplinary engagement is not merely instrumental in making 

scientific progress but essential to it: social psychologists cannot hope to make serious progress in 

understanding the causes of intelligent social behavior but by adopting conceiving of their project as 

a thoroughgoingly interdisciplinary one. 

 Another goal of this dissertation is to inform, and in some cases challenge, philosophical 

theories that assume the truth of various empirical claims about the mind and the causal 
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determinants of behavior. For example, Rob Rupert (2011) has recently proposed a view, supported 

by MSP theory, that the mind is massively representational–– that is, that the mind contains multiple 

representational vehicles that possess the same representational content. As Rupert has urged, ceteris 

paribus, the quantity of redundant representations is an important factor in addressing a number of 

important questions including, for instance, consciousness. Moreover, the theory of mind and 

cognitive architecture that falls out of the view defended in this dissertation does not sit comfortably 

with standard folk psychological assumptions about the types of mental states that act as the casual 

determinants of intelligent behavior–– viz. that intelligent behavior is best explained by belief-desire 

pairs. Some of the potential implications for projects near and dear to philosophers will be addressed 

in this dissertation’s concluding chapter (Chapter 7). With that said, I make no sustained attempt to 

argue for the relevance of empirical research to traditional philosophical questions. I take as an 

unargued for assumption the Quinean position that philosophy of mind is continuous with cognitive 

science. 

While this dissertation seeks to illuminate the nature of attitudes simpliciter, I spend relatively 

little time on the topic of explicit attitudes. Indeed, the vast majority of this dissertation attempts to 

address longstanding puzzles concerning the nature of implicit attitudes. This emphasis is, in large 

part, driven by the strategic considerations presented in Chapter 1.  

As the aim of this dissertation is to develop a theoretical account of attitudes that best 

accounts for the full range of empirical data, the central argument for the MSP theoretical 

perspective takes the form of an inference to the best explanation. Successful inferences to the best 

explanation involve both (a) evaluations of how well available theories accommodate existing 

evidence and (b) evaluations of how successfully each theory coheres with our other well-confirmed 

theories in cognitive science. I endeavor to show that MSP outperforms its rivals on both counts 

spanning many different topics. Lastly, because the central argument of this dissertation is an 
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inference to the best explanation, all of its conclusions are tentative and can be upended by future 

empirical findings. In keeping with my naturalist scruples, though, I consider this a feature not a bug. 

For the benefit of readers whose background is in philosophy, I need to make two further 

remarks. First, I’ve already spoken at length about attitudes and it should by now be clear that the 

way in which I use the term ‘attitude’, unless explicitly stated otherwise, diverges from its standard 

usage in philosophy. In philosophy, the term ‘attitude’ is typically used to refer to propositional 

attitudes. For those whose backgrounds is in psychology, propositional attitudes are stances that one 

might take toward propositions (e.g., I believe that whales are mammals, I hope that Sanders wins the 

Democratic primary, I judge that 2+2 = 4, I fear that I won’t complete the project by the deadline). I 

leave it as an open question which of the various species of attitude count as propositional attitudes; 

according to MSP theory some may straightforwardly admit of such a gloss and some won’t. 

 Second, I need to emphasize that this dissertation does not fit the mold of much of 

contemporary analytic philosophy in that it neither contains very much that could be recognized as 

conceptual analysis, nor does it make very many substantive claims that are intended to be knowable 

a priori. In light of these remarks, many philosophers might be concerned that this dissertation is 

largely devoid of philosophical content. Be this as it may, I am inclined to frame this dissertation as 

an exercise in theoretical psychology (cf. Carruthers 2011). As Carruthers aptly points out, this is a 

sort activity that Hume, and many others, would and do recognize as a kind of philosophy. And this, 

on my view, is the kind of philosophy that anyone who is serious about addressing questions in the 

philosophy of mind ought to engage in. 

Disappointingly for some readers, this dissertation devotes little time to the thorny 

normative questions that seem to drive so much interest, popular and academic, in social cognition 

research. I do not spend much time on the question of whether one is a racist or sexist if one 

harbors problematic implicit biases toward members of some marginalized group. I won’t be 
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probing into the relationship between one’s attitudes and the self. There is little discussion about 

how attitude research should inform debates about agency. Note well that when I say that I devote 

little space to exploring each issue, I do mean to suggest that these and like issues will be 

categorically ignored. 

Many readers might expect from a work on attitudes some helpful, practical advice on how 

to change or eliminate socially problematic attitudes. Though I do examine a great deal of research 

on attitude formation and change, I address this topic only briefly in the concluding chapter. Those 

hoping to encounter in these pages useful advice on how to develop an effective implicit bias 

training seminar for one’s department, university, or Fortune 500 company, are bound to be 

disappointed. 

 Finally, by way of initial orientation, I must stress an additional background assumption. The 

first is that the mind is real. By this, I do not merely mean that assertions about the mind have truth 

values–– a claim that nearly everyone but the most hardcore eliminativists about the mind would 

accept. Rather, in keeping with many other naturalistically minded philosophers, I assume that the 

“mind has an existence and substantive character that goes well beyond, and is independent of, our 

best common-sense interpretative practices. (Carruthers 2011: xiv)” An upshot of this view, as 

already suggested, is that knowledge of the mind cannot be acquired merely by reflecting on these 

practices. It also means that those social psychologists who adopt an instrumentalist outlook on 

scientific theorizing may be puzzled by some discussions contained herein. 
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CHAPTER 1 
INTRODUCTION 

 
 

The goal of this opening chapter is to provide an initial outline of the theory of attitudes (i.e., 

likes, dislikes, preferences, etc.) to be proposed and defended in this dissertation. The main claims 

and commitments of the theory will be laid out and contrasted with those of its main rivals. After 

making a few comments on the strategic importance of implicit attitudes vis-à-vis the central aim of 

this dissertation, I conclude with a chapter-by-chapter guide to the overall structure of the 

dissertation, indicating how the theory in question will be compared with its competitors. 

 

1 A Theoretical Overview of Memory Systems Pluralism 

 

In broad brushstrokes, the memory systems pluralist (MSP) perspective maintains that the 

mind-brain contains multiple functionally distinct memory systems, each of which is differentially 

involved in the acquisition, retrieval, and behavioral expression of different species of attitude (cf. 

Amodio 2018). That the term ‘attitude’ here is to be understood broadly, to cover all manner of 

likes, dislikes, preferences, appraisals, etc., the tokens of which, under the right circumstances, are apt 

to causally produce or influence a special class of behaviors called evaluative responses (cf. De Houwer, 

Gawronski & Barnes-Holmes 2013). It is a pluralist theory of attitudes in that it denies that attitudes 

are a unified, homogenous class of mental states; indeed, pluralism is committed to the existence of 

many more than two species of attitude.  

The view assumes that for each attitude object, it is very likely that the mind-brain contains 

multiple functionally distinct attitudes toward it (cf. Wilson, Lindsey & Schooler’s (2000) dual-attitude 

theory). Additionally, it assumes that attitudes differ from one another in terms of (a) the processes 

involved in their learning and extinction, (b) the rates at which their learning and extinction occur, 
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(c) their functional properties (i.e., with respect to the kinds of behaviors that they cause and the 

endogenous and exogenous features of the context that cause them to activate), (d) their 

representational format (i.e., some are associative structures while others are propositional 

structures), and (d) the neural systems that subserve their storage and the various processes that 

operate over them. These assumptions entail the claim articulated above that attitudes are a wildly 

heterogenous class of psychological entities. But the heterogeneity is not endless; there are recurrent 

patterns that found within species of attitude and this order is explicable in terms of the underlying 

causal mechanisms that produce them. For these reasons, MSP theory carries a number of deeply 

important implications for both the empirical investigation of attitudes and for how we are to best 

interpret existing data. We spell out some of MSP’s more salient predictions in the next section. 

 It may be helpful to see that the core theoretical commitments of the MSP perspective can 

be presented as a conjunction of four theses: 

 

(a) there exist multiple memory systems (or, if one prefers, learning systems) underlying the 

acquisition, activation (or retrieval), updating, and behavioral expression of attitudes; 

 

 (b) these memory systems, while distinguishable by their functional properties and by the 

neural regions that subserve them, typically interact in complex ways in the production of 

intelligent social behavior; 

 

 (c) for each attitude object, an individual may have many more than one (sometimes 

competing, sometimes congruent) attitude toward it; and, 

 

(d) for each attitude token, its type is determined by appeal to its underlying memory system. 
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As we will see, with the exception of the taxonomical principle expressed by (d), the different 

component claims of MSP theory are supported by differing sets of data and each will be in focus at 

different points in the dissertation. Taken together, these four theses entail pluralism about attitudes 

in general and, more specifically, implicit attitudes. 

The five hypotheses presented below either fall directly out of MSP theory or are 

elaborations on different aspects of the core commitments. Accordingly, these additional hypotheses 

may be regarded as part of the hard core of MSP theory; a serious blow to the MSP theory would be 

struck should one of these hypotheses be shown to be false. (Note well that the following list is by 

no means meant to be exhaustive.) 

 

(1) The MSP perspective assumes that a single learning episode may result in the 

formation of multiple attitudes that co-exist across the mind-brain’s various memory 

systems.  

 

(2) Different memory systems learn at different rates: some memory systems may 

encode an attitude after only a single learning episode, while other memory systems 

may require multiple learning episodes. 

 

(3) The MSP theory assumes that the retrieval of an attitude from one memory 

system need not imply that an attitude toward the same attitudinal object has been 

retrieved for use from any other memory system.  
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(4) For any arbitrarily selected pair of attitudes toward the same attitude object stored 

in different memory systems, A1 and A2, it is possible to strengthen or extinguish A1 

without thereby strengthening or changing A2. 

 

(5) Attitudes stored in different memory systems may be expressed in distinct, but 

overlapping, sets of behavioral responses. 

 

 To help illustrate the view, consider an example plucked from Elizabeth Phelps and Stefan 

Hoffman’s (2019) discussion of the challenges of applying recent advances in memory systems 

research (which they provocatively call “memory-editing”) in clinical contexts: 

 

One challenge of applying memory-editing research to the clinic is that a memory for 

a single event can be expressed in several ways, each of which is linked to a distinct 

neural representation. The depiction of memory editing in science fiction mainly 

highlights efforts to alter the conscious recollection of life events, which is known as 

episodic memory. However, a traumatic event–– a car accident, for example–– 

produces multiple forms of memory expression. The victim will probably 

consciously recollect details such as where and how the accident happened. In 

addition, exposure to an accident cue (such as seeing the street corner where it 

occurred) may evoke momentary freezing and physiological arousal, or learned 

defensive responses. The person may also habitually avoid that corner. Finally, 

reminders of the accident may evoke negative subjective feelings. Although these 

different forms of memory for the same event (that is, episodic details, defensive 

responses, habitual actions and subjective feelings) may interact, each involves a 
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distinct neural system for storage and expression. For this reason, targeting one type 

of memory representation for editing may or may not alter other forms of memory 

for the same event. This specificity can have advantages and disadvantages. For 

example, it might be advantageous to retain accurate conscious memory for the 

details of an event, but edit the associated negative feelings or defensive responses. 

Conversely, it could be problematic to retain defensive responses, habitual actions 

and negative feelings that are linked to a traumatic event that can only be consciously 

recalled to a limited extent. (Phelps & Hofmann 2019: 43-44) 

 

Though Phelps and Hofmann’s interests differ from ours, their discussion illustrates the 

assumptions, mutatis mutandis, just presented. 

The MSP theory is broad enough to admit of a wide array of variations with respect to (1) 

the number of memory systems it posits (and, therefore, the number of types of attitude it posits), 

(2) the manner and precise natures of the types of interactions between memory systems, (3) claims 

about the evolutionary history or evolutionary function of these memory systems, just to name a 

few.  

At several points over this dissertation, I will claim, for example, that there are many more 

than three memory systems, these memory systems stand in a variety of inhibitory, cooperative, and 

compensatory relations with respect to others, and that at least some of the memory systems appear 

to have the kinds of fitness enhancing evolutionary functions that may have led to their being 

selected for (for a review, see Ferbinteanu 2018). But while I am inclined to make these empirical 

bets at the present juncture, these claims appear as parts of arguments in support of MSP, rather 

than falling within the theory’s scope. Consequently, the theoretical core of the MSP perspective 

could turn out to be true even if many of these more controversial positions are false (e.g., if there 
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are fewer memory systems than I am inclined to posit, or if some of the memory systems emerged 

not in response to specific evolutionary pressures but as a by-product of some other selected for 

change in the brain). Thus, even if my general conclusions about how we ought to conceive of 

attitudes are on the right track, there is a great deal of worthwhile debate to be had over which 

specific MSP model best accounts for the available data. As such, I make no claim here that the 

version of MSP that I propose in this dissertation is even a close approximation to the final word on 

the subject. 

 Amongst its theoretical virtues, the MSP theory offers us a nuanced and much needed 

alternative to what David Melnikoff and John Bargh (2018) call dual-process typology (DPT; see Table 

1.1). Dating back to cognitive psychological research in the late-1970s (Schneider & Shiffrin 1977), 

there has been a prevailing tendency amongst cognitive scientists to posit two fundamental 

categories of psychological process or system: one that is intentional, controllable, unconscious, and 

resource inefficient (variously labeled Type 2, System 2, the explicit system, controlled processes, 

reflective processing, etc.), and another that is unintentional, uncontrollable, unconscious, and 

resource efficient (Type 1, System 1, the implicit system, automatic processes, reflexive processes, 

etc.). Melnikoff and Bargh note that dual-process typology continues to increase in popularity and 

influence despite thirty years of forceful and sustained theoretical objections and a lack of empirical 

support.  
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Table 1 Standard Dual-Process typological feature list adapted from Evans & 
Frankish (2009) 

 

Melnikoff and Bargh are justifiably frustrated by the extent to which cognitive science seems 

to be clinging to an unsatisfactory theoretical framework given that there seems to be a relatively 

straightforward solution to the various problems that arise for DPT. This straightforward solution, 

as Melnikoff and Bargh put it, is “for researchers to rigorously explore each feature of a given 

process one by one, without making assumptions or drawing conclusions about other features that 

are not being studied” (ibid: 290). If the theoretical value of the DPT framework were merely 

heuristic, then one could recognize the force of Melnikoff and Bargh’s proposal. But it’s not; DPT 

frameworks aid in guiding theory not simply by hypothesizing that various properties tend to cluster 

System 1/Type 1/Reflexive System 2/Type 2/Reflective 

Evolutionarily Old Evolutionarily Recent 

Unconscious, Preconscious Conscious 

Shared with animals Uniquely (distinctively) human 

Implicit knowledge Explicit Knowledge 

Automatic Controlled 

Fast Slow 

Parallel Sequential 

High Capacity Low Capacity 

Intuitive Reflective 

Associative Rule-based 

Independent of general intelligence Linked to general intelligence 
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together, but by focusing our attention on the various causal mechanisms thought to support these 

property clusters. Viewed from this perspective, Melnikoff and Bargh’s advice–– though warranted–

– does not provide us with a true alternative to DPT theorizing. As such, we should not expect 

researchers to abandon DPT en masse (given its research–regimenting power) without having an 

alternative on offer. On my view, the MSP perspective does provide us with such an alternative and 

Melnikoff and Bargh’s advice ought to be implemented in the context of MSP theorizing (see 

Chapter 5).1 

Some might be inclined to treat the MSP theory as an eliminativist theory of attitudes. 

Consider Holroyd and colleagues’ (2017) characterization of implicit attitude eliminativism: 

 

In this section, we introduce an alternative view that, as far as we know, is yet to be 

argued for2. This view is eliminativism about implicit bias. It holds that there is no 

such psychological kind and therefore no account that attempts to characterize 

implicit bias as a particular mental state or psychological kind will succeed. On this 

view, there is no unified phenomenon, with any distinctive set of characteristics, that 

underpins the behavioral responses found on indirect measures such as [the Implicit 

Association Test, the Evaluative Priming Task, the Shooter-Detection Task, etc.]. 

 
1 Let me be clear. By saying that MSP theory offers us an alternative to DPT, I do not mean to suggest that MSP theory 
is inconsistent with the dual-process thesis that cognitive processes can be divided into two: those that possess system 1 
properties and those that possess system 2 properties. For all we know, by following Melnikoff and Bargh’s advice 
against the backdrop of the MSP theoretical framework, cognitive science might indeed uncover that there are two types 
of kinds of memory system; memory systems that tend to subserve system 1 properties and memory systems that have 
system 2 properties (see Samuels 2009). But the standard DPT approach recommends that we take as our theoretical 
starting point the assumption that cognitive processes divide into two kinds and to then to use the fruits of one’s 
empirical research in making inferences about the mechanisms that subserve each type of process. The approach that I 
recommend, by contrast, suggests that the DPT approach has things backwards. Instead, we should take as a starting 
point the existence of multiple memory systems, each of which subserves a variety of processes, and then systematically 
investigate the properties possessed by each of these processes whilst making no additional assumptions that, say, a rule-
based process cannot operate quickly or automatically. 
2 It is worth nothing that eliminativism about attitudes has in fact been argued for in the literature (see discussion of 
Schwarz’ (2007) view below). 



 9 

Rather a cluster of different mental states and processes may produce these 

responses; and these mental states and processes may also be involved in the 

production of responses on other measures, such as self-report measures. (Holroyd, 

Stafford, & Scaife 2017: 13) 

 

If this is all that is meant by ‘eliminativism,’ then the MSP theory is an eliminativist theory of 

attitudes: I do deny that attitudes, implicit attitudes, and explicit attitudes are natural kinds. 

And if all psychological or mental kinds are natural kinds, then MSP theory is therefore 

committed to the denial of the claim that attitudes (etc.) are psychological kinds.  

 Having said that, we should resist reading too much into this kind of eliminativism. 

MSP theory does not imply that we always speak falsely when we describe a mental state 

token as an attitude or that such attributions are not truth evaluable. For instance, jade is not 

a natural kind (because two distinct types of mineral answer to the term ‘jade’) and yet some 

minerals are instances of jade and not others. Similarly, even though attitudes do not form a 

natural kind, because multiple distinct types of mental state are called ‘attitudes,’ some token 

mental states are attitudes and others are not. Furthermore, the MSP theory is entirely silent 

on whether attitudes (implicit or explicit) form some other metaphysically or theoretically 

important kind (e.g., a social kind, a normative kind, a discursive kind, etc.). Indeed, all such issues 

fall well outside the scope of both MSP theory and this dissertation at large. 

 At this juncture, it is worth marking a distinction between ontological eliminativism, concerning 

which entities, kinds, or properties really exist, and what we might call scientific practice eliminativism, 

concerning whether a particular term ought to be struck, or eliminated, from scientific discourse (cf. 

Griffiths 2004). These types of eliminativism are independent. One can be an ontological 

eliminativist about attitudes without being a scientific practice eliminativist (e.g., one might both 
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claim that no token mental state really has the property being an attitude and claim that the term 

‘attitude’ is worth preserving on pragmatic or instrumental grounds) and vice versa (e.g., one might 

both claim that some token mental states really do possess the property being an attitude and that, for 

whatever reason, the term should be struck from our scientific theories on the grounds that its 

preservation thwarts scientific progress).  

Though these positions are often conflated, by attending closely to the considerations that 

eliminativists offer up in support of their position, it quickly becomes evident that each position is 

defended on different grounds. For instance, Norbert Schwarz (2007) stakes out a position that is 

both ontological and scientific practice eliminativist with respect to attitudes. According to Schwarz, 

what social psychologists have called ‘attitudes’ are actually fleeting, on-the-fly constructions or 

judgements that are responsive to situation-specific demands. If he’s right (and given a very specific 

characterization of attitudes according to which attitudes are situationally robust, temporally 

enduring dispositions to behave in attitude relevant ways), then no state possesses the property being 

an attitude (see ibid: 649, 651). Strictly speaking, these considerations are silent on the matter of 

whether we should discourage the use of the term ‘attitude’ in the context of scientific theorizing. 

Schwarz’ commitment to scientific practice eliminativism is revealed by his claim that attitude-talk 

inevitably primes us to think of evaluative judgements as being underwritten by situationally robust, 

temporally enduring features of persons and, so, to continue to use the term ‘attitude’ would serve 

only to systematically thwart scientific progress by leading researchers to ask and, consequently, 

investigate the wrong questions (ibid: 651). 

Returning now to the main thread, I have already addressed the question concerning 

whether, and in what respect, the MSP theory is an ontological eliminativist theory of attitudes. But 

does MSP theory warrant scientific practice eliminativism? If one assumes that scientific theories 

should only traffic in natural kind terms, then MSP theory does commit us to scientific practice 
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eliminativism for the reasons already given. But there may be good reason to resist this assumption. 

It may be that attitude-talk earns its theoretical keep if the attitude kind is, say, an investigative kind, 

where an investigative kind is one that fosters scientific interest and/or engagement (Griffiths 2004). 

However, if attitude-talk serves primarily to systematically thwart scientific progress by virtue of its 

being hopelessly ambiguous, then, whatever scientific engagement it fosters, we may nevertheless 

want to eliminate attitude-talk from scientific discourse (cf. ibid: 903). Ultimately, the question of 

whether attitudes should be treated as a valuable investigative kind is an empirical question. 

Alternatively, it may be that attitude-talk ought to be preserved on the grounds that it plays an 

important, if not indispensable, role in our moral theories and practices (cf. Doris 2000). For 

example, though Murphy and Stich (1998) recognize that mental illness is not a natural kind, they 

suggest that mental illness is an important normative kind on the grounds that is helps us identify 

ways in which psychological processes go wrong by causing problems for those who have it or those 

around them. At the end of Chapter 3, I consider the possibility that implicit bias can be treated 

similarly. Whether attitudes, on the MSP theory, are an important normative kind turns on a suite of 

issues that fall outside the scope of this dissertation. For these reasons, I will refrain from taking a 

stand on whether MSP theory commits us to scientific practice eliminativism. 

Finally, to what extent is the MSP theory a novel attitude framework? Those familiar with 

the attitude literature may be forgiven for thinking that the MSP theory is just Amodio and 

colleagues’ memory systems model of social-cognition (MSM-SC; see Amodio 2019, Amodio & Berg 2018, 

Amodio & Devine 2006) under a different name. I must confess that I, myself, sometimes feel as 

though this is the case. There are several reasons that animate this suspicion. For instance, MSM-SC 

explains various social cognitive phenomena in terms of a suite of independent but interacting 

memory systems (see Figure 1 and Table 2). Moreover, this model has already shown to be fruitful in 

identifying various (what Amodio calls) forms of implicit bias (Amodio & Devine 2006, 2009; 
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Amodio & Ratner 2011), the neural correlates of these biases (Amodio & Devine 2006, 2009), and 

the ways in which various memory systems interact to drive various forms of evaluative response 

(see Amodio 2019 for a review; also, Hackel et al. 2015). It’s also worth noting that many of 

Amodio’s critiques of the orthodox accounts of attitudes are echoed at various points in the 

dissertation. 

 

 

Figure 1. Amodio's Multiple Systems Model of Social Cognition (MSM-SC). This figure depicts five memory 
systems, their putative neurological substrates, and their expected roles with respect to influencing the kinds of 
judgments and behavior most relevant to social cognition research. Some memory systems have been omitted for 
presentational purposes. On the MMS-SC, the successful prediction/explanation of some social phenomenon requires 
understanding the joint contributions of multiple-memory systems. The dotted-lines connecting the various memory 
systems indicate hypothesized between-system interaction, while the solid arrows represent hypothesized causal 
influence on behavior. Adapted from Amodio 2019 
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But the MSP theory differs from the MSM-SC in two important respects. First, it is possible 

that the MSM-SC theory may ultimately turn out to be false and MSP theory true. It is difficult to 

conceive of how the converse could hold. MSP theory is a theoretical perspective admitting of 

multiple variations. To the extent that MSM-SC is related to the MSP theory, it is by virtue of being 

an instance of MSP theory.  

This brings us to the second point. It is far from obvious that MSM-SC is committed to 

attitude pluralism. For instance, Amodio suggests that the MSM-SC model vindicates the tripartite 

model of attitudes, which treats attitudes as dispositions with affective, behavioral, and cognitive 

components (see §3 below for a slightly move involved discussion of this view): 

 

The model of attitudes suggested here–– involving separate, interacting 

representations of conceptual, affective, behavioral associations – may sound 

familiar. Indeed, the classic tripartite theory in social psychology posits that an 

attitude reflects some combination of beliefs, affective responses, and behavioral 

tendencies regarding the attitude object. However, empirical support for these 

distinctions was hampered by methodological limitations, and the attitude concept 



 14 

has become increasingly associated with affect, relative to cognition, and rarely 

behavior. (Amodio 2019: Box 3) 

 

To be fair, Amodio goes on to say that “the memory systems model described here parallels this 

classic view, but with some critical updates and differences” (ibid.). Nevertheless, if the MSM-SC 

model is committed to the view that attitudes are dispositions built from distinct components, 

subserved by the various memory systems, then this would place the MSM-SC directly at odds with 

the MSP theory, if not empirically, then conceptually (see §3 below). 

 But let us now suppose, for the sake of argument, that I have merely reinvented the wheel 

here: Amodio and colleagues really are primarily interested in developing an MSP theoretical account 

of attitudes. If so, then the value of this work is to be found both in the application of the MSP 

theoretical framework to questions that have not hitherto been addressed by other MSP theorists 

and in my defense of it from a range of objections that MSP theorists have not yet responded to. 

With that said, let’s now move on to some of the main predictions of the MSP theory. 

 

2 Salient Predictions of MSP Theory 

 

 The MSP theory makes a variety of predictions that collectively serve to set it apart from 

nearly every other theory of implicit attitudes on the market.3 Of these various predictions, the three 

described below are warranted directly by the MSP theory, whereas the others that take center stage 

 
3 One potential set of exceptions are the trait accounts to be discussed in Chapters 2 and 3, according to which attitudes 
are traits, or broad-track dispositions of a particular sort, the strength of which are determined by a heterogenous set of 
psychologically real states and processes. The set of mental states and processes that is assumed to be sufficient for the 
possession of a trait to a particular degree is sometimes called the “psychological basis” of a trait. If it is assumed that 
different measures of attitude tap different components of the psychological basis of a given attitude qua trait, then these 
theories can be presented in such a way as to be empirically equivalent to the MSP theory, while disagreeing with the 
latter about how attitudes are best described. Thus, debate between MSP theory and the trait theory turns on issues that 
are more conceptual than empirical. 
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at various points of the dissertation are motivated by considerations over how one should further 

develop the MSP theory of attitudes so as to best account for the widest range of data made 

available by both attitude research and surrounding disciplines. 

 

2.1 Low Convergent Validity and High Discriminative Validity Between Measures of Implicit Attitude 

 

 The standard view is that differing measures of implicit attitudes tap the same implicit 

attitude. If this were true, then we should expect any pair of measures to exhibit high convergent 

validity and low discriminant validity. Convergent validity is the extent to which two measures that are 

assumed to be measures of the same construct are actually measures of the same construct. As 

Krosnick, Judd, and Wittenbrink (2005: 30) state, “To argue for convergent validity, a researcher 

must show large correlations between different items that are all believed to measure the construct 

of interest.” Discriminant validity is the extent to which two measures that are assumed to be 

measures of different constructs actually are measures of different constructs. Simplifying a bit, to 

argue for discriminant validity, a researcher would want to show low correlations between measures 

that are assumed to be measures of different phenomena. 

The MSP theory, however, predicts that differing measures of implicit attitudes frequently 

tap different attitude constructs. As such, the MSP theory predicts that many measures of implicit 

attitude, but by no means all, will exhibit low convergent validity and high discriminative validity. In 

other words, the MSP theory predicts that we will observe low correlations between the various 

methods that are assumed to measure implicit attitudes. With respect to those measures that do 

correlate strongly with one another, the MSP theory should have a plausible, independent story to 

tell about why this would be. Having said this, for reasons to be discussed in Chapter 3, we should 

not automatically infer that two methods of measurement tap different types of attitude on from 
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correlations alone. Thus, the MSP theory predicts that low correlations between different methods 

of measurement will be observed when we have good reason to suspect that each method typically 

recruits different memory systems. I describe the evidence for this claim in Chapters 3 and 6. 

 

2.2 Different Rates of Learning and Updating 

 

 The MSP theory predicts that the same or different methods of measurement will reveal 

differential rates of learning or updating depending on which memory systems are engaged during 

the experiment’s learning phase and which memory systems are tapped during the measurement 

phase. More concretely, when attempting to measure implicit attitudes, the MSP theory claims that 

we will sometimes observe rapid learning or updating in some experimental contexts and slow or 

gradual learning or updating in others. The evidence for these predictions is discussed at length in 

Chapters 4 and 6.  

In a similar vein, because there is no guarantee that the memory systems that are most active 

during the learning phase of any given experiment are the same memory systems that are recruited 

during measurement, the MSP theory predicts that there will be occasions on which performance on 

a particular measurement task administered before the learning phase will not differ significantly 

from performance after the learning phase despite our having independent reason for suspecting 

that attitude-relevant learning has occurred. If we are to accurately track the effects of the learning 

phase on attitudes, this suggests that additional care is needed to ensure that the memory systems 

engaged during the learning phase correspond, well enough, to those recruited during measurement. 

These predictions contrast with those of most competing theoretical perspectives on the 

market, in that such theories predict that rates of attitudinal learning and/or updating are uniform 

across experimental contexts. Generally speaking, theories of implicit attitude according to which 
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implicit attitudes are associations predict that implicit attitudes are both acquired and updated 

gradually in response to new information (Rydell & McConnell 2006, Strack & Deutsch 2004, 

Wilson, Lindsey & Schooler 2000). Propositional theories of implicit attitude, by contrast, predict 

both rapid acquisition of attitudes in response to new information and rapid updating under the 

appropriate circumstances (De Houwer 2014).  

 

2.3 Low External Validity of Attitude Measures 

 

 The third prediction requires a little bit of set up. A prevailing assumption in the attitude 

literature is that implicit attitudes and explicit attitudes sometimes compete for control over 

behavior. This view assumes that for any token evaluative response, b, b is such that it can either be 

the effect of the occurrence of a token implicit attitude or a token explicit attitude. Call this the 

domain generality assumption. For instance, that the behavior in question is a vote for Bernie Sanders.4 A 

vote for Bernie Sanders, on this view, could among many other things reflect either the tokening of 

a pro-Sanders implicit attitude or a pro-Sanders explicit attitude. This applies to performance on 

various attitude measurement tasks as well; in principle, variants of the Implicit Association Test 

(IAT) can be developed such that IAT performance reflects the activation of explicit attitudes, by, 

for example, giving participants sufficient time on each trial to make classificatory judgements that 

are congruent with their explicit attitudes toward the stimuli. 

 
4 To be sure, some models of attitudes, typically those of the dualist stripe (see §3) break from this assumption. On such 
views, there is some class of behaviors, BI, such that behaviors in that can be caused by implicit but not explicit attitudes. 
These models might also assume that there is some other class of behaviors, BE, such that behaviors in that class can be 
caused by explicit but not implicit attitudes. Of course, this is still consistent with the view that there is a third class of 
behaviors, BI+E, such that members of that class could be caused by either implicit or explicit attitudes. But as this last 
set of behaviors ranges over far more behavioral types than would be expected on MSP theory, the same concerns raised 
against the prevailing assumption identified in the main text can be raised, mutatis mutandis, for the models of attitudes 
discussed here. 
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 To be sure, all such views also assume that there are conditions under which implicit 

attitudes are more likely than explicit attitudes to drive evaluative responses. For instance, Fazio’s 

Motivation-and-Opportunity-as-Determinants-of-Evaluation (MODE; Fazio 1992) model assumes that 

implicit attitudes are likely to drive behavior when motivation to control behavior is low and/or one 

has no opportunity to control behavior; otherwise, explicit attitudes are likely to be in the driver’s 

seat. But these views are nevertheless consistent with the assumption that any token behavioral 

outcome, b, is such that it can be caused by the activation of either an implicit attitude or an explicit 

attitude: whether b is the effect of implicit attitude activation or explicit attitude activation depends 

on the specific conditions under which attitude activation or retrieval occurs. 

 Given the preceding discussion, the standard view predicts that if the conditions under 

which an attitude is measured mirror those conditions under which a corresponding evaluative 

behavior is measured, then, ceteris paribus, measurement outcome should predict to a reasonable 

degree the target behavior. To pick an arbitrary example, if Smith’s attitude toward Sanders is 

negative when motivation to control one’s responses is absent or the conditions of measurement 

preclude opportunity to control one’s responses and these conditions obtain when Smith is in the 

voting booth, then the standard view predicts, ceteris paribus, that Smith would not pull the lever for 

Sanders. Similarly, the same measurement outcome should reasonably predict how close Smith 

decides to sit to Sanders at the inauguration under the assumption that the conditions of 

measurement obtain when Smith has to pick his seat. This point generalizes for any type of Sanders 

relevant evaluative response that may occur under those or functionally similar conditions that 

obtain during attitude measurement (assuming, of course, that the content of the underlying attitude 

has not undergone substantial change). 

 The MSP theory rejects the domain generality assumption (see Figure 1 and Table 2) in favor 

the domain-specificity assumption. The domain-specificity assumption places constraints, sometimes 
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severe, on which types of evaluative behavior we should expect to observe given the occurrence of a 

token attitude of a specific type. Positively stated, MSP theory assumes that different types of 

attitude drive different types of evaluative response. For example, the species of attitude the tokens 

of which causally contribute to Smith’s performance on a measure of Sanders attitudes that involves 

speeded categorization judgements (e.g., IAT performance) may be entirely unrelated to the type of 

attitude the tokens of which causally contribute to approach/avoidance behavior (e.g., decisions of 

whether to sit near to or far from Sanders at the inauguration). Thus, to consistently generate 

accurate behavioral predictions on the basis of attitude measurement requires, among other things, 

that we ensure that the mechanisms involved in attitude measurement are likewise involved in the 

manifestation of the target behavior.5 

If this is right and standard methodological practice does not reflect the domain specificity 

assumption, then we should generally expect to observe modest to weak correlations between, say, 

implicit racial attitudes and discriminatory behavior. Generally speaking, this is what we find 

(Forscher et al. 2019). Moreover, as that standard methodological practice is just as likely influence 

criteria governing the inclusion of studies for meta-analytic purposes, the MSP theory likewise 

expects meta-analyses to reveal low to modest correlations between implicit attitudes and behavior. 

This is due to the fact that standard methodological practice simply neglects the possibility that the 

outcome of an attitude measure and a putatively corresponding behavior may be the products of 

 
5 The consistency hedge is important. It may turn out that the effects of two independent causal mechanisms are such 
that the obtaining of one effect, E1, is positively correlated with the obtaining of the other, E2, under a specific set of 
conditions, C1, but not under other conditions, C2. If so, the presence of E2 would predict E1 under C1 but not C2. For 
instance, even if the mechanisms that generate speeded categorization judgements (E1) are independent of those that 
generate approach/avoidance behaviors (E2), we may nevertheless expect that the tendency to classify a particular 
stimulus as positive under severe time constraints is correlated with a tendency to approach, rather than avoid, the 
stimulus under some conditions and not others. But one will be unable to consistently make accurate predictions if one 
incorrectly assumes that the relationship between E1 and E2 remains constant across C1 and C2. 
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different underlying mechanisms even when the conditions under which attitude measurement and 

the evaluative behavior occurs are held fixed. 

 Two upshots of this discussion are worth attending to. First, it suggests that attitude 

measures may suffer from low levels of external validity not because attitude measures fail to 

provide us with meaningful information about attitudes (a la Oswald et al. 2013, Oswald, Mitchell, 

Blanton, Jacard, & Tetlock 2015) or because attitudes, implicit or otherwise, are capable only of 

exerting small effects on behavior (Greenwald, Banaji & Nosek 2015), but because researchers have 

not based their behavioral predictions on the specific functional profiles of the types of attitude that 

the standard suite of attitude measures likely recruit. This implies that that attitude measures can be 

made to better predict behavior with the aid of memory systems research.  

Second, it is worth noting that existing research shows that implicit measures are reasonably 

good predictors of some specific types of evaluative behavior. For instance, we have strong evidence 

that some measures of implicit political attitudes are good predictors of voting and policy 

preferences (Friese et al. 2012). Moreover, while implicit measures of attitudes toward Obama and 

explicit measures of attitudes toward Obama each weakly predicted Obama versus McCain voting 

preferences, predictive power was found to have increased substantially when subjects’ implicit 

measure performance was found to be congruent with subjects’ explicit measure performance (ibid.). 

The MSP theory, as with any other, must provide a principled account of both the predictive failures 

and successes of past attitude research. The MSP theory suggests that order is to be found amongst 

among the predictive successes and the predictive failures of attitude research, and that this order 

will be explicable in terms of underlying memory systems and their preferred channels of behavioral 

expression–– and not, as others have suggested, merely in terms of content domains (see Holroyd & 

Sweetman 2016, Payne, Vuletich & Lundberg 2017). 
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3 Rival Perspectives 

 

 In the attitude literature, one can identify two broad theoretical frameworks that stand in 

opposition to the MSP theory. On the one hand, attitude monists maintain that attitudes are a unified, 

homogenous kind. Amongst monists, disagreement abounds as to how best to cast the distinction 

between implicit and explicit attitudes, whether attitudes are stable mental states or behavioral 

dispositions, and over the extent to which attitude research is continuous with the research interests 

of those in surrounding fields of cognitive science. On the other hand, attitude dualists maintain that 

attitudes divide into two fundamental kinds, the implicit and the explicit, each of which is treated as 

a homogenous, unified kind. As attitude dualism appears to have fallen out of favor in recent years, 

largely due to (misplaced) concerns over parsimony (see Chapter 3), there are comparatively fewer 

areas of active disagreement amongst attitude dualists. The areas of disagreement that are salient in 

the literature generally concern issues related to cognitive architecture.  

In addition to attitude dualism and attitude monism, there are at least two influential 

theoretical perspectives that don’t fit comfortably within either of the two aforementioned camps. In 

order to justify their neglect from here on out, it will be useful to say a few words about them here. 

 

3.1 Two Varieties of Attitude Monism 

 

 One can identify broad two strands of monism in the literature. On the one hand, there is 

what Amodio and Ratner (2011) call the single-system models of attitudes. These models stand united in 

their assumption that all attitudes, implicit or otherwise, are encoded, updated, and retrieved from a 

single long-term memory system. An upshot of single-system monism is that individuals have only a 

single attitude toward any given attitudinal object. In order to account for the well-documented 
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phenomenon whereby implicit attitudes dissociate from their explicit counterparts, most single-

system monist theories (but by no means all) embrace the existence of two types of process that 

operate over this underlying memory system. One and the same attitude structure stored in long 

term memory could lead to different evaluations in different contexts depending on how that 

structure is processed (see Fazio 1990, Gawronski & Bodenhausen 2011, Strack and Deutsch 2004).6  

Because these views posit the existence of only a single memory system operated on by two 

types of process, they therefore make contrasting predictions to the MSP theory regarding 

dissociations of different types of attitude in response to localized anatomical damage, forms of 

learning that differentially affect different memory systems, and the extent to which different 

measures of putatively the same construct should correlate with each other. Moreover, none of the 

single system monist accounts allow for the possibility that, for instance, implicit attitudes may be 

stored in different representational formats (e.g., associations and propositions). 

The other variety of monism requires less discussion. This view conceives of attitudes as 

evaluative dispositions. The classical tripartite model of attitudes conceives of attitudes as dispositions 

with cognitive-affective-behavioral components (Rosenberg & Hovland 1966). A more recent 

formulation of this sort of view, articulated and defended by philosopher Edouard Machery (2016), 

conceives of attitudes as traits, or broad-track behavioral dispositions, which are analogous in 

various respects to personality traits.7 While Machery seems to take himself to be articulating a novel 

 
6 Those sufficiently familiar with the literature may balk at my claim that Strack and Deutsch’s (2004) Reflective-
Impulsive Model (RIM) is a single-system monist theory. After all, Strack and Deutsch explicitly state that they conceive 
of their view as a dual-systems account of attitudes. It must be emphasized, however, that the two systems they posit are 
processing systems, not memory systems. They posit that a single long-term memory store is operated on by two processing 
systems. In their own words: “The impulsive system can be thought of as long-term memory, whereas the reflective 
system has the properties of a temporary storage in that the amount of information that can be represented at any given 
time is limited, and the representation will fade if it is not rehearsed. […] How such representations [of the reflective 
system] generated? We assume that the elements of the proposition that is, one or more concepts and the relation that is 
applied to them–– are retrieved from the impulsive system. (ibid: 225)” Thus, on our taxonomy, Strack and Deutsch’s 
RIM model is a member of the monist single-system models of attitude. 
7 Importantly, some dispositionalist theories of attitude are monist with respect to dispositions but ontological 
eliminativist with respect to implicit/explicit attitudes (see Machery 2016; Chapter 2). 
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perspective of attitudes, this trait-conception has been in currency for quite some time (see Schwarz 

2006, 2007; Payne, Vuletich & Lundberg 2017). Importantly, all dispositional models of attitude 

reject the view that attitudes are best conceived of as mental states or representations. It is also 

worth stressing a point made in an earlier footnote that dispositional accounts may be empirically 

indistinguishable from the MSP perspective. As such, disputes between monist dispositional views 

and the MSP theory may end up turning on conceptual rather than empirical considerations (see 

fn3). 

 

3.2  Attitude Dualism 

 

Dualist accounts of attitudes assume that individuals may sometimes possess at most two 

attitudes toward the same attitude object (Wilson, Lindsay & Schooler 2000). It will prove helpful to 

consider three of the more salient assumptions of this family of views as limned by Wilson and 

colleagues (ibid: 104): 

 

1. Explicit attitudes (AE) and implicit attitudes (A1) toward the same attitude object 

can coexist in memory.  

 

[2]. Even when the explicit attitude has been retrieved from memory, A1 influences 

implicit responses, namely uncontrollable responses (e.g., some nonverbal behaviors) 

or responses that people do not view as an expression of their attitude and thus do 

not attempt to control. 
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[3]. Explicit attitudes change relatively easily, whereas implicit attitudes, like old 

habits, change more slowly. Attitude change techniques often change explicit but not 

implicit attitudes. 

 

Importantly, while Wilson et al. assume that explicit and implicit attitudes toward the same object 

can coexist in memory, they are silent on whether each type of attitude is stored in a single memory 

system or are separately stored in different memory systems. 

Building on Wilson and colleagues’ assumptions, dualist theories of attitudes generally posit 

the existence of one explicit (/declarative/reflective) memory system and one implicit 

(/nondeclarative/impulsive) memory system (see Rydell & McConnell 2006, Smith & DeCoster 

2000). Each memory system contains different components that govern the acquisition, storage, 

updating, and subsequent retrieval of attitudes. Moreover, because one can have an explicit, 

propositional attitude toward attitudinal object X that differs in content and valence from one’s 

implicit, associative attitude toward X, and attitudes are typed differently depending on which 

memory system they belong to, some dualist accounts of attitude (but by no means all), strictly 

speaking, endorse the core theoretical commitments of MSP theory. This should not be surprising 

as, with the notable exception of Wilson et al.’s dual attitude account, every other dualist account on 

the market is directly motivated by the same area of research in the cognitive neuroscience of 

memory that motivates MSP (see Smith & DeCoster 2000, Rydell & McConnell 2006). 

It is also noteworthy that many dualists are open to the possibility that each individual may 

have many more than two attitudes toward the same object. On this point, Wilson et al. state: 

 

Once we entertain the possibility that people can have more than one attitude stored 

in memory, why not allow for more than two? Our main argument is that attitude 
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models should allow for the fact that people can have both implicit and explicit 

attitudes toward the same object. It is possible, in principle, for people to have more 

than two attitudes; people might have one implicit attitude, for example, that is 

automatically activated, plus two or more newly constructed attitudes that were 

formed in specific contexts, stored in memory, and retrieved in those contexts. 

Similarly, people might have two or more implicit attitudes that are activated 

automatically, depending on context (Wittenbrink, Judd, & Park 1998). Given the 

empirical challenge of showing that people have three or more attitudes stored in 

memory at the same time, we have limited ourselves to the case of dual attitudes, 

with the acknowledgement that this may be a special case of multiple attitudes. 

(Wilson, Lindsey, & Schooler 2000: 121) 

 

Indeed, the task of showing that people have three or more attitudes stored in memory at 

the same time is a challenge, as the length and complexity of this dissertation attests to. It is 

nevertheless a challenge that must be undertaken if we are to (a) make substantial progress in 

attitude research and related fields, and (b) fully integrate this active area of research with the 

field of cognitive science as a whole. 

Due to this theoretical overlap between the dualist and the MSP perspective, disputes 

between the two perspectives turn primarily on the question of how many memory systems one must 

posit to best account for widest range of empirical results. Dualists posit two memory systems, each 

of which subserves a species of attitude. MSP theorists generally posit many more than two memory 

systems. Over the course of this dissertation, I hope to show that MSP theories outperform their 

dualist rivals not only in terms of predictive/explanatory power, but also in terms of coherence with 

surrounding disciplines. 
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3.3 Miscellaneous Perspectives 

 

 There are two other potentially competing perspectives worth acknowledging as they have 

proven influential albeit at different times and to differing degrees. These are the summary 

representation view (Krosnick, Judd & Wittenbrink 2005) and the bias of the crowds model (Payne, 

Vuletich & Lundberg 2017). Neither of these views fall squarely in either of the two camps just 

described. Moreover, the extent to which these views are inconsistent with the MSP theory on 

empirical matters is unclear. These points are worth elaborating on if for no other reason than to 

justify my setting them aside for the remainder of this dissertation. 

 

3.3.1   The Summary Representation View 

 

Here’s how Krosnick, Judd and Wittenbrink (2005: 24) articulate summary representation 

view:  

However, we see great theoretical and practical value in resisting [the dual attitude 

view presented above] and prefer still to hypothesize that a single attitude exists in a 

person’s mind: the net evaluation associated with the object. The observable report 

of the attitude, representing the integration of evaluative implications at a given point 

of time, may vary as a function of the specific context in which the integration takes 

place, but the underlying ingredients from which that report is built (and which 

constitute the attitude in our formulation) are relatively stable over time. 
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The net evaluation of an attitude object and the ingredients on which the net evaluation is 

based may sometimes come apart. The authors illustrate this by way of example: 

 

For instance, perhaps when you think about your neighbor, you think about the fact 

that his yard is messy, that he accumulates rusting cars in his driveway, and that he 

has a couple of dogs that are nuisances. Each of these attributes that you associate 

with your neighbor tend to have negative evaluative overtones: you generally don’t 

like messy yards, resulting cars, and nuisance dogs. But, somehow, you never 

integrated these evaluative implications into a net evaluation of your neighbor. In 

this case, when there is no summary evaluation of the object (i.e., the neighbor), can 

we really speak of an attitude? We believe that we can, although the latent evaluation 

is doubly latent. Not only is it not observable by someone who wishes to measure it, 

but it also never exists as a discrete stored association. Rather, it becomes crystallized 

only under circumstances that demand a summary evaluation, such as when an 

overall attitude is demanded by a behavioral encounter (e.g., when you are asked, “So, 

do you like your neighbor?”). (Krosnick, Judd & Wittenbrink 2005: 23) 

 

These two passages leave us with the following picture. The representations that manifest 

behavior on the range of indirect measurement tasks are not the attitudes, but the raw materials 

from which an individual’s attitude is fabricated. This process of fabrication (or integration, or 

crystallization) occurs under circumstances that demand a summary evaluation. Generally speaking, 

these are circumstances under which subjects are asked to report their attitudes. Thus, it wouldn’t be 

unreasonable to infer that the authors prefer to reserve the term ‘attitude’ to describe that which is 
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manifested during direct measurement tasks–– that is, attitudes are what others call ‘explicit 

attitudes.’ 

In order for us to determine the precise nature of the relationship that the summary 

representative view bears to the MSP theory, several further questions must be addressed. For 

instance, does the attitude formed at a given time supervene on the various attitudinal ingredients 

such that we ought to expect no changes in attitude overtime without corresponding changes to 

these ingredients? Or are there circumstances such that the attitude formed at t1, A1, comes to be 

stored in long-term memory such that A1 can be retrieved later on even though the ingredients on 

which A1 was formed have undergone substantial change? If the latter is the case, then it is, in 

principle, possible for one to harbor multiple distinct attitudes toward any given attitudinal object. 

Additionally, does the attitude formation process always reflect the integration of all underlying 

ingredients or only a proper subset of those ingredients? If the attitude formation process only 

reflects the integration of a subset of those ingredients, then, again, this view allows formation of 

multiple, perhaps incongruent, attitudes toward the same object depending on the situation.  

The fact that these further questions have not been satisfactorily addressed in the literature 

renders the relationship between the MSP theory and the summary representation view opaque. 

Insofar as the MSP theory does not privilege any particular type of representation as the attitude, the 

MSP theory clearly conflicts with the summary representation view on a conceptual level. And, 

again, such conflicts matter. But, as far as empirical considerations are concerned, it may turn out 

that the MSP theory can accommodate the summary representation view if it is either the case that 

summary representations can be stored in a long-term memory system (e.g., semantic memory) for 

later retrieval and use, or if the process that produces summary representations takes as its inputs the 

outputs of different memory systems as a function of context. Until these additional questions are 
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addressed, we are left in the dark as to whether the primary point of contention between the MSP 

theory and the summary representation view is over the appropriate use of the term ‘attitude.’ 

 

3.3.2 The Bias-of-the-crowds Model 

 

 A recent proposal, which has garnered a great deal of attention over the past few years, is 

Payne, Vuletich and Lundberg’s (2017) bias-of-the-crowds model. In essence, this view treats implicit bias 

(which, for our purposes, may be conceived of as a subset of implicit attitudes that drive 

discriminatory behaviors) as a feature not of persons or individuals but of environments or 

situations: 

 

It has long been recognized that a person’s context and culture contribute to their 

implicit biases (e.g., Banaji, 2001). But this formulation still assumes that implicit bias 

resides as an attitude or belief with some degree of permanence in the minds of 

attitudes and that the context is simply one kind of input that helps shape those 

attitudes. […] [B]ut we believe it is more accurate to consider implicit bias as a social 

phenomenon that passes through the minds of individuals but exists with greater 

stability in the situations they inhabit. (ibid: 236) 

 

This switch in emphasis from what they call a “person-based analysis to a situation-based view” is 

motivated by findings that implicit bias effects are (1) large and stable when aggregated but small and 

unstable at an individual level, (2) diachronically stable at an aggregate level but unstable at an 

individual level, and (3) measures of implicit bias are strongly associated with various race, gender, 

class disparities when examined at aggregate levels such as nations, states, and metropolitan areas but 
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only weakly correlated with discriminatory outcomes at the level of individuals. If, as the authors 

maintain, that only the bias-of-the crowds model resolves these puzzles, then we ought to jettison 

the individual-based approach in favor of the situationist approach. 

 A thorough discussion of the merits of the argument that they advance in favor of their 

perspective and the relationship between the bias-of-the-crowds model and the MSP theory would 

each require its own chapter. Having said that, due to its rapidly growing influence on the field of 

attitude research, I would be remiss were I not to briefly address both issues. 

 If Payne et al.’s central argument in favor of the bias-of-the-crowds model holds, this would 

set their perspective at odds with the MSP theory. After all, they do claim that their perspective 

better accounts for fullest range of relevant findings when compared to the alternatives. However, 

there are two reasons to think that it doesn’t. First, Payne et al. assume that attitudes are stable, 

broad-track dispositions to engage in attitude-congruent evaluative responses (analogous, in this 

respect, to how personality traits are classically conceived of in social-psychology (Mischel 1968)). 

Indeed, most of their criticisms of individual-based attitude research lose their force should this 

assumption be abandoned (for reasons given below). Not only is this conception of attitudes highly 

controversial, but it is also a conception that the MSP theory rejects on independent grounds.  

Relatedly, many of the empirical findings that animate their argument against the individual-

based perspective are either findings that the MSP theory straightforwardly predicts or are such that 

they are consistent with MSP theory. For instance, against the individual-based approach, they cite 

evidence that (1) “performance on implicit bias tests is malleable in responses to various 

manipulations in context” (ibid: 235), (2) interventions tend not to have long-lasting effects, and that 

(3) measures of implicit bias suffer from low external validity (ibid: 235-236). While such findings 

may undermine theories according to which attitudes are conceived of as cross-situationally stable, 



 31 

and temporally enduring broad-track dispositions, these findings in no way challenge the MSP 

theory. In fact, many of these findings support it (see Chapter 3). 

 Setting aside the argument that Payne et al. marshal on behalf of their model, how ought we 

to think of the relationship between the bias-of-the-crowds perspective and the MSP perspective? 

Are they competing perspectives of the same phenomena? Are they complementary perspectives, 

addressing different sets of theoretical and empirical questions? Do they merely operate at different 

levels of explanation? Though I am not at this stage prepared to take a strong stance on the latter 

two questions, it would be a mistake at this juncture to think of these two perspectives as being at 

odds in any substantive way.  

 To see why, let’s begin by noting that the two perspective differ in explanatory scope. 

Whereas MSP theory is a perspective on attitudes simpliciter, Payne et al. stress that their perspective 

is far narrower in scope: “The arguments articulated here apply specifically to the concept of implicit 

biases toward social groups. They do not question the notion that people hold attitudes in general” 

(Payne et al. 2017: 237). This suggests that any conflict between the two perspectives, should it arise, 

concerns how best to understand implicit attitudes toward various social groups. So, in principle, it 

is possible for MSP theory to be the right theory of attitudes simpliciter, but, for whatever reason fail 

to account for implicit biases in particular. 

 So, are the views necessarily at odds over their treatment of implicit bias toward social 

groups? No; Payne et al. neither deny that implicit bias toward social groups could exist in principle 

nor do they deny that this phenomenon can be accurately captured by implicit measures at the 

individual level: 

 

Our situationist view of implicit bias does not deny that attitudes exist. If people 

store evaluative knowledge in memory and that knowledge can be chronically 
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accessible, then we would interpret that stability as evidence of dispositions that 

deserve to be called attitudes. Our model is instead a response to empirical findings 

that fit poorly with the traditional view where implicit intergroup bias is concerned. 

Other kinds of implicit evaluations may operate much more as personal dispositions 

and, therefore, attitudes. For example, Gawronski and colleagues (2017) found much 

higher test-retest reliability for implicit evaluations of political candidates than for 

racial groups. Other research has found that individual differences in political 

attitudes are substantially associated with individual behaviors such as voting and 

policy preferences (Hawkins & Nosek, 2012; Lundberg & Payne, 2014). These 

findings suggest that some kind of implicit evaluation reflect stable aspects of the 

person. (Payne, Vuletich, & Lundberg 2017: 237) 

 

Stated differently, individuals might have stable implicit biases toward social groups, where social 

groups are typed by political affiliation. But once we allow that individuals can have implicit biases 

toward social groups (typed on the basis of political affiliation), we should also be interested in 

having a theoretical account of this phenomenon. This project falls outside the scope of the bias-of-

the-crowds perspective, but squarely within the scope of the MSP theory. Unless one can produce a 

principled reason for why someone’s harboring unfavorable attitudes that manifest differential 

responses toward members of different groups on the basis on political ideology (e.g., Marxists 

versus liberals) should not count as implicit bias toward a social group, it’s far from obvious that the 

two perspectives offer competing accounts of the same phenomenon.  

 Indeed, the view that the bias-of-the-crowds model offers a competing explanation of 

individual-level theories of implicit bias is rendered all the more implausible in light of the 
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example that they provide that serves to illustrate their central claim that “implicit bias is a 

psychological marker of systemic prejudice in the environment” (ibid: 239): 

 

Suppose that Town A has relatively high levels of systemic racism. Housing 

patterns and schools are highly segregated, and they are correlated with large 

disparities in incomes. Because of economic inequalities and segregation, 

crime is concentrated in the mostly poor and mostly minority areas. A person 

walking through Town A will see mostly White teachers, doctors, and 

bankers, and mostly non-White service workers operating cash registers and 

emptying the trash. When police pull over motorists, or criminal suspects 

described in the local news, they are disproportionately Black or Hispanic. 

Town B, by contrast, has low levels of systemic racism. Residents know all 

the same stereotypes as everyone else. But strolling thrown the town, 

residents are unlikely to see those stereotypes confirmed by inequalities in 

living conditions and social roles on a daily basis. Because of the difference in 

reminders of inequality, the average accessibility of stereotypical links will be 

different in the two towns. Implicit bias will be higher than Town A and 

Town B. (ibid.) 

 

Salient here is the fact that Payne and colleagues assume the orthodox, single-system monist 

account of bias in their explanation of the presence of different levels of implicit bias–– that 

is, they assume that individual-level bias can be cashed out in terms of the chronic 

accessibility, mediated by situational circumstance, of stereotypes and the like. So, individual-

level explanations of how attitudes are acquired and how they exert influence of behavior are 
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still operative even on this model. Indeed, there is no reason why we couldn’t swap out 

orthodox assumptions about the mechanisms that subserve implicit bias for MSP theoretic 

assumptions. But this is puzzling, to say the least, if the bias-of-the-crowds model were a 

competing, as opposed to complementary, account of the very phenomena that individual-

based theories attempt to capture. This suggests that whatever the relation between 

individual-based projects and situation-based projects, the two perspectives are not at odds. 

The above discussion suggests that the two perspectives may indeed be 

complementary. Since the MSP theory offers an alternative to this overly simplistic picture, 

the MSP theory has important implications for how an individual’s being exposed to the 

inequalities of the sort prevalent in Town A might continue to exert strong, problematic 

effects on behavior should the individual relocate to Town B. For instance, on the MSP 

theory certain types of attitude–– e.g., those that do not generally manifest the types of 

behavior found on the standard stock of indirect measures–– are highly resilient to 

extinction (see Amodio & Ratner 2011). As such, if Smith has acquired such attitudes in 

Town A and relocates to Town B, it is likely that Smith may continue to exhibit various 

forms of discriminatory behavior toward minorities in Town B despite Smith’s no longer 

harboring the stereotypes qua semantic-associations that Smith had formed in Town A. This 

would be a phenomenon that neither the single-system monist nor this version of the bias-

of-the-crowds model could explain, since this type of attitude is neither a semantic 

association nor, ex hypothesi, tracking the kind of situational feature highlighted by Payne et 

al.’s account. All of this serves to highlight the importance of more traditional individual-

level theorizing even if, at the end of the day, the macro-level phenomena highlighted by 

Payne et al.’s perspective are not wholly reducible to their individual-level bases (cf. Wright, 

Levine, & Sober 1992). 
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4 The Strategic Importance of Implicit Attitude Monism 

  

Though the MSP theory is indeed a theoretical perspective on attitudes simpliciter, it may not 

have escaped the reader’s attention that most of the discussion hitherto concerns implicit attitudes in 

particular. Indeed, I do not return to the nature of explicit attitudes and that construct’s relation to 

implicit attitudes until the concluding chapter. But having described MSP theory’s two chief rivals, 

we are now adequately positioned to see the strategic value of emphasizing discussions of the nature 

of implicit attitudes over explicit attitudes in motivating the MSP theory.  

Single system monists generally claim that all implicit attitudes are associations stored in 

long-term memory and are operated on by associative processes. (Even those single system monists 

who maintain that implicit attitudes are propositions, operated on by propositional processes, 

nevertheless treat implicit attitudes as a homogenous kind (De Houwer 2016).) But dualists do not 

generally reject this assumption. Instead, they argue that the best models of attitude are those that 

posit two types of attitude, implicit and explicit. Thus, generally speaking, single system monism and 

attitude dualism, whatever their other differences, are united in their assumption that implicit attitudes 

are a homogenous, unified mental kind. Call this view, implicit attitude monism (IA-Monism). So, if 

one could show IA-Monism to be false in a way that supports pluralism about implicit attitudes, 

then we one would have therefore be warranted in concluding that the MSP theory better accounts 

for the relevant phenomena over its two main rivals. 

 

5     Chapter-By-Chapter Overview 
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The following two chapters continue to lay the foundation for the rest of the dissertation. 

Chapter 2 considers Edouard Machery’s argument for the trait view of attitudes, which entails a 

form of eliminativism about implicit attitudes in particular. Machery motivates the trait view 

primarily by showing that only the trait view has the theoretical resources needed to account for 

three sets of anomalous findings, the existence of which have led many to declare that the field of 

attitude research is in crisis (see Bartlett 2017, Nordell 2017, Singal 2017, Machery 2017). Though 

Machery takes himself to have shown that the trait view outperforms every account according to 

which attitudes are mental states, I argue that Machery’s argument, at best, succeeds in establishing 

that the trait theory outperforms theories of attitude that are committed to IA-Monism. At no point 

does he take seriously the possibility that a pluralist theory attitudes could similarly resolve these 

anomalies. 

Chapter 3 further explains and elaborates the MSP theory of attitudes and shows how it 

receives direct and indirect support from our best theories of memory in cognitive neuroscience. 

Moreover, in the process of motivating the MSP theory as a viable alternative to both various forms 

of IA-monism and Machery’s trait view, I consider and respond to various prima facie objections to 

the MSP theory. Once the MSP theory is sufficiently motivated, I then show that we ought to accept 

the MSP theory over Machery’s trait view, or any other dispositional theory of attitudes. 

 The next three chapters are dedicated to the exposition and tentative resolution of what I 

dub the format problem. Chapter 4 describes three sets of influential findings that, taken together, 

suggest that implicit attitudes behave both as if they were propositionally structured representations 

and as if they were associative structures. I survey three IA-Monist accounts of attitude, viz. (i) those 

on which all implicit attitudes are associations, (ii) those on which all implicit attitudes are 

propositional structures, and (iii) those on which all implicit attitudes are sui generis. I then argue that 

each account fails to account for the full range of findings that generate the format problem. I 
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conclude that the MSP theory has the best prospects for resolving the format problem and outline 

the MSP theoretical approach to its resolution that I favor. Simply put, this resolution assumes that 

implicit measures sometimes tap both attitudes qua associations and attitudes qua propositional 

structures. 

 Chapter 5 argues that propositionally structured representations can influence performance 

across an array of measurement tasks in ways thought proprietary of associative structures and 

mechanisms. Importantly, the memory systems that mediate performance on attitude measures co-

exist and sometimes compete with memory systems that traffic in associative structures. Thus, we 

are warranted in treating some types of implicit attitudes as associations and some as propositions. 

Chapter 6 aims to continue to lay the theoretical groundwork for a full resolution of the format 

problem introduced in Chapter 4 by developing a format pluralist account of one of the three 

controversies that animates it.  

 The concluding chapter, Chapter 7, begins with a summary of the dissertation’s main 

argument, the upshot of which is that there are many types of attitude and that each type is 

grounded in a functionally distinct, modular, memory system. I then proceed to tie up a number of 

theoretical loose ends strewn across the dissertation, amongst these is the question of how we ought 

to conceive of explicit attitudes and their relation to implicit attitudes on the MSP theory. 
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CHAPTER 2 

MACHERY’S ELIMINATIVIST CHALLENGE 

 

Few psychological constructs have garnered as much attention over the past 30 years as the 

implicit attitude. Reasons for this abound. Sincere egalitarians with respect to race, gender identity, 

sexual orientation, etc., nevertheless often behave in ways that run contrary to these deeply held 

convictions (Dovidio & Gaertner 1998, Gaertner & Dovidio 1986). If people neither endorse racial 

stereotypes nor desire to behave as the racist behaves, then what exactly is causally responsible for 

these behaviors? If implicit attitudes are what drive these behaviors, then developing an adequate 

theory of implicit attitudes is of great theoretical and practical importance.  

 And while the study of implicit attitudes has long had its share of critics (Blanton & Jaccard 

2006, Tetlock & Mitchell 2009), skepticism over the explanatory value of implicit attitude research 

seems to have reached a fever pitch both in popular and academic circles over the last few years (for 

critiques in the popular press, see Bartlett 2017, MacDonald 2017; for academic critiques, see 

Forscher, Mitamura, Dix, Cox, & Devine 2017, Machery 2016, 2017a, 2017b). This new wave of 

skepticism is fueled primarily by the perception that social cognition researchers have long ignored 

several key anomalies. Amongst the most frequently discussed include findings that implicit 

measures (a) weakly correlate with other implicit measures (Fazio & Olson 2003, Nosek, Greenwald 

& Banaji 2007a), (b) vary in their test-retest reliability along seemingly trivial dimensions 

(Cunningham, Preacher & Banaji 2001, Gawronski, Morrison, Phills, & Galdi 2017), and (c) are poor 

predictors of behavior (Cameron, Brown-Iannuzzi, Payne 2012, Forscher, Mitamura, Dix, Cox, & 

Devine 2017, Greenwald, Poehlman, Uhlmann, & Banaji 2009). Let’s refer to these as the core 

anomalies. Taken together, the core anomalies seem to imply that social cognition researchers have 
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spent the better part of the last three decades using unreliable tools to measure a causally 

inefficacious who-knows-what (Machery, 2017b). 

 The most forceful articulation of this skeptical position is found in Machery’s (2016) “De-

Freuding Implicit Attitudes.” Machery argues for the position that the Freudian picture of attitudes—

the picture on which implicit attitudes are mental states—is deeply misguided on the grounds that 

any social cognitive model that presupposes it is incapable of successfully resolving the core 

anomalies. According to Machery, the trait view offers the best available explanation of the core 

anomalies. Moreover, since traits are dispositions and it makes no sense to speak of implicit or 

explicit dispositions, it follows that there exist neither implicit attitudes nor explicit attitudes. In 

other words, to claim that attitudes are implicit or explicit is to commit a category mistake. Thus, to 

endorse Machery’s trait view is to commit oneself to a particularly strong form eliminativism about 

implicit attitudes. 

 This chapter and the next, when taken together, builds a case both against the prevailing 

orthodoxy about implicit attitudes and Machery’s trait view. This case has both negative and positive 

dimensions. The aims of the present chapter are largely negative: while Machery is largely correct to 

claim that the orthodox theories of implicit attitudes are incapable of rising to the challenge of 

accounting for the core anomalies, the central thesis of this chapter is Machery draws the wrong 

conclusion about the viability of the so-called Freudian picture of attitudes simpliciter. Far from 

establishing that implicit attitudes are not best construed as mental states, his critique only warrants 

the weaker position that no monist theory of implicit attitudes will prove to be empirically adequate. 

In the next chapter, I will develop a pluralist alternative that both (a) is capable of resolving the core 

anomalies and (b) outperforms the trait view across a number of theoretical dimensions. 

 In outline, this chapter proceeds as follows. As the introductory chapter makes clear, there is 

little agreement within the field of attitude research as to what exactly attitudes amount to. This lack 



 40 

of consensus is exacerbated, not alleviated, by the introduction of the implicit attitude/explicit 

attitude distinction. The first aim of this chapter is to articulate a conception of attitude that makes 

as few substantive assumptions about the nature of attitudes as possible while still allowing us to 

evaluate the various theoretical frameworks that have been proposed. Armed with such a 

conception, I go on to spell out Machery’s eliminativist challenge. Along the way, I also describe and 

defuse some of the recent dialectical moves that proponents of the standard views of attitude make 

in attempting to head off the eliminativist challenge. Once Machery’s challenge has been sufficiently 

motivated, the final aim of this chapter is to establish that the eliminativist challenge presupposes 

monism about implicit attitudes, which is a substantive empirical claim that we have independent 

grounds for rejecting. This sets the stage for the MSP theoretical response to the challenge 

developed in Chapter 3. 

 

1  How We Should Think About Attitudes 

   

Machery’s central negative thesis is that implicit attitudes are not a type of mental state. To 

many, the negative thesis may sound like a contradiction in terms. What could attitudes simpliciter and 

implicit attitudes in particular be if not types of mental representation? Because controversies over 

the properties of implicit attitudes extend to those very properties that have been historically used to 

identify implicit attitudes, we need some way of homing in on the target phenomenon that is both 

(a) sufficiently topic-neutral so as to not unfairly stack the deck in favor of one substantive account 

of attitudes over the other, but (b) not so topic-neutral that we lose sight altogether of the very 

phenomenon central to our inquiry.8 

 
8 The need for such an account becomes more pronounced as soon as it is also recognized that even within the so-called 
Freudian camp, it is similarly controversial whether (i) implicit attitudes are propositionally structured or associatively 
structured, (ii) implicit attitudes are always, or even typically, inaccessible to consciousness, or (iii) implicit attitudes are 
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 A quick example will help to illustrate the concern that I have in mind. One venerable 

account of implicit attitudes is one on which implicit attitudes are semantic associations (e.g., BLACK–

CRIMINAL, MALE-SCIENTIST) stored in long term memory and are activated automatically and below 

the conscious threshold. While this account does delineate a key phenomenon of theoretical interest, 

our taking it for granted would rule out the trait theory of attitudes by terminological fiat. 

Accordingly, this account runs afoul of the topic-neutrality desideratum articulated above. Indeed, I 

am not the first to raise such concerns about the topic-neutrality of such accounts with respect to 

homing in on the precise nature of implicit attitudes. De Houwer, Gawronski, and Barnes-Holmes 

(2014) articulate analogous concerns in their influential article in which they develop their meta-

theoretical framework of attitudes. 

 In light of these concerns, I propose a working conception of attitudes in general. We can 

then use this conception to aid us in distinguishing between implicit attitudes and explicit attitudes. 

With that said, an attitude is the sort of thing, tokens of which are non-trivially involved in the causal 

production of a range of so-called evaluative responses. Evaluative responses that are of special interest 

to social psychologists includes, but are by no means limited, to each of the following: a smile, the 

dilation of one’s pupils, a feeling of bodily tension, a choice of teammate just before a game of 

basketball, a hiring decision, a decision about how likely it is that an unknown other is armed and 

dangerous, a decision as to which charity to donate to, a swipe-left on a dating app, or the relative 

speed with which one can identify a positive word after thinking of an attitudinal object. As stated in 

Chapter 1, these are responses to objects, events, properties, etc., that, in most ordinary contexts, 

reflect how an individual evaluates or appraises it.  

 
acquired and/or expressed outside volitional control. Each of these properties has, at one point or another, been used to 
identify implicit attitudes and to distinguish them from their explicit counterparts. So, not only will we need a conception 
of attitudes that is topic-neutral with respect to the issue of whether implicit attitudes are representational structures or 
dispositions but one that is similarly topic neutral with respect to their “essential” properties. 
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 With this general conception of attitudes in hand, we’re now in a position to distinguish 

between implicit attitudes and explicit attitudes. Roughly, implicit attitudes are the type of entity that 

causally produce or otherwise explain the range of evaluative responses that are elicited via indirect 

measurement procedures. Here are two representative examples. The most popular variant of the 

First-Person Shooter (FPS) task measures the relative difference in error rates and reaction times to 

shooting unarmed white targets versus unarmed black targets in a videogame simulation. The Black-

White variant of the Implicit Association Task (IAT), measures the speed with which a subject can 

successfully categorize valenced words and Black and White faces on congruent blocks relative to 

incongruent blocks. The list goes on. By contrast, explicit attitudes are the type of entity that causally 

produce or otherwise explain the range of evaluative responses elicited or measured by the various 

paradigmatic explicit measures of attitudes. All such measures involve the self-report. For instance, 

the Thermometer Task is one on which subjects are to indicate how warmly or coolly they feel 

toward some social group by indicating their levels of warmth on a digital representation of a 

thermometer. Aside from the thermometer task, subjects might be asked to fill out a questionnaire 

that inquires about various thoughts, feelings, and perceptions about one or several social groups. 

So, according to this working conception of the implicit/explicit distinction, the way in which 

attitudes are measured are prioritized (for purposes of explication) over the properties of the thing 

being measured. In this sense, we might think of the conceptions offered here as akin to a species of 

operational definition. One of the goals of a fully mature science of attitudes is to discard this 

working conception as scientific knowledge accumulates.9 

 
9 Another distinction frequently drawn in the literature is one between implicit evaluations and implicit stereotypes. 

Implicit evaluations are typically conceived of as mental representations that causally mediate positive or negative 
feelings toward a social object, whereas implicit stereotypes causally mediate attributions of traits, properties, or 
characteristics to a social object on the basis of perceived group membership (Amodio & Devine 2006, 2009). Having 
said this, I leave it as an open question as to whether this distinction is real or merely nominal (see Madva & Brownstein 
2018).  
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2 The Eliminativist Challenge 

 

 According to Machery, attitudes are best thought of as traits, or multi-track dispositions (cf. 

Schwitzgebel 2002). On this view, to attribute to Don the attitude dislikes people of color is to attribute 

to Don the disposition to avoid people of color, experience negative feelings when thinking about 

people of color, support policies that tend to affect people of color negatively, and so on. Call the 

thoughts, feelings, etc. that ground Don’s attitude the psychological bases of his attitude (Machery 2016: 

112-3; cf. Carruthers 2013). But because attitudes are traits and traits are not the appropriate objects 

of introspection, to attribute implicitness or explicitness to an attitude is to make a category mistake. 

If this is right, then it is hard to imagine a scenario in which purging psychology of implicit/explicit 

attitude-talk would not thereby improve the quality of psychological research. Thus, if so, then 

endorsing the trait view is tantamount to endorsing implicit attitude eliminativism.10 

 Machery arrives at the conclusion that attitudes are traits by way of abductive inference. 

Specifically, he argues that his trait theory of attitudes is better positioned to explain the core 

anomalies than any view on which implicit attitudes are a distinct kind of mental state (the Freudian 

picture) (ibid: 115-117). Henceforth, I’ll refer to this argument as the eliminativist argument. If the 

reasoning holds, then we have good reason to prefer the trait view over any Freudian view. And 

since the trait view entails eliminativism, we’ve got good reason to be eliminativists. With the big 

picture squarely in view, it’s now time to get down to the details. 

 

 
10 It is important to stress that even though Machery’s trait view warrants eliminativism toward implicit and explicit 
attitudes, it doesn’t follow that Machery is an eliminativist with respect to attitude (in the narrower psychological sense) 
simpliciter. Indeed, Machery (2016) is inclined to think that (a) a science of attitude is possible (ibid: 121), and (b) that traits 
or dispositions can enter into genuine type-causal relations even if they never enter into token-causal relations (ibid:111).  
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3 The Core Anomalies 

3.1 Weak Correlations Across Indirect Measures 

  

 The following rule of measurement strikes me as a reasonable one: For any two non-

identical measurement procedures x and y, if x and y are measures of the same phenomenon, then, 

ceteris paribus, the outcome of x will correlate reasonably well with the outcome of y. So, I can 

measure the length of a hallway in steps or I can measure it using a tape measure. Suppose that I 

apply these two procedures to measuring the lengths of five different hallways. If steps measure the 

same phenomenon as a tape measure, then the number of steps should correlate reasonably well 

with the number of meters as indicated by the tape measure. There are, of course, a whole host of 

caveats here, most of which are taken care of by the ceteris-paribus clause, some of which will be 

discussed here. 

 It turns out that the various indirect measures of attitude tend to run afoul of this rule. 

Several studies from the previous decade have produced evidence that indirect measures are either 

only weakly correlated with one another or are uncorrelated with one another (e.g., Bosson, Swan, 

Pennebaker 2000, Olson & Fazio 2003, Payne, Govorun & Arbukle 2008, Sherman 2008; for 

discussion see Nosek et al. 2007). For instance, Bosson, Swann, and Pennebaker (2000) found that 

seven implicit measures of self-esteem were only weakly correlated–– the correlations range from  

–.014 to 0.23). Sherman (2003), moreover, was unable to find any statistically significant correlations 

between various IATs and evaluative priming. As Machery points out, this is not what the Freudian 

picture would predict: If all these measures were really tapping the same latent construct, then 

investigation should reveal stronger correlations between measures (cf. Bar-Anan & Nosek 2014: 

683). Unlike the Freudian view, the trait view is in a position to explain why indirect measures do 
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not correlate well: The psychological bases of an attitude are heterogenous, and different measures 

tap different components of these psychological bases.  

 Brownstein and colleagues (2017) offer two quick responses to Machery’s claim that weak 

correlations across indirect measures cannot be accommodated by standard theories of implicit 

attitudes. Their first response is that the strength of inter-measure correlations has often been shown 

to be a function of the content of what is measured. For instance, Bar-Anan and Nosek (2014: 683) 

“found moderate to strong relationships among seven indirect measures in at least two topics 

(politics and race) and poor relationships between the measures in one topic (self-esteem).”  All this 

shows, according to Brownstein and colleagues (2017), is that “the weakest correlations [were] found 

when the most complex targets [were] targeted.” If this is the correct interpretation, then this 

pattern of results ought to be expected.  

However, it is not at all obvious that self-esteem is more complex qua psychological 

construct than is race qua psychological construct, partly because the authors say nothing about how 

the term ‘complexity’ is to be understood in this context. Here are two possibilities. The first is that 

probing self-esteem generally involves the probing of several qualitatively distinct self-esteem 

relevant constructs, whereas probing racial attitudes generally involves the probing of comparatively 

fewer racial-attitude relevant constructs. While racial implicit attitudes are traditionally thought of as 

associations between race and valance, self-esteem implicit attitudes are sometimes treated as 

consisting of evaluative attitudes toward oneself (where evaluative attitudes, in this context, are 

associations between oneself and a trait) and affective attitudes (where affective attitudes, here, are 

associations between oneself and a valance) (see Greenwald & Farnham 2000). But this difference is 

contrived, as there is no reason why we should not also allow that probing one’s attitudes toward 

race also generally involves probing one’s conceptions of racial groups (e.g., stereotypes). A second 

possibility–– though, not one that has been articulated in the literature–– is that people’s attitudes 
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toward themselves are, generally, more ambivalent and so more complex than are people’s attitudes 

toward racial groups. This hypothesis is likewise problematic. We know that people’s implicit 

evaluations of racial groups are highly context dependent such that subtle differences in context are 

sometimes correlated with large differences in evaluation (see §1.2.2). So, we have good evidence 

that people’s attitudes toward are racial groups are ambivalent, which further implies that we have 

no reason to think that racial implicit attitudes admit of less ambivalence than implicit attitudes of 

self-esteem.  

 Brownstein and colleagues’ second response is as follows. Everyone should admit that no 

widely used indirect measure is process pure, which means that there is no one-to-one correspondence 

between measures and the states or processes that they tap. For instance, in implicit social cognition 

research, one’s performance on any arbitrarily selected indirect measure is assumed to involve the 

contribution of several distinct cognitive processes, some of which are paradigmatically explicit and 

some of which are paradigmatically implicit. Moreover, there is good reason to expect that 

performance on some measures will be more heavily influenced by paradigmatic explicit processes 

than implicit ones. To illustrate this, consider the structure of the Implicit Association Test (IAT; 

Greenwald, McGhee, Schwartz 1998) and the Affective Misattribution Procedure (AMP; Payne, 

Cheng, Govorun, Stewart 2005). On stereotype incongruent blocks of the IAT, subjects must 

override their initial inclination to use the response key associated with negative words when 

categorizing a Black face in order to produce the accurate response as quickly as possible. But the 

AMP works quite differently. In the AMP, subjects are shown pictures of neutral stimuli (e.g., 

Chinese characters) that are preceded by pictures of members of the target category (e.g., Black 

faces). Subjects are then told to ignore the primes and classify only the neutral stimuli as pleasant or 

unpleasant. Whereas the dependent variable of the IAT is reaction time (RT), the dependent variable 

of the AMP is a judgment of the relevant object as being pleasant or unpleasant. So, even if both 
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measures are designed to assess whether the subjects implicitly associate blackness with negativity, 

they likely do so by way of tapping different cognitive processes. As such, we ought to expect the 

performance on IAT weakly correlate with performance in the AMP even if they are both measures 

of the same underlying implicit attitude. 

 The problem here is that Brownstein and colleagues show only that it is possible for two 

measures to correlate weakly even if they are influenced by the same state. However, they do not 

provide us with any reason to think that such measures are generally influenced by the same kind of 

state as opposed to a range of different states and processes. And it is here where Machery’s position 

has the advantage. On Machery’s (2016: 119) view, an attitude’s psychological basis “encompasses 

good old-fashioned mental states and processes such as emotions, self-control, and so on.” If these 

measures are sensitive to the interactions of these more familiar states and processes, then we’re left 

with no reason to posit implicit attitudes. So, without reason to think that these various indirect 

measures are sensitive to a single kind of mental state—viz. the implicit attitude—Ockham’s’ razor 

would seem to favor eliminativism.  

 

3.2 Unexplained Variability in Test-Retest Reliability 

 

 A now common criticism of implicit social cognition research is that its measurement tools 

are simply too unreliable to be of much use (Bartlett 2017, Machery 2017a, 2017b). While this is a bit 

dramatic, current estimates of reliability tend to be lower than is desirable. A recent meta-analysis of 

studies that report test-retest correlations places the reliability of the IAT somewhere in the vicinity 

of .42 (Gawronski, Morrison, Phills, & Galdi 2017). Other indirect measures have fared slightly 

worse. The same study estimates that the test-retest reliability of the Affect Misattribution Procedure 

(AMP; Payne, Cheng, Govorun, & Stewart 2005) is .38 (Gawronski et al. 2017). This has raised 
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concerns as low test-retest reliability implies that a score obtained via indirect measurement at t1 is 

likely to be a poor predictor of the same person’s score at t2 (Cunningham, Preacher, Banaji 2001). 

For instance, the IAT’s score of .42 implies that less than 20% of the variability in implicit bias can 

be explained by one’s levels of implicit bias in the weeks prior (Payne, Vuletich, Lundberg 2017: 

234). 

But perhaps low test-retest reliability of indirect measures is not so worrisome as Machery 

makes it out to be. Low test-retest reliability would only be a major concern for implicit social 

cognition research were it also the case that most indirect measures also suffered from low or 

unacceptable levels of inter-item consistency. But since indirect measures exhibit acceptable levels of 

inter-item consistency (Gawronski, Morrison, Phills, Galdi 2017), low test-retest reliability is 

probably attributable to changes in whatever is being measured. Consider the following example. 

Suppose that you are taking an AMP that is designed to measure your feelings toward men kissing. 

This version of the AMP has high inter-item consistency if your classification of the neutral stimulus 

as, say, pleasant after being exposed to the men-kissing prime at t1 is strongly correlated with your 

classification behavior across all other relevant trials. The strength of inter-item consistency within a 

given procedure, then, is evidence of the degree to which a measure is tracking something 

systematically. So, a test with low test-retest reliability but high inter-item consistency strongly 

suggests that differences in outcome over time are at least sometimes attributable not to 

measurement error but to a change in whatever it is that is being measured (e.g., your implicit 

attitudes about men kissing) (Gawronski et al. 2017, Payne, Vuletich, Lundberg 2017). 

The hypothesis that changes in what’s being measured over time are responsible for the low 

estimates of test-retest reliability (as opposed to poor psychometric attributes of the measure) gains 

additional support from the finding that one can experimentally manipulate test-retest reliability via 

the manipulation of prima facie irrelevant contextual features. For instance, in a series of studies 
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conducted by Gschwender, Hoffman and Schmitt (2008), implicit attitudes towards Germans and 

Turks were measured using an IAT over a two-week period. In one condition, the stimulus items 

(e.g., the words and faces to be categorized) appeared against a screen-filling background of an image 

of a garden. In another condition, the same items appeared against a screen filling background of an 

image of a mosque. The temporal stability (i.e., test-retest reliability) of the attitudes in the garden 

condition was quite low (.29) whereas the temporal stability of the attitudes in the mosque condition 

was a comparatively strong .72 (ibid: 76). The lesson here appears to be that the test-retest reliability 

of any given measure is partly a function of context. As such, holding fixed the relevant contextual 

variables on any measurement occasion should boost a measure’s test-retest reliability.  

 So, it appears as though test-retest reliability fluctuates according to seemingly irrelevant 

situational factors. While this might, prima facie, be construed as evidence that substandard test-retest 

reliability can be explained away as an artifact of past failures to control for the right situational 

variables, too much unexplained cross-situational variance presents a problem for the standard 

narrative if it is unable to predict/explain such situational volatility in a principled, non-ad hoc 

manner. And, indeed, there is a tremendous amount of context-dependency to account for, much of 

it unexpected (see Dasgupta & Greenwald 2001, Schaller, Park & Mueller 2003, Rudman & Lee 

2002; for surveys, see: Blair 2002, Machery 2016). 

So, why think that the trait picture can better account for the context dependency of implicit 

attitudes than the so-called Freudian picture? While Machery (2016: 119) concedes that the Freudian 

picture explains contextual-dependence by appealing to the fact that the strength of mental state 

activation is often a function of context, he asserts that the trait picture is better equipped than the 

Freudian picture to make sense of the “nature of this context-dependence.”  
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The Freudian picture postulates a new kind of mental state—implicit biases—and as 

a result it is unclear why some contextual factors rather than others (why darkness?) 

would influence their activation. By contrast, the trait picture hypothesizes that 

attitudes depend on psychological bases that encompass good old-fashioned mental 

states and processes, such as emotions, self-control, and so on, and that indirect 

measures tap into some of these components… [B]ecause darkness heightens stress 

in humans… it should modulate implicit association test scores if this test measures, 

or is somehow influenced by, stress. (ibid.)  

 

In other words, the outcomes of indirect measures seem to co-vary with situational variables in ways 

that implicate good old-fashioned mental states and processes. And if these are the states and 

processes that indirect measures are tapping, then one should be able generate reasonable 

predictions as to how the manipulation of some situational feature will influence the outcome of an 

indirect measure. By contrast, while the Freudian view can accommodate context-dependence, it has 

had trouble generating theoretically grounded predictions concerning how and/or when changes in 

context should influence performance on indirect measures. 

One might be tempted to reply that most models of implicit social cognition can 

accommodate a great deal of the relevant context dependency by way of concept accessibility (see: 

Gawronski 2017, Payne et al. 2017). Very roughly, the idea here is that certain contexts serve to make 

some concepts or representations in memory more accessible. So, being in a dark room may serve to 

make one’s danger concept more accessible and therefore, via spreading of activation principles, any 

other concepts that it is strongly associated with (Schaller, Park, Mueller 2003). As such, we would 

expect being in a dark room to facilitate one’s responses to danger-related stimuli relative to being in 
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a well-lit room. Thus, there is nothing surprising or unexplainable, from the perspective of the 

standard narrative, about the kind of context dependency that Machery is concerned with. 

 But while this notion of accessibility is perfectly legitimate, its employment in this context is 

problematic. With no plausible principle of situation individuation in hand, theories that explain 

context-dependence in terms of concept accessibility do so at the risk of becoming vacuous. After 

all, one can always appeal to differences in situational context to explain away recalcitrant findings, 

as any two measurement occasions will differ with respect to at least some of their features. By the 

same token, since any two measurement occasions are likely to have at least some properties in 

common, it is all too easy to explain enhanced temporal stability by appeal to sameness of situation. 

In other words, without a plausible theory about how situation tokens ought to be typed and/or a 

theory about which types are most relevant given one’s research interests, any scientific theory that 

gives the situation a starring role is likely to be of dubious predictive/explanatory value (see Machery 

2017a for a similar argument). Consequently, models that rely primarily on concept accessibility to 

account for context-dependence are often limited to post-hoc rationalizations. Worse still, theorists 

who depend on concept accessibility to explain context-dependence have given us no reason to 

think that a plausible theory of situation individuation is forthcoming. At best, then, such 

explanations are no more theoretically illuminating than Machery’s similarly unhelpful claim that 

such context-dependence can be explained by appealing to “good old-fashioned” mental states.  

 

3.3 Predictive Validity of Implicit Measures 

 

In the very first paragraph of this chapter, I explained that a primary source of value of 

implicit bias research is that it promises to explain not only why people engage in various forms of 

discrimination, but also how it can be true of people who sincerely endorse egalitarian values. It is 
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for this reason that the findings reported in several widely-discussed meta-analyses (Greenwald, 

Poehlman, Uhlmann, & Banaji 2009, Oswald, Mitchell, Blanton, Jaccard & Tetlock 2013, Forscher, 

Lai, et al. 2019) have caused some long-time supporters of implicit social cognition research to lose 

confidence in the field’s central constructs and methods. Each of these meta-analyses found that 

performance on an indirect measure is not highly predictive of discriminatory behavior. Correlations 

between indirect measure outcomes and discriminatory behavior range from .14 to .28.  

In a recent and highly influential meta-analysis, Forscher and colleagues (2019) report that 

attempts in the literature to change behavior by changing the contents of implicit attitudes largely 

fail. The idea is that if Smith implicitly associates members of a marginalized group with 

incompetence, then this implicit attitude might cause Smith to spend less time looking over a 

member of that marginalized group’s application in a fast-paced environment even if Smith were to 

disavow this stereotype sincerely and publicly. To test this, one might first change the content of 

Smith’s association—for example, by “training” the subject to associate this group with competence 

by having the subject assent to lots of statements that express counter-stereotypes (e.g., Kawakami, 

Dovidio, Moll, Hermsen, Russin 2000)— and then have Smith take another indirect measure to see 

whether this change takes hold. Assuming it does, one might then give Smith another round of 

applications to look over in order to see whether this change in implicit attitude brings about a 

corresponding change in behavior. What Forscher and colleagues (ibid.) have shown is that even 

when the content of an implicit attitude changes, it more often than not fails to accompany a 

corresponding shift in discriminatory behavior (e.g., Smith no longer implicitly associates members 

of the marginalized group with incompetence, but continues to spend less time reviewing a 

stigmatized group member’s application than Smith does with the applications from members of 

non-marginalized groups). 
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To be sure, Machery (2016) does admit that the Freudian view is able to accommodate the 

fact that implicit measures fail to perfectly predict behavior. After all, even proponents of the 

conventional Freudian views can, and do, admit that every indirect measure is noisy and that implicit 

attitudes are only one of many causal determinants of discriminatory forms of behavior. 

Nevertheless, Machery claims that poor predictive validity of indirect measures coheres better with 

the trait view than the Freudian view: 

 

On the Freudian picture of attitudes, indirect measures of, for example, the attitude 

toward black people tap a single mental state, namely, the implicit attitude toward 

black people. By contrast, on the trait picture, a particular indirect measure taps into 

one of the many components that determine behavior, such as emotions, 

associations between concepts, and so on. So, where the Freudian picture posits a 

single determinant of behavior (i.e., the implicit attitude), the trait picture posits many 

(i.e., the components of the psychological basis of an attitude). An indirect measure 

should be worse at predicting behavior on the trait picture than on the Freudian 

picture (in fact it should be a poor predictor) because it only measures one of the 

many components of the psychological basis of an attitude... (ibid: 120)  

 

But, again, maybe the low-predictive validity of indirect measures is not so troubling as it 

may first appear. Gawronski (2018) points out that the meta-analyses most responsible for fueling 

skepticism toward implicit social cognition research report zero-order correlations between indirect 

measure performance and discriminatory behavior.11 But since no serious theory of implicit attitudes 

 
11 A zero-order correlation is a correlation between X and Y such that no further variable, Z, is fixed. By contrast, a partial 
correlation is one that tracks the relation that X holds to Y given that some further variable Z is fixed. 
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predicts strong zero-order correlations between implicit attitudes and discriminatory behavior, the 

presence of low zero-order correlations fails to threaten the empirical adequacy of any of these views 

(Gawronski 2018). Indeed, Gawronski (2018) predicts that once the standard theoretically derived 

moderators are taken into consideration, future meta-analyses would reveal stronger correlations. 

For example, consider the widely held view that implicit bias is particularly likely to influence 

behavior when one is either exhausted or under severe cognitive load (Fazio, 1990). In order to 

determine whether past empirical research has supported this hypothesis, one should only include 

studies that use, say, IAT results to predict behavior while controlling for cognitive load. Past meta-

analyses have generally not controlled for these moderators. Consequently, their findings are of little 

use when evaluating specific models of implicit attitudes. 

 The problem is that predictive power remains low even after the standard moderators (e.g., 

controllability, awareness, correspondence) are accounted for (Kurdi, Seitchik, Axt, Carroll, 

Karapetyan, Kaushik, Tomezsko, Greenwald & Banaji 2019).12 The researchers found that implicit 

attitudes are about as strongly correlated with spontaneous, uncontrollable behaviors as they are 

with more deliberate and controlled behaviors (ibid: 14). But this finding sits uncomfortably (to put it 

mildly) with the dominant narrative of implicit bias on which implicit attitudes are likely to exert 

more influence on spontaneous uncontrollable behaviors than on deliberate and controllable 

behaviors (Fazio 1990). In an attempt to explain this surprising finding, the authors suggest that 

social cognition researchers 

 

have a harder time generating good intuitions about the mechanisms of implicit 

cognition. One can see this in current theorizing that stems from dual-process 

 
12 Correspondence, here, is a term of art. Cognition and behavior correspond, in the relevant sense, to the extent that the 
cognition and behaviors being measured are effects of the same causal process (see Azjen & Fishbein 1977) 
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accounts and posits that indirect measures capture unconscious cognition and should 

predict automatic behaviors, whereas direct measures capture conscious cognition 

and should predict controllable behaviors. This thinking may need to be relinquished 

(Kurdi et al. 2018: 14). 

 

If Kurdi and colleagues’ diagnosis is accurate, then there is good reason to suspect that Machery’s 

trait theory will be able to better account for these findings than dual-process theories of implicit 

attitude. And since nearly every extant theory of implicit attitudes is a dual-process theory of implicit 

attitudes, it follows that there’s good reason to suspect that Machery’s trait theory will better 

accommodate the relevant data than nearly any extant theory of implicit attitudes. 

  

3.4  Taking Stock 

 

 Implicit social cognition researchers have long assumed that implicit attitudes are mental 

states. Machery argues that a theory on which attitudes are traits better explains the core anomalies 

than theories on which implicit attitudes are mental states. Because Machery’s trait view entails 

eliminativism about implicit attitudes, this is bad news for any theory that posits implicit attitudes. 

Worse still, his argument appears to have withstood the first wave of criticism.  

 

4 Limitations of Machery’s Argument 

 

Machery’s eliminativist argument is not as solid as it may appear in light of the above 

discussion. As Machery, himself admits, the target of his critique is not the Freudian view simpliciter, 

but a specific (albeit widely held) version of the Freudian view on which implicit attitudes are a 
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single, unified kind of mental state (i.e., monism). Consequently, even if the above discussion provides 

us with reason to prefer the trait view over monism, it does not thereby follow that Machery has 

given us reason to prefer the trait view over pluralism. But even if Machery does not have pluralism 

in his crosshairs, it may nevertheless be the case that Machery’s objections to monism also 

undermine pluralism via shared commitments. In this section, I argue that this isn’t the case: 

Machery’s arguments against monism land precisely because he is successfully able to exploit 

monist-specific theoretical assumptions about the nature of implicit attitudes. 

 

4.1 The Eliminativist Argument Exploits Monist-Specific Assumptions 

 

 There’s good reason to think that Machery treats ‘Freudian view’ as a generic label for any 

monist theory of implicit attitudes. That he deploys the label in this manner is on full display in the 

following passage: 

 

Some social psychologists deny that there is a single mental state that is people’s 

implicit attitude. Rather, on their view, behavior is caused by many different kinds of 

mental state, some of which are conscious while others are not, some of which are 

associative while others are propositional, some of which are controllable while 

others are not, and so on. This view is not the target of the present chapter. In many 

respects, it is similar to the trait view of attitudes developed in Section 2. For the 

target of this chapter, each (either implicit or explicit) attitude is a unitary mental 

state. (Machery 2016: 107n5) 
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While I think his decision to ignore pluralist theories is ultimately a strategic error, it is nevertheless a 

reasonable one to make for the following reasons: First, despite Machery’s claim to the contrary, no 

social psychologist has articulated or defended such a view in print—at least, not by the time that 

Machery’s article had been published. Because no such pluralist model had been developed, there 

was no specific proposal to criticize. Second, monism was and continues to be the received view of 

implicit attitudes. As such, it makes a great deal of sense to motivate the trait view by positioning it 

against the dominant theories of implicit attitude. Third, if pluralism is sufficiently similar to the trait 

view, it may make little sense to argue against it. With respect to this third reason, Machery 

overestimates the similarity between pluralism and the trait view (as will be demonstrated in §4). 

Having said this, the fact that Machery’s central target is monism is not by itself sufficient to 

establish that his argument does not tell against any potential pluralist position. What remains to be 

seen is that his argument in fact exploits monist-specific theoretical assumptions about the nature of 

implicit attitudes. If this can be shown, then this creates an opening for a pluralist Freudian picture 

of implicit attitudes. 

 In order to make plausible the claim that Machery’s argument exploits monist-specific 

theoretical assumption, we need to take a closer look at monism. Doing so will also help us to better 

locate pluralism in theoretical space. Monism falls out of what I call the standard model of implicit social 

cognition (hereafter, SM). We find two general commitments at the theoretical core of SM: 

 

(SSP) Single-System perspective: Implicit attitudes are informational states stored in a 

single long-term memory system. 
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(AP) Associationist perspective: Long term memory is an associative network (consisting 

of many interconnected nodes) that operates in accordance with associative 

principles. 

 

These two theses are so widely held that it is far easier to point out the few models that reject them 

than it is to list all of the models that subscribe to them. For instance, at the time of writing this, SSP 

has been explicitly incorporated into every theoretical model (influential or not) of implicit social 

cognition with the sole exception being Amodio and colleagues’ multiple-memory systems model.13 

As for AP, only two extant theories unequivocally reject it (De Houwer 2014, Mandelbaum 2014) in 

favor of a propositional perspective.14 

 One can see these commitments at work in Strack and Deutsch’s (2004) influential 

Reflective-Impulsive Model (RIM) of social cognition. For our purposes, this model stands out for 

two reasons: The model’s commitments are spelled out with admirable clarity, and it is highly 

representative of the most frequently encountered models in the literature.  

RIM posits the existence of two cognitive systems that operate in parallel: the Reflective 

System and the Impulsive System (see Figure 2). The Impulsive System is posited to explain 

phenomena characteristic of implicit cognition while the Reflective System is posited to explain 

phenomena characteristic of explicit cognition. The Impulsive system is assumed to operate on an 

associative memory store and this store is treated as containing many elements which are variously 

related by associative links (ibid: 223). Each element represents a concept in semantic memory, and the 

 
13 To forestall any potential confusion, a commitment to SSP does not preclude one from hypothesizing a distinct 
memory system that stores explicit mental states.  
14Gawronski and Bodenhausen’s (2018; see also Gawronski, Brannon and Bodenhausen 2017) most recent elaboration 
of their Associative-Propositional Evaluation (APE) model of social cognition might be read as rejecting AP despite 
explicitly claiming that all information is stored associatively in a single associative network. This is because they view the 
association/proposition debate as merely a terminological dispute. 



 59 

activation of one element results in the spreading of activation to other associatively linked elements 

where the activation strength is proportional to the strength of the link. Here’s Strack and Deutsch 

(2004) on some of the other properties of this system. 

 

In general, links are created or strengthened if stimuli are presented or activated in 

close temporal or spatial proximity. The resulting links reflect correlations between 

aspects of the environment and cognitive, affective, or motor reactions, without 

representing the causes of such multimodal correlations… In essence, we assume the 

associative store of the impulsive system works like a simple memory system (see 

Johnson & Hirst 1993), which slowly forms enduring, nonpropositional 

representations of the typical properties of the environment over many learning trials 

(see McClelland et al. 1995, Smith & DeCoster 2000). The impulsive system has low 

flexibility but is fast and needs no attentional resources. (Strack & Deutsch 2004: 

224) 

 

Implicit attitude monism (IA-Monism) seems to fall out of this model, given its assumption that 

attitudes are just the informational states stored in this associative system that are encoded, updated, 

and extinguished according to classical associationist principles.15  

  

 
15 A word about terminology. Broadly, there are two theories of memory storage assumed by various models of implicit 
social cognition. There is the classical file-cabinet conception on which individual memories are like discrete sheets of 
paper that can be stored in a file cabinet only to be independently accessed at a later time through search and retrieval 
processes. On this view, the memories like the sheets in the file cabinet are there even when they are not being accessed. 
And then there is the connectionist conception on which information is stored across the weights of a network of nodes and 
representational states are patterns of activation over a set of interconnected nodes. So, in contrast to the file-cabinet 
view, there is a sense in which information is not there when the nodes are not in an active state. Unless explicitly noted 
otherwise, I’ll use the term ‘storage’ permissively so as to remain neutral between these interpretations. This permissive 
use is appropriate even in describing the RIM model as the RIM model is not committed to a connectionist architecture 
despite the appropriation of connectionist concepts and terminology.  
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Figure 2. Strack & Deutsch’s (2004) Reflective-Impulsive Model (RIM) of social cognition. Solid lines indicate reflective 

processes while broken lines indicate impulsive processes. RIM is a highly representative instance of the standard model of 

implicit social cognition in that the model contains a single associative memory system that contributes to the 

production of implicit attitude-relevant behavior. Adapted from Strack & Deutsch (2004). 

 

It’s not difficult to see how Machery’s argument gains traction by exploiting the assumptions 

of SM. A tremendous amount of data has been produced by implicit social cognition research, and 

much of this data is surprisingly messy. Each of the core anomalies serves to drive this point home 

by highlighting a different aspect of this mess. Machery’s trait view has the upper hand here precisely 

because his view distributes the explanatory labor across the heterogeneous set of states and 

processes that constitute the psychological bases of attitudes. In other words, his view is well-

positioned to account for the messiness of the phenomena because the psychological bases of traits 

are themselves messy. By contrast, SM and its specific variants promise to impose order on the 
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phenomena by appealing to only two kinds of cognitive process and a single implicit memory store. 

And despite the fact that SM has been the dominant perspective for over three decades, it does not 

look as though it has come any closer to fulfilling this promise. The goal of what follows is to 

develop a pluralistic account of implicit attitudes that has all of the trait view’s virtues and none of 

its vices. 

 

4.2 A Potential Response 

 

One might complain that the verdict that Machery says nothing that impugns the viability of 

pluralism has been arrived at too hastily. After all, Machery (2016) does appear to have pluralism in 

mind when he discusses potential responses to claim that Freudian views are unable to account for 

the weak relationships that obtain between indirect measures:  

 

[…] a proponent of the Freudian picture may reply that there are in fact several 

distinct implicit attitudes corresponding to the different indirect measures. This 

response would be a stark departure from the usual description of implicit attitudes. 

It is also bad scientific practice to postulate a theoretical entity for every measure. 

(Machery 2016: 117) 

 

It looks as though Machery is rejecting a version of pluralism. If so, then maybe his arguments do 

undermine both monist and pluralist versions of the Freudian view.  

 But there are two problems with this response. The first is that the position that Machery 

attributes to the hypothetical proponent of the Freudian picture is ambiguous between two readings. 

On one reading, Machery is attributing to the Freudian the view that for each indirect measure (e.g., 
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M1, M2, M3… Mn), it taps a different token implicit attitude (e.g., c1, c2, c3…cn) belonging to the same 

implicit attitude type C. The token reading implies token-pluralism about implicit attitudes, which can 

be treated as the view that for each implicit attitude with content C, there are many token implicit 

attitudes (individuated by their non-semantic properties) that have C as their content within a single 

mind-brain. While I do endorse token-pluralism (see Rupert 2011 for a defense for a general view of 

this sort), it’s an altogether different view than the one I aim to develop and defend here. As such, if 

Machery does have in mind the token-reading, then he neglects the sort of view that I’m interested in 

developing here as an alternative to monism.  

On the second reading, Machery attributes to the Freudian the view that each measure taps a 

different type of implicit attitude (call this the type-reading). This objection, as I am understanding it, 

asserts a one-to-one correspondence between measurement tasks and types of implicit attitudes. 

Consequently, in order for each indirect measure to tap a different kind of implicit attitude, it must 

be possible that two token implicit attitudes share the same representational content yet differ in 

kind by virtue of their having different, say, functional properties (call this view, type-pluralism). While 

the type-pluralist may sometimes want to claim that different indirect measures tap different types of 

implicit attitude in order to account for weak correlations across measures, this is not the only kind 

of explanation available to her. For instance, while it may be that each indirect measure taps a 

different kind of implicit attitude, it may also be the case that different indirect measures exhibit 

greater sensitivity to certain species of implicit attitude relative to others. According to the latter 

hypothesis, while M1 and M2 both tap the same set of implicit attitudes, say, IA1, IA2, and IA3, M1 

assigns greater weight to the contributions of IA1 and IA2, while M2 assigns greater weight to IA2 

and IA3 (see §4.1 for a more involved discussion). Of course, the pluralist will have to provide a 

principled story for how this could be the case and, ultimately, provide some evidence that this is 

sometimes the case (if this is to be her preferred strategy). At this stage, my point is merely that the 
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pluralism does not necessitate the introduction of a new attitude for every measure in order to 

account for weak correlations, much less a one-to-one correspondence between species of implicit 

attitudes and measurement tasks. So, either Machery is responding to a version of pluralism that is 

irrelevant to the matter at hand or Machery is critiquing a caricature of the pluralist position. Either 

way, nothing Machery says in the above passage makes trouble for the sort of pluralist position that 

I develop next chapter.16 

 

 

  

 
16 Henceforth, I’ll refer to type-pluralism simply as pluralism. 
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CHAPTER 3 

THE MSP THEORETICAL RESPONSE TO MACHERY’S CHALLENGE 

 

In the previous chapter, I articulated Machery’s eliminativist challenge and defended it 

against monist criticism. The chapter ended with an argument that Machery’s neglect of pluralism is 

significant. Far from establishing that implicit attitudes are not best conceived of as mental states, 

Machery only manages to establish that his trait view outperforms monist theories of implicit 

attitudes with respect to accounting for the core anomalies. While this result is significant, it does 

not warrant us in accepting the trait view. 

 The question before us now is whether Machery’s trait view similarly outperforms pluralist 

accounts of implicit attitudes. And this is where Machery’s failure to take seriously implicit attitude 

pluralism undermines his central argument. In what follows, I argue that there is strong, independent 

theoretical and empirical support for implicit attitude pluralism. Pluralism receives much of its 

support from interdisciplinary cognitive neuroscientific memory research. Indeed, the same field of 

memory research from which implicit social cognition researchers borrow the implicit/explicit 

distinction has fruitfully presupposes the existence of several memory systems that I, and others (see 

Amodio 2019), claim best explains many of the regularities at the center of social psychological 

explanatory project. Memory systems are individuated by their operating principles, the kind of 

information they store, the representational format of the stored information, their anatomical and 

functional connections with other memory systems, their channels of behavioral expression, and 

their underlying neural circuitry (Schacter & Tulving 1994, Ferbinteanu 2018). The systems, while 

distinct, interact in a variety of complex ways, and, in the wild, intelligent behavior is best 

understood as a product of these interactions. On the pluralist theory that I propose here, indirect 

measures typically stand in a one-to-many relation with respect to memory systems and these 
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systems jointly contribute to the kinds of behavior that are of special interest to implicit social 

cognition research. Moreover, because the different memory structures encoded by these memory 

systems are different kinds of mental state, this licenses the conclusion that there are different kinds 

of implicit attitude. I call this view Memory Systems Pluralism (MSP). I contend that MSP theory easily 

outperforms Machery’s eliminativist trait view in accounting for the core anomalies. And because 

Machery’s trait view out-performs extant monist accounts of implicit attitudes, the same is true of 

MSP theory. 

In outline, this chapter proceeds as follows. I begin by developing the contours of MSP in 

greater detail while also anticipating potential objections to the view (§1). I then develop the case 

against Machery’s trait view from the MSP perspective and argue that this critique of Machery’s trait 

view generalizes to other dispositionalist accounts of attitude (§2). The chapter ends with a 

discussion of some of MSP’s limitations and some promising avenues of future research revealed by 

this perspective (§3). 

 

1 Memory Systems Pluralism Revisited 

 

 The central aim of this section is to add some flesh to the bones the MSP theory, which was 

introduced in Chapter 1. In service of this goal, I outline Amodio and colleagues’ (Amodio 2018, 

Amodio & Berg 2018, Amodio & Ratner 2011) multiple memory systems model of social cognition 

(hereafter, MMS-SC). This model has four important properties. First, Amodio’s MMS-SC enjoys a 

great deal of initial plausibility owing to the fact that it is the product of a straightforward application 

of a highly confirmed model of memory in an adjacent field. Second, it is comparatively 

conservative, as it preserves the bulk of the insights already gleaned from social cognition research. 
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Third, the MMS-SC supports implicit attitude pluralism. Finally, MSP outperforms Machery’s trait 

theory across a number of dimensions (to be discussed in §4). 

 

1.1  The Initial Plausibility of The MSP Approach to Social Cognition 

 

There are, perhaps, several routes that lead to implicit attitude pluralism, but one of the more 

direct routes involves the rejection of SSP. The reasoning here is that if implicit attitudes are stored 

in multiple memory systems and these memory systems share relatively few properties in common, 

then there is a strong case to be made that there are several kinds of implicit attitude. While the 

rejection of SSP certainly is uncommon in the social cognition literature, it is far from 

unprecedented: Amodio and colleagues (Amodio 2018, Amodio & Berg 2018, Amodio & Devine 

2006, Amodio & Ratner 2011) have been urging social cognition researchers to supplant SSP with 

the MMS perspective for over 15 years. In what follows, I’ll argue that MMS-SC strongly supports 

pluralism. 

Before I describe MMS-SC in detail, a brief description of multiple memory systems (MMS) 

research in general is warranted. Squire and Zola-Morgan (1991) introduced a particularly influential 

MMS model (henceforth referred to as the classical model) with the goal of integrating several areas of 

research, spanning multiple decades, involving memory impairments in human and non-human 

animals (see Figure 3 for a summary; Squire and Zola 1996). The classical model, as with every 

other model developed from the MSP perspective, treats memory not as being unitary but as being 

modular (Ferbinteanu 2019). The claim that memory is modular, in this context, amounts to the 

claim that the brain stores information based on the independent and parallel activity of a number of 

different memory systems “each with distinct properties, dynamics, and neural bases” (ibid: 61). As 

this is assumption is core to the MSP perspective, many of the current debates in memory research 
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concern how best to update the classical model in light of rapidly accumulating data across various 

fields without sacrificing the commitment to this kind of modularity (ibid: 66). While it is possible 

that the final theory of memory would be one on which “there is only one memory system, which 

preserves all experiences and is used in all tasks” (Whittlesea & Price 2001: 244), the day currently 

belongs to the MMS perspective (Squire 2004, Ferbinteanu 2018).  

The recognition that our best theories of memory presuppose the MSP perspective allows us 

to anticipate a likely misconception about memory systems models of social cognition—viz. memory 

systems models of social cognition are unparsimonious on the grounds that they are ontologically 

profligate (see Von Dessel, Gawronski & De Houwer 2019). But if our best theories of memory 

already commit us to the existence of multiple memory systems, it is not as though the number of 

memory systems somehow increases simply by explaining social-cognition relevant effects in terms 

of the operations of these systems; mutatis mutandis, for implicit attitudes if MMS-SC licenses 

pluralism (see §3.3.1 for an elaboration of this point).  

 The precise details of our commitments ultimately depend on the details of the best 

supported MSP model. As mentioned above, this is a topic of lively (and at times, extraordinarily 

technical) debate (Ferbinteanu 2018, Henke 2010). While resolution of these debates and general 

advancements in the field may force us to revise the MMS-SC accordingly, the general shape of 

MMS-SC is unlikely to be rejected, as there is little controversy surrounding the existence of the 

memory systems that are central to MMS-SC’s explanations of the relevant social-cognitive 

phenomena. 

 

 



 68 

 

Figure 3. The MTL model. On this model, the fundamental dichotomy is between declarative, or explicit, memory systems 

and nondeclarative, or implicit, memory systems. The explicit memory system is a single system that consists of two highly 

interconnected subsystems: episodic memory and semantic memory. Episodic memory is hypothesized as storing 

information concerning events relevant to one’s autobiography (e.g., I recall hearing my favorite song being played at the coffee shop 

earlier today), while semantic memory is charged with storing all manner of information of an impersonal sort simply referred 

to as “facts” (e.g., The Television Personalities released their first record in 1981). While both subsystems are located in the medial 

temporal lobe (MTL) episodic memory is comparatively more reliant on the hippocampus whereas the semantic memory 

is more heavily reliant upon the neocortex. On this model, the contents of the mnemonic structures stored in the explicit 

memory system are normally such that subjects can come to have some kind of conscious or experiential awareness of 

them, hence their label. While the MTL model treats explicit memory as a single memory system that has two subsystems 

as proper parts, it treats nondeclarative, or implicit, memory systems differently. Each implicit memory system operates in 

parallel with respect to the others, stores different kinds of information, exhibits different learning and extinction rate, 

have distinct neurological substrates, and distinct functional properties. Each type of implicit learning has been observed 

in human and non-human animals alike. Importantly, this model assumes that individuals have relatively little, if any, access 

to the contents of the memory structures stored in these systems and that these systems typically operate automatically 

and below the conscious threshold. Adapted from Squire & Zola, 1996. 
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1.2  The MMS Model of Social Cognition 

 

Extending the memory systems perspective to social cognition research yields the view that 

“we learn about people via multiple systems, encoding information in multiple representations, often 

simultaneously, and that these systems have complementary influences on judgements, actions and 

decisions” (Amodio 2018: 4).” SM (see §2.1 for review), by contrast, claims that implicit forms of 

learning occur via a single memory system, encoding information in the form of associations, and 

that this system drives automatic, spontaneous, non-conscious judgments and behavior. 

Of the many memory systems discussed in the literature, Amodio (2018) tends to focus on 

three that are of most obvious relevance to the interests of social cognition researchers—viz. (1) the 

semantic-associative (or conceptual priming) system, (2) the Pavlovian aversive conditioning system, 

and (3) the instrumental (goal driven) system. (See Table 2.) 

Before I describe the properties of each system, it is worth pausing to appreciate the 

differences between Amodio’s MMS-SC and the classical model. The first thing to note is that the 

implicit/explicit distinction does not appear in the presentation of MMS-SC (cf. Henke 2010). This 

constitutes a departure—though not necessarily a radical one—from some of the more well-known 

dual-process theories of cognition (e.g., Kahneman 2011, Strack & Deutsch 2004). On MMS models 

that eschew the implicit/explicit distinction as an organizational principle, implicit/explicit 

memories are typically regarded as forms of memory. Schacter and Tulving’s discussion is particularly 

illuminating: 
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Explicit and implicit memory are not systems. These terms were put forward to 

describe and characterize expressions of memory: “explicit” refers to intentional or 

conscious recollection of past episodes, whereas “implicit” refers to unintentional, 

nonconscious use of previously acquired information. Schacter notes specifically that 

the implicit/explicit distinction “does not refer to, or imply the existence of, different 

underlying memory systems” (1987:501). Thus, according to this formulation, implicit 

and explicit memory, though psychologically and behaviorally distinguishable forms 

of memory, could either depend on the same underlying memory system or different 

underlying systems; the question is open and subject to experimental investigation. 

(1994: 12-13). 

 

So, in the discussions that follow, I’ll be adopting this understanding of the implicit/explicit 

distinction (cf. Gawronski & Bodenhausen 1996). With that said, we will more closely examine the 

relationship between memory systems models of cognition, social and otherwise, and dual systems 

models of cognition in Chapters 4 & 5. 

Second, MMS-SC proposes several refinements to the classical model. One such refinement 

has to do with priming. Where the classical model proposes only one priming system, most of the 

more recent models posit two (Schacter & Buckner 1998, Tulving & Schacter 1990): There is 

repetition priming (or perceptual priming) whereby exposure to an item facilitates an ability to identify 

or reproduce it (e.g., subliminal exposure to an umbrella facilitates your ability to recognize umbrellas 

or draw an umbrella); semantic priming, by contrast, is the phenomenon whereby exposure to an item 

facilitates one’s ability to produce a semantically related item (e.g., you study the word ‘banana’ and 

exposure, sometime later, to the word ‘fruit’ causes you to think of bananas). Where repetition 

priming effects have been shown to occur across the neocortex (largely depending on the exploited 
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sensory modality), the anterior temporal lobe (ATL) appears to be of particular importance for 

semantic priming. 

 Another refinement is worth mentioning. While memory systems models share the classical 

model’s assumption that the amygdala has an important role to play in classical conditioning (or 

Pavlovian conditioning) of affective responses generally, the more recent memory systems models 

assume that the amygdala plays a comparatively more active role in aversive or fear-related 

conditioning in particular (Gore et al. 2015). While we do not need to make precise the distinction 

being drawn here, a quick example will help to bring the distinction into relief. One might, for 

example, be trained to associate the term ‘black’ or the concept BLACK with negative affect via the 

repeated pairing of the term ‘black’ with items that produce the characteristic set of evaluative 

responses that are widely thought to signal a negative affective experience (e.g., one might be able to 

identify the term ‘black’ as being less positive than the term ‘white’). And when that evaluative 

response does signal the presence of an occurrent negative affective experience, amygdala activation 

helps to explain the occurrence of this negative affective experience. But, crucially, the same 

evaluative response to the term ‘black’ could be generated by an individual even when the 

corresponding affective experience is absent or when the relevant amygdala structures are damaged 

(see Claire et al. 2016); though for a lengthier discussion, see Chapter 6). Fear conditioning, 

according to the most recently articulated memory systems models is comparatively special. When 

one comes to associate a stimulus object with the relevant class of fear related evaluative responses, 

the amygdala’s involvement is comparatively far more likely. Generally speaking, one does not 

typically find individuals with severe amygdala damage to demonstrate the same range of associated 

fear-related evaluative responses to items that usually trigger fear responses when compared with 

individuals with intact amygdalae. Because the mechanism whereby one comes to associate a term or 

lexical concept with affect differs from the mechanism whereby one comes to associate a stimulus 
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object with a fear response, it is not uncommon for memory researchers to identify several memory 

systems involved in affective learning and regulation (Murray 2007). 

 Having said all this, let’s now limn the central characteristics of the aversive conditioning, 

instrumental learning and semantic priming systems. The goal of this discussion is two-fold: First, I 

want to give the reader a sense of why these systems are treated as distinct memory systems rather 

than, say, merely different memory-related processes that operate over a single system. Second, it 

should also provide the reader with a sense of why these systems are relevant to the explananda of 

implicit social cognition research. Readers who are interested in the details should consult any of the 

surveys already available (e.g., Amodio 2018, Amodio & Berg 2018, Amodio & Ratner 2011, 

Ferbinteanu 2018). 

 

1.2.1  The Pavlovian Aversive Conditioning System 

 

 The Pavlovian Aversive Conditioning (PAC) system is subserved primarily by the amygdala, 

which is a subcortical structure buried deep in the medial temporal lobe (MTL). A number of studies 

have demonstrated that a particular structure in the amygdala—the basolateral amygdala (BLA)––

represents stimuli with aversive reinforcement value (S*s, also known as unconditioned stimuli 

(USs)) of any sensory modality (e.g., electric shocks, loud noises, bad smells, bad tastes). S*s elicit a 

variety of innate emotional and autonomic responses (Ferbinteanu 2018). For instance, a painful 

electric shock may result in fear and anxiety, cause an increase in one’s heart rate, skin conductance 

responses, cortisol levels and generate any number of avoidance behaviors (LeDoux 2007). 

 Importantly, the amygdala can form associations between S*s and stimuli that lack innate 

reinforcement value (e.g., a neutral auditory tone) via associative pairing (e.g., an electric shock is 

administered concurrently with or immediately after the neutral tone) resulting in an S-S* associative 
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representational structure. Once a particular S has become associated with an S*, there mere 

presence of S is sufficient to elicit the same sorts of affective, autonomic, and avoidance responses 

typical of S*. These representational structures are often formed very rapidly, often after only a 

single S-S* pairing (LeDoux 2000), and are extraordinarily difficult to extinguish via counter-

conditioning (i.e., these associative structures are hard to break simply by presenting the S sans S*) 

(for a review, see Maren, Phan, & Liberzon 2013). 

 Moreover, the hypothesis that the PAC system is distinct from other memory systems has 

been established via a number of studies that report double dissociations. For example, while healthy 

individuals demonstrate conceptual learning via self-report (e.g., Blue cards lead to shocks!) and 

affective learning (e.g., skin conductance responses increase when selecting a blue card) during a 

classical conditioning task, individuals with amygdala lesions demonstrate conceptual learning sans 

affective learning. Individuals with hippocampal lesions, moreover, show the reverse impairment: 

They demonstrate affective learning without conceptual learning (Amodio 2018, Bechera 1995).  

 But what reason do we have to think that the PAC system plays a role in influencing the 

kind of social behavior that is of interest to social cognition researchers?  In the context of social 

interactions, heightened amygdala activity is strongly correlated with increased anxiety, averted gaze, 

disfluent speech, closed body posture and increased interpersonal distance (Amodio 2010, Amodio 

& Devine 2006, Dovodio, Kawakami and Gaertner 2002, McConnell & Leibold 2001). With respect 

to social decision making, compared to healthy individuals, subjects with selective amygdala damage 

are willing to invest 100% more money in unfamiliar others even when no return on investment is 

expected (van Honk, Eisenegger, Terburg, Stein & Morgan 2013). Other studies have shown that 

the amygdala is far more responsive to angry relative to happy faces, even when exposure to these 

faces is subliminal (Williams et al. 2004). Thus, it is highly likely that the PAC memory system plays 
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an important causal-explanatory role with respect to the phenomena central to social cognition 

research. 

 Having said all this, how should we conceive of a PAC-based implicit attitude (IAPAC)? 

Here’s a first pass: 

 

IAPAC: An amygdala-based associative structure that obtains between a social object, 

category or property (S) and a stimulus with aversive reinforcement value (S*) (i.e., a 

S-S* pair) such that the mere presence of S elicits an emotional response, a range of 

autonomic responses, or an approach/avoidance behavioral orientation.  

 

For instance, a person who has an amygdala-based association between a Black face (S) and a gun 

(S*) such that the mere exposure of a Black face results in the sorts of aversive responses typical of 

what occurs when one sees a gun. 

 

1.2.2  Instrumental Learning System17 

 

Before I articulate Amodio’s conception of the instrumental learning system, it is worth 

prefacing this discussion by stating that the more general memory systems models tend to identify 

not one but two instrumental learning systems–– viz. the model-free instrumental learning system 

and the model-based instrumental learning system (see Daw & O’Doherty 2014). For present 

purposes, I’ll focus only on describing the model-free instrumental learning system. Aside from the 

 
17 A quick caveat: The interests of brevity make a nuanced discussion of the operations of the Instrumental Learning 
(IL) system impossible. Those with a hankering for a more technical discussion should see the references provided in the 
main discussion. 
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fact that Amodio does not directly appeal to the model-based instrumental learning system in his 

model, there are a couple of further reasons for bracketing discussion of it for present purposes: 

first, the relationship between the model-based instrumental learning system and other memory 

systems is a topic of active and ongoing empirical and theoretical controversy (ibid.). Second, none 

of the discussions that follow turn on questions of the operation of the model-based instrumental 

learning system. As such, it’s best that we set aside a lengthy discussion of the model-based 

instrumental learning system at present. 

With that said, memory researchers are inclined to locate the model-free instrumental 

learning (hereafter, simply IL) system in the ventral striatum and the basal ganglia (Amodio 2018, 

Squire & Zola 1996). It is common for modelers to conceive of IL as operating in accordance to 

reinforcement learning principles: For any given behavior, B, one comes to associate B with positive 

or negative value (V) on the basis of past experience. At risk of oversimplifying matters, one may 

think of representations formed by the striatum as being associative structures that yoke a particular 

V (which may be graded) with B. It is generally assumed that changes in the value associated with 

the representation of the relevant stimulus are error-driven: if the production of a behavior in 

response to a particular stimulus results in greater or lesser expected value, the association between 

the production of a particular behavior in response to the corresponding stimulus changes in 

accordance with the magnitude of the difference between the predicted value of the behavior and its 

actual value.  

IL, moreover, can go about influencing an organism’s behavior in the absence of conscious 

awareness or intention. Thus, goal-pursuit can quite often occur automatically and below the 

conscious threshold. When cognitive resources are abundant, both the striatum and the 

hippocampus work in concert to influence goal-oriented decision making (Amodio 2018, Foerde et 

al. 2006). However, when under cognitive load or when the hippocampus is damaged, it is typically 
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the instrumental system via the striatum that is the primary driver of goal-oriented behavior. 

Consequently, the instrumental learning system is relatively unrestricted in its forms of behavioral 

expression (Amodio & Ratner 2011). 

Given that the Pavlovian conditioning systems (of which, PAC is one) also have a role to 

play in guiding goal-driven behavior, why think that the IL system constitutes a separate memory 

system? There are several reasons for this. First, Pavlovian systems are selectively attuned to 

biologically relevant rewards, while the IL system is not so picky (Amodio & Ratner 2011). A 

reciprocation of a greeting might be interpreted by the IL system as rewarding under the right 

circumstances. Second, each kind of system implements a different kind of learning/extinction 

algorithm: A large prediction error might bring about rapid learning in the IL system, but, for 

instance, once a tone has come to be associated with a shock, pairing a tone with an animal’s 

favorite treat is unlikely to effect much change. Third, double dissociations between the PAC and 

the IL systems have been observed (MacDonald & White 1993).  

But why think that IL should shed any new light on implicit bias? Aside from the role that 

the IL system plays with respect to goal pursuit, conscious or otherwise, studies have also indicated 

that this system has a role to play with respect to impression formation (Hackel et al. 2015) and can 

modulate the affective responses generated by the various Pavlovian conditioning systems 

(Cunningham, Van Bavel, Johnsen 2008).  

Having said all of this, here’s a first pass at characterizing an IL system-based implicit 

attitude (henceforth, IAIL): 

 

IAIL: A striatal/basal ganglia-based associative structure holding between a social-

object-directed behavior and a value (i.e., a B-V pair) such that its activation serves to 
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explain conscious and unconscious goal pursuit, impression formation, and affect 

modulation. 

 

To illustrate, imagine that Jones is looking over several applications of prospective hires at his 

company at the busiest time of year. Jones has had little personal experience working alongside 

women and is well-aware of the stereotype that women are incompetent with respect to business 

matters, though this is a stereotype that he would firmly disavow were asked. As such, he passively 

associates hiring men with positive value and hiring women with negative value. This negative 

association generates predictions as to the expected negative value of hiring a woman for the job, 

which, in conjunction with his predictions that hiring a man would yield positive value, leads him to 

pass on applications with stereotypically female names. In this case, we can discern the operation of 

at least two distinct IAILs each of which can plausibly regarded as an implicit bias: Jones’ attitude that 

(1) assigns negative value to the hiring of a woman for the position and the attitude that (2) assigns 

positive value to the hiring of a man for the position. 

 

1.2.3   The Semantic-Associative (or Conceptual Priming) System 

 

 Of these three memory systems, the semantic-associative system is likely to be the most 

familiar. While there is some controversy as to where to locate the neurological substrates of this 

system, evidence is accumulating for the importance of the anterior temporal lobe (ATL) to 

automatic semantic-associative processing (Lau, Gramfort, Hämäläinen, & Kuperberg 2013). 

Through a series of neuroimaging studies, Zahn and colleagues (2007) demonstrated that the ATL 

represents abstract social knowledge as indicated by the fact that structures in the ATL were 

selectively engaged when subjects were asked to judge the meaning-relatedness of social concepts 
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(e.g., HONOR-BRAVE) relative to non-social concepts (e.g., NUTRITIOUS-USEFUL). Importantly, 

activation in the ATL was shown to be valence independent, whereas medial prefrontal cortical 

regions––which are strongly interconnected to the amygdala–– were shown to be especially active 

for valenced social concepts.  

 The semantic-associative system operates in accordance with the principles already 

enumerated in our brief discussion of Strack and Deutsch’s (2004) Impulsive system. On this view, 

the semantic-associative (or conceptual priming) system stores associative representations between 

stimuli (S-S associative pairs). Many associative models treat the relevant S-S pairs as obtaining 

between lexical concepts (e.g., SALT-PEPPER). Moreover, as we had already learned from Strack and 

Deutsch’s discussion, it is hypothesized that the associative strength between S-S pairs develops 

gradually via repeated pairings and extinguishes gradually via repeated non-pairings. The same 

spreading of activation principles discussed earlier apply here, which allows it to explain the various 

semantic priming effects that have received a great deal of attention in the social cognition literature 

(for a review, see Wittenbrink, 2007).18 

 Since MMS-SC posits a semantic-associative system, it can account for everything that can 

be successfully explained by the standard model. Thus, the MMS-SC leaves intact most of the 

relevant insights that social cognition research has produced over the last three decades. And since 

the vast majority of the indirect measures of attitude currently employed by social cognition 

researchers have been designed to tap into an associative-semantic network, there is good reason to 

think that very little of this massive body of work needs to be fundamentally re-interpreted in light 

of the MMS-SC. 

 
18 It must be noted that repetition priming is an altogether different phenomenon from semantic or conceptual priming (see 
Dehane et al. 2001). 
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 There are other ways, however, in which adopting the MMS perspective does challenge our 

current conception of the semantic-associative network. The standard model endeavors to explain 

all implicit social cognition-relevant behavioral effects in terms of the operations of this memory 

system. On MMS-SC, this explanatory burden is greatly reduced: The semantic-associative system 

has a role to play in generating priming effects, the classification of stimuli (especially faces), and in 

impression formation (Amodio 2018). 

 As such, here’s a first pass at defining the implicit attitudes that are stored in the semantic-

associative system (IASA). 

 

IASA: A semantic-associative implicit attitude is a stimulus-stimulus (S-S) associative 

structure that is based in the anterior temporal lobe (ATL). This structure mediates 

the classification of stimuli, a variety of semantic-priming effects, and impression 

formation.  

 

So, a BLACK-DANGER association might be located in the ATL (or thereabouts) and may facilitate the 

identification of semantically related items (e.g., guns) and influence the way in which an impression is 

formed of an individual on the first interaction. 

 

1.2.4  Interactions Among Memory Systems 

 

While much of this section has emphasized the ways in which the memory systems are 

distinct, much of the MMS literature aims to describe how these memory systems interact so as to 

produce intelligent behavior (Ferbinteanu 2018). There are three kinds of interactions between 

memory systems: (a) cooperative interactions, (b) competitive interactions, and (c) informational 
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transfer. As space is limited, I will only discuss the first two (for a review survey on research relevant 

to informational transfer, see Ferbinteanu 2018, White, Packard & McDonald 2013). 

Cooperative interactions between systems occur when the proper functioning of both 

systems is necessary to produce fluent behavior (see Figure 1 for some of the hypothesized 

cooperative interactions between memory systems) (Ferbinteanu 2018). The Iowa Gambling Task 

(IGT) is frequently used paradigm that assesses instrumental learning. It consists of having subjects 

draw cards form four decks. Drawing from decks A and B yield large initial gains followed by even 

larger losses such that drawing from these decks yield net losses; whereas, drawing from decks C and 

D yield small initial gains followed by smaller losses such that drawing exclusively from these decks 

yields net gains. Healthy subjects typically learn that A and B are the bad decks and their behavior 

reflects this. Subjects with bilateral amygdala damage might learn that decks A and B are bad but 

continue to select from them anyway all the while showing little emotional response to large losses. 

Subjects with hippocampal damage also perform poorly at this task: While they generate typical 

affective responses to large losses, they are never able to discriminate, conceptually, the good decks 

from the bad (Bechera 1999). Consequently, they simply pick from one deck until it yields a loss, at 

which point they begin to select from another (Gupta, Koscik, Bechera, Tranel 2011). This reveals 

that successful task performance in normal cases depends on the joint contributions of the PAC and 

hippocampus-dependent memory systems. 

But memory systems may also compete for behavior. One kind of competition between 

memory systems occurs when the joint contributions of two memory systems inhibit task 

performance. Accordingly, taking one memory system offline should facilitate fluent task 

performance. Such competition between the hippocampus and the striatum has been demonstrated 

in rats (Poldrack & Packard 2003). Another kind of competition is said to occur when two memory 

systems—for instance, the PAC and the IL systems compete for control of the organism’s behavior. 
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For instance, think of a scenario in which one can win a large sum of money if only one could 

overcome one’s arachnophobia and climb, Fear Factor-style, into a box of spiders. As both 

recommend different courses of action (e.g., PAC says run!; while IL says get in the box!) there must 

be some mechanism by which these different systems get channeled into a singular behavioral 

output. Further, available evidence seems to indicate that the anterior-cingulate cortex plays a central 

role in the monitoring and resolution of inter-system conflict (Botvinick et al. 1999).  

This discussion highlights yet another theoretical advantage that MMS-SC has over SM: 

MMS-SC is better positioned to model the nature of the semantic-affective interface than even the 

most plausible versions of SM. Here’s a standard SM-approach to describing the semantic-affective 

interface: 

 

In the APE model [a highly influential version of SM], we assume that principles of 

similarity matching determine the activation of mental concepts that represent the 

encountered stimulus (e.g., Afrocentric features of a face activating the concept 

African American), which can spread to other concepts that are associatively linked 

with the stimulus (e.g., activation of the concept African American spreading to the 

associated stereotypical attribute hostile). To the extent that the associated concepts 

have a positive or negative connotation, their activation is assumed to produce a 

spontaneous gut response that is in line with the valence of these concepts (implicit 

evaluation). (Gawronski & Bodenhausen 2014: 189) 

 

But what exactly does it mean for a concept to have a positive or negative valence? In keeping with 

the connotation metaphor, perhaps the valance of a concept is best thought of as a function that 

maps concepts onto gut responses (i.e., affective responses). This does enjoy some intuitive appeal: I 
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token the concept VOMIT, and I automatically experience disgust. The problem is that such theories 

struggle to explain how a concept, stored in a semantic-associative network, comes to acquire a 

valence. One might be tempted to offer an explanation in terms of evaluative conditioning (which is 

the process whereby an otherwise valence-neutral conditioned stimulus (CS) comes to acquire the 

valence of an unconditioned stimulus (US)). While this might help to explain how representations of 

otherwise neutral CSs acquire valence, such theories simply assume that the relevant representations 

of USs have valence. As such, they do not, by themselves, help the SM-theorist explain how valence 

enters the semantic-associative system in the first place. Otherwise put, such theories are ill-

equipped to explain the semantic-affective interface.  

By contrast, an MSP is well-positioned to explain the semantic-affective interface. For 

instance, attention to underlying neural circuitry should provide clues as to which systems are most 

likely to interact and how. For instance, the amygdala receives information very early on in 

processing and, because there are well-established circuits whereby it is connected to the ATL, 

MMS-SC predicts that the PAC may modulate the activity of the semantic-associative system which, 

in turn, will facilitate the classification of, say, threat-relevant stimuli when the relevant PAC-based 

associations are activated (Packard, Cahill, McGaugh 1994). Indeed, existing evidence bears this out: 

Heightened threat-related activity in the amygdala facilitates classification of threat-related items (e.g., 

weapons) (Davis & Whalen 2001).  

 

2 Potential Objections 

 

 Up to this point, I have used Amodio’s (2018) discussion of MMS-SC to motivate the 

existence of three kinds of implicit attitude, each of which is defined in terms of the operations of a 

different memory system (see Table 2 for a summary of the three memory systems). Moreover, as 
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this is neither a complete list of memory systems, nor does it exhaust all the memory systems that 

are of relevance to social cognition research, there’s good reason to expect that there are more kinds 

of implicit attitudes than the ones described here. Before pitting MSP against Machery’s trait view, it 

is worth heading off two potential objections. 

 

2.1  The Objection from Parsimony  

 

Earlier, I anticipated the objection that MMS-SC is guilty of running afoul of Ockham’s 

razor by positing the existence of multiple memory systems (and multiple kinds of implicit attitude) 

when one such system (and one kind of implicit attitude) is all that is needed to account for social 

cognition’s explananda. I’ve already explained that this objection is based on the false supposition 

that MMS-SC commits us to the existence of states and mechanisms that our best cognitive 

scientific theories do not already commit us to. Pace Brownstein (2018) and Levy (2014), implicit 

attitudes are not sui generis; rather, they are the subset of memory structures operated on by the 

various aforementioned memory systems that help to produce the kinds of thoughts and social 

behaviors that are of special interest to social cognition researchers. Moreover, the memory systems 

that MMS-SC posits have been central to a highly productive, inter-disciplinary tradition for the past 

three decades. Thus, the charge of ontological profligacy sticks not to theories of implicit attitudes 

that are committed to MMS-SC, but to those theories on which implicit attitudes are a unique, 

unitary, and hitherto unrecognized mental kind. 

In response, the monist might press the following line: The MMS-SC theorist has largely 

taken for granted that the dominant view in memory research is the only view that can 

accommodate the data canvased in this section. But all of the research discussed could be 

accommodated on a view according to which there is a single memory system and multiple distinct 
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learning and retrieval processes. For instance, the sort of hippocampal damage associated with 

anterograde amnesia can be thought of as a case in which the relevant damage knocks off-line one’s 

capacity to either encode or retrieve new episodic memories. But this explanation is entirely 

consistent with the single-system perspective (SSP). Should this reasoning generalize–– that is, 

should the SSP be able to accommodate all of the research that motives the MMS-perspective–– 

then it would appear as though MMS-SC is wildly unparsimonious after all. Indeed, Van Dessell, 

Gawronski and De Houwer (2019) have already made a very similar case. 

   

 Squire (2004: 175) anticipates this objection and his response is worth quoting at length: 

 

Typically, the notion is that there is only one memory system but that there are multiple 

processes operating on this system or multiple ways of accessing its contents. The 

difficulty with such views is that they are unnecessarily abstract and make insufficient 

contact with biology. For example, the findings from eyeblink conditioning provide 

direct evidence for a kind of memory that can be acquired, stored, and retrieved in 

absence of the forebrain. Other kinds of memory (e.g., perceptual learning, declarative 

memory) do require the forebrain. The locus of memory storage is entirely different 

in these cases, and the learning proceeds by different principles. Perhaps there is some 

level of abstraction at which synaptic changes within the cerebellum and synaptic 

changes within the neocortex can be viewed as different expressions of a single 

memory system. However, such a perspective tends to ignore rather than embrace the 

enormous amount that has been learned about neuroanatomy, the molecular and 

cellular biology of synaptic change, and the organization of brain systems. 
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There is a sense, then, in which Van Dessell, Gawronski, and De Houwer (2019) miss the point. 

Everyone grants that a single-system theorist can, in principle, accommodate the data that has led to 

the development of the MMS perspective. The question is whether such theories can integrate 

research from cognitive neuroscience in a manner that is at all theoretically illuminating. Advocates 

of the SSP have given us no grounds for optimism. 

 

2.2 The No Non-Affective Thought Argument 

 

 I’ve argued that the MMS-SC is better positioned than SM to account for the ways in which 

semantic processing interacts with affect. However, Madva and Brownstein (2018) would argue that 

the situation is actually the reverse based on the following reasoning:19 

 

The No Non-affective Thought Argument 

P1) MMS-SC, but not SM, is committed to the existence of non-affective thought. 

P2) There is no such thing as non-affective thought. 

C) So, MMS-SC, but not SM, is committed to entities that don’t exist. 

 

In defense of P1, Madva and Brownstein (2018) would presumably say that MMS-SC is committed 

to the existence of non-affective thought because it distinguishes between the semantic-associative 

system and the Pavlovian aversive conditioning system. SM, by contrast, is silent on matters related 

to the cognition/affect divide. Regardless of whether MMS-SC is so-committed, I am willing to 

grant Madva and Brownstein P1 for the sake of argument.  

 
19 Madva and Brownstein (2018) don’t have my version of pluralism in mind as their target. Rather, the argument is 
offered against Amodio and Devine’s (2006) proposal that we think of implicit stereotypes and implicit evaluations as 
being distinct constructs. 
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 But what about P2? This is an incredibly contentious claim and a full assessment of it is well 

beyond the scope of this chapter. As such, I’ll focus only on the reasons that Madva and Brownstein 

give in its defense. Oddly, Madva and Brownstein don’t offer up much. Here’s what they do offer: 

 

Reviewing the literature demonstrating the role of affect in the processing of conscious 

experience, language fluency, and memory, Duncan and Barrett (2007) argue that 

“there is no such thing as ‘non-affective thought.’ Affect plays a role in perception and 

cognition, even when people cannot feel its influence” and conclude that the “affect-

cognition divide is grounded in phenomenology.” (Madva & Brownstein 2018: 622) 

 

But the central argument contained in this passage is clearly invalid. Even if we grant that our best 

models of cognitive processing are such that affect contributes to cognition across the board, it 

neither follows that the affect-cognition divide is grounded in phenomenology nor that all thought is 

affective. The putative fact that cognitive processes and affective processes always jointly contribute 

to the production of intelligent behavior is entirely consistent with the view that cognitive processes 

and states are different in kind from affective processes and states (Carruthers 2018). Thus, Madva 

and Brownstein have not provided us with sufficient reason to accept P2. We do, however, have 

good evidence to endorse MMS-SC (or, at least, a close approximation of it). Consequently, sans 

further evidence to the contrary, we ought to reject P2. 

 

3 MSP Theory Vs. The Trait View 

   

 Are implicit attitudes mental states? MSP implies that they are, and the trait view implies that 

the very question is predicated on a category mistake. While we have good reason to believe that the 
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trait view outperforms monist versions of the Freudian view, how does Machery’s trait view fare 

against MSP? I contend that it performs relatively poorly. MSP and the trait view converge on the 

view that a heterogenous collection of mental states drive performance on indirect measures and 

social behavior more generally. In that sense, Machery was right to say that pluralism is similar to the 

trait view. However, only MSP offers a structured framework for understanding the weak 

relationships among indirect measures, low predictive validity and hitherto unexplained variance in 

test-retest reliability. As such, the adoption of MSP can better contribute to productive empirical and 

theoretical research than the trait view. And while the proponent of the trait view might be tempted 

to view MMS-SC as merely describing the heterogenous psychological bases on which the relevant 

attitudes depend, there is no theoretical payoff for doing so. In other words, there is no theoretical 

value added by conceiving of MMS-SC as describing the psychological bases of attitudes qua traits 

that is not already added by simply adopting MMS-SC. And since MMS-SC already traffics in mental 

states that have the sorts of contents and functional properties that have long been of interest in 

implicit social cognition research, it naturally lends itself to pluralist interpretation (as was argued in 

§3). Thus, we ought to endorse MSP over the trait view. 

 

3.1 Round 1: Weak Correlations Across Indirect Measures 

  

 For the sake of argument, let us assume that weak-correlations across indirect measures 

cannot be explained exclusively by appealing to considerations of process purity, where process 

purity here is to be understood solely in terms of the differential contributions of implicit vs explicit 

processes (see §1.2.1). Machery’s trait view offers this explanation: 
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According to [the trait] picture, indirect measures typically tap into different 

components of the psychological bases of attitudes. There is no reason to expect these 

components to correlate with one another. For instance, the association between the 

concepts of a black man and of danger may be strong, even if someone has only a 

weak automatic fear reaction to black men (or vice versa). As a result, indirect measures 

should often correlate poorly with one another (2016: 117). 

 

 When faced with weak or variable relationships among indirect measures, the MMS-SC has 

recourse to several different explanations. Assuming that there is no serious concern about a 

measure’s reliability or internal consistency, there are several possible explanations for why weak or 

variable relations across indirect measures might be observed. One possibility is that different 

indirect measures, M1 and M2, tap different sets of memory systems. For instance, while there is 

good reason to think that the Startle-Eyeblink Paradigm provides a relatively pure measure of 

amygdala activity (Amodio & Devine 2006), MMS-SC predicts that performance on the standard 

evaluative Black-White IAT reflects the output of several memory systems including the semantic-

associative and the Pavlovian aversive conditioning system. Why would MMS-SC predict this? While 

I take it that the role of semantic-associative processing in driving IAT-relevant behavior is 

uncontentious, several lines of research converge on the importance of the PAC-system in driving 

IAT-effects: To name just a couple, numerous neuroimaging studies document higher amygdala 

response when one views Black faces relative to White faces (see Eberhardt 2005 for review) and 

subjects who ingest propranolol, a beta-blocker known to suppress amygdala activity, prior to taking 

an IAT, show less bias relative to controls (Terbeck et al. 2012). But should we expect indirect 

measures to weakly correlate when they tap the same set of memory systems? There are at least two 

scenarios in which we should. One scenario, first raised in §2.2, is that M1 and M2 tap the same kinds 
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of implicit attitudes, but that the different attitudes contribute differently to each measure. Such 

explanations seem especially appropriate when, ceteris paribus, two measures only modestly correlate. 

For instance, it is plausible that the IAT and the EPT (when it is designed so as to capture attitudes 

toward groups as opposed to individuals, see Cooley and Payne 2017) tap the same kinds of implicit 

attitudes––e.g., IASAs and IAPACs––but that the IAT is more sensitive to IASAs than IAPACs and the 

EPT is more sensitive to IAPACs than IASAs. Whether this actually obtains is a topic for future 

empirical research. But there are also cases in which we would expect performance on two 

measurement tasks that tap the same memory systems to be either weakly correlated or uncorrelated. 

In one such scenario, M1 harbors a strong implicit bias toward a social object, whereas M2 harbors 

no bias toward a social object. For example, suppose that the IAT and the First Person Shooter 

Task (FPST) tap the contents of the same memory systems—viz. the PAC system and the SA 

system—but an individual S harbors a robust IASA(BLACK-DANGER) association but harbors no (or, 

perhaps a very weak) IAPAC(black-threat) association. In this scenario, we would expect the IAT to 

reveal strong implicit bias and the FPST to reveal no implicit bias. Thus, in such circumstances, we 

would expect to observe weak relationships between the two measurement tasks even though the 

tasks are structured so as to recruit the same memory systems. Whether, or how often, these 

scenarios actually obtain in the wild, though, is a matter for future empirical investigation. 

 Having said all of this, there is little direct evidence that either of these possibilities actually 

obtain with respect to the standard suite of implicit measures (e.g., IAT, AMP, EPT, FPST, etc.). 

This is largely to be expected given that SM has been the dominant narrative of implicit bias and, as 

a reminder, SM is committed to a single-system perspective. And while there are formal models that 

attempt to tease apart the contributions of various processes to performance on indirect measures 

(e.g., the Process Dissociation Procedure (Yonelinas & Jacoby 2012); QUAD model (Conrey et al. 

2005)), extant formal models have been designed only to track contributions of automatic versus 
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controlled processing. On MMPS, multiple memory systems typically operate automatically and in 

parallel. Thus, these formal models are in no position to shed light on the extent to which different 

automatically operating memory systems contribute to performance on any given indirect task.  

Attempts to establish that different memory systems make distinct contributions to different 

versions of the IAT have shown promise, but further investigation is required to rule out potential 

confounds. For instance, Amodio and Devine (2006) developed one version of the IAT that was 

designed to tap primarily cognitive racial stereotypes (Stereo-IAT) (subjects were asked to sort Black 

and White faces with pleasant or unpleasant words) and another that was designed to measure 

primarily affective evaluations of racial groups (Eval-IAT)(subjects were asked to sort Black and 

White faces with words associated with mental and physical ability). Across a series of studies, 

Amodio and Devine (ibid.) were unable to establish significant correlations between the two 

measures—indeed, implicit stereotypes and implicit evaluations were often found to be doubly 

dissociable. Further, each measure predicted different kinds of behavior consistent with the 

functional profiles of IASA’s and IAPAC’s respectively. While it would appear as though the two 

measures tap different memory systems, there are legitimate concerns as to whether the data could 

be better explained by appealing to differences in “the content of the associations, without recourse 

to distinct underlying mechanisms” (Holroyd & Sweetman 2016: 93).  

Both the trait view and MSP, then, account for the weak correlations among indirect 

measures by appealing to the heterogeneity of what is being measured. But despite this, there are 

good reasons for thinking MSP’s approach is superior in this regard. The main reason—and this will 

be a recurring one–– is that if the trait theorist were to try to provide detailed descriptions of the 

“components of the psychological bases of an attitude,” then presumably her picture would look 

very much like the one sketched by MSP (at least, if she wants her goal is to sketch an empirically 

adequate picture). Moreover, in order to explain how these psychological bases interact to drive 
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behavior, again, the picture that she’ll draw is one that will have to look similar to the one provided 

by MSP. After all, the trait theory, sans a wide array of auxiliary assumptions, makes no specific 

predictions about the states, processes and mechanisms that form the psychological bases of 

attitude. To fill in these very crucial details, the trait theorist has to turn to the best theories of 

cognitive architecture of the day and there is a compelling case to be made that MMS models are 

amongst them. As such, there is a sense in which the explanatory appeal of the trait theory vis-à-vis 

explaining the weak relationships across indirect measures is wholly parasitic on the explanatory 

appeal of MMS-SC. Without MMS-SC’s accounts of the mechanisms, states, and processes that 

serve as components of the psychological bases of attitudes, the best that the trait can theory offer 

are post-hoc, just-so stories about why measures fail to correlate.  

But MSP boasts an additional advantage over Machery’s trait view with respect to explaining 

variable relationships among indirect measures. Machery conceives of attitudes as traits, and traits 

are multi-track dispositions to feel, cognize, and behave in trait-relevant ways. According to Machery 

 

if the coreferential, differently valanced mental states do not lead to a broad-track 

disposition to behave and cognize in a way that expresses either a positive or 

negative preference, then people simply do not have an attitude toward the relevant 

object. They will act and cognize in a way that expresses a positive preference in 

some contexts and a negative preference in other contexts, and their aggregate 

behavior cannot be predicted (even imperfectly) by positing a trait. (Machery 2016: 

124) 

 

So, what are we to say of the individual who lacks an automatic fear reaction toward Black people 

but harbors strong BLACK-DANGER semantic association? Suppose that such an individual is 
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inclined to enter predominantly Black spaces and shows little concern when he/she crosses paths 

with a Black stranger at night. And yet, his/her robust BLACK-DANGER association causes him/her 

to cognize in ways consistent with this associations (e.g., maybe s/he is more easily able to conjure 

up exemplars of dangerous Black people relative to dangerous White people). For the sake of 

argument, let’s imagine that this individual encounters automatic-fear relevant situations just as 

frequently as she does the semantic-association relevant situations so that aggregation doesn’t help 

us predict her behavior. On Machery’s view, we are to think of her as having no attitude toward 

Black people. My pluralist view, however, licenses the interpretation that this individual has 

ambivalent attitudes: She harbors one kind of implicit bias and not another. This certainly seems to be 

the right thing to say about the individual in this scenario and has important implications for 

discussions concerning the ethics of implicit attitudes (which will be touched upon in §5). 

 

 3.2 Round 2: Unexplained Variance in Temporal Stability 

 

 Machery claims that views on which implicit attitudes are mental states are unable to account 

for the ways in which seemingly irrelevant situational factors affect performance on indirect 

measures. Recall, he claims, that whereas Freudian theories cannot predict that taking an IAT in a 

dark room should increase implicit bias, the trait theory can. His explanation bears repeating: 

 

By contrast, the trait picture hypothesizes that attitudes depend on psychological 

bases that encompass good old-fashioned mental states and processes, such as 

emotions, self-control, and so on, and that indirect measures tap into some of these 

components… [B]ecause darkness heightens stress in humans… it should modulate 
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implicit association test scores if this test measures, or is somehow influenced by, 

stress. (ibid.) 

  

 By appealing to the ways in which memory systems interact to drive behavior, MSP provides 

a more satisfying explanation of the ways in which contextual factors drive performance on indirect 

measures than Machery’s trait view. To demonstrate the importance of this approach, let’s consider 

how MSP can accommodate the findings that Machery refers to. The relevant study is one in which 

individuals who explicitly believe that the world is dangerous are shown to have a stronger negative 

preference for Blacks over Whites when taking an IAT in a dark room relative to a well-lit room 

(Schaller, Park & Mueller 2003). While we cannot say with any degree of certainty that amygdala 

activation was enhanced for subjects who took the Black-White IAT in the dark room relative to the 

well-lit room, as no measure of amygdala activity was obtained in this experiment, a great deal of 

research on the amygdala’s role in threat detection (for review, see Chekroud, Everett, Bridge, 

Hewstone 2014) renders it likely that this is what we would observe were we to include a measure of 

amygdala activity in a replication of this study. Not only should ambient darkness serve to enhance 

PAC-related amygdala activity, but so should the pictures of Black faces that are presented as IAT 

stimuli (Phelps, Ling & Carasco 2006). If the PAC-system were more actively involved in the 

ambient darkness condition relative to the well-lit or control conditions, then we likewise should 

expect to have found proportional increases in the relevant autonomic responses (e.g., higher SCRs, 

increased startle response, etc.) and greater emotional arousal. It is well-established that the amygdala 

has bi-directional connections with visual processing regions (Whalen et al. 1998) and, that higher 

activation of the amygdala in response to emotionally relevant stimuli enhances the contrast 

sensitivity of visual stimuli and potentiates attention (Phelps et al. 2006). This helps to explain why 

fear-inducing stimulus objects are subject to faster, more efficient, and more accurate processing 
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than non-fear inducing stimuli (Ohman, Flykt & Esteves 2001). Given all of this, we should expect 

the PAC-system to exert at least an indirect effect on semantic-associative processing via increased 

attention to threat-relevant items and increased processing fluency, thereby facilitating categorization 

of the relevant stimuli on trials in which BLACK and UNPLEASANT share a response key relative to 

trials in which BLACK and PLEASANT share a response key for individuals who have the relevant 

IASA. 

 But, again, while it would appear as though both the trait theory and pluralism accommodate 

the phenomena in the same way, trait theory only does so in a manner that is parasitic on the 

explanatory value of MMS-SC. The trait view, sans a detailed account of the psychological bases of 

attitudes, is unable to predict, and much less account for, the ways in which affective responses to 

stimuli with aversive reinforcement value modulate, even indirectly, semantic-associative processes.  

 

3.3  Round 3: Low Predictive Validity 

 

 Recall that Machery also claimed that the low-predictive validity of indirect measures is 

better explained by the view that attitudes are traits than the view that attitudes are mental states. 

Again, his explanation bears repeating: 

 

 

By contrast, on the trait picture, a particular indirect measure taps into one of the 

many components that determine behavior, such as emotions, associations between 

concepts, and so on. So, where the Freudian picture posits a single determinant of 

behavior (i.e., the implicit attitude), the trait picture posits many (i.e., the components 

of the psychological basis of an attitude). An indirect measure should be worse at 
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predicting behavior on the trait picture than on the Freudian picture (in fact it should 

be a poor predictor) because it only measures one of the many components of the 

psychological basis of an attitude. (ibid: 120) 

 

At the risk of sounding like a broken record, the MSP offers a similar, though, once again, 

more nuanced explanation for the low predictive validity of indirect measures. Multiple memory 

systems jointly contribute to the production of various forms of social behavior. Suppose I want to 

predict how long an individual is going to spend reviewing the application of a minority before 

making a hiring decision. This decision is likely to be guided by, for example, the IL system, the 

conceptual system (which is a declarative memory system) and the semantic-associative system and 

each to varying degrees. So, if I want to use an indirect measure to predict this type of behavior, I 

had better make sure that this measure taps the contents of these memory systems. Consequently, 

MSP predicts that an indirect measure should be less predictive of behavior to the extent that it fails 

to tap the same sets of states and processes that causally contribute to the behavior of interest.  

Again, it is worth stressing once more that while the trait theory and MSP both appeal to the 

heterogeneity of what is being measured in order to account for the low-predictive validity of 

indirect measures, the explanatory appeal of the trait theory is parasitic on the explanatory value of 

MMS-SC.  

 

3.4 Objections and Replies 

 

One might worry that I have been unfair to Machery’s view insofar as I have treated it as a 

bona fide theory of implicit attitudes when, in reality, it functions as a suggestion as to how one 

ought to conceive of attitudes. As such, I have been speaking falsely when I have claimed that the 
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trait view, per se, predicts or explains anything of substance regarding implicit attitudes. Thus, it is 

entirely misleading for me to weigh the trait view against MSP. 

 At the end of the day, I do think that it would be better to treat Machery’s trait view as a 

suggestion for how to conceive of attitude research as opposed to an actual theory of implicit 

attitudes (e.g., the RIM model, or MMS-SC). Nevertheless, it is clear that Machery conceives of 

himself as offering a rival theory of implicit attitudes that is capable of predicting and explaining an 

array of otherwise puzzling findings. Others, moreover, have also treated his view as such (see 

Brownstein 2018). In light of this, there is nothing misleading or unfair about my pitting the trait 

view against MSP. Having said that, it should by now be obvious that it is not the trait view, per se, 

that does any explanatory/predictive heavy lifting; rather, to the extent that any heavy lifting is being 

done it is being outsourced to the assumption that the psychological bases of traits are 

heterogeneous. Indeed, Machery certainly could have coupled the trait view with the assumption 

that the psychological bases of traits were homogenous, in which case his account would have fared 

no better than any other monist theory.  

 Lastly, one might have a nagging feeling that there is only a trivial semantic difference 

between MSP and Machery’s trait view: Why not think of the MMS-SC as simply providing an 

account of the heterogenous psychological bases of traits? Is it not the case that all of the relevant 

empirical research can be reframed within the trait view? And, if so, would this not trivialize my 

proposal? 

 It is telling that Machery, after arguing for his trait view over monist accounts of implicit 

attitude, feels the need to explain how his proposal is not trivialized by the fact that so much of the 

relevant empirical research that motivates monism can be reframed within the trait view. This is how 

he responds: 
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Furthermore, this proposal is not trivialized by the fact that current research can be 

translated, so to speak, into the framework of the trait picture. How empirical 

research is conceptualized matters, since erroneous conceptualizations lead to false 

debates. For instance, if attitudes are mental states, the question arises of their causal 

relations with other antecedents of human behaviors, such as motives and intentions. 

Are occurrent attitudes causes of motives and intentions, and, through them, of 

behaviors? Rather, are they directly causing behavior in addition to motives? Such 

questions are misguided if attitudes are traits. (Machery 2016: 124) 

 

The putative fact Machery’s trait view can accommodate all of the empirical findings that motivate 

monism just as well as it can accommodate the findings that motivate pluralism lends further 

support to my claim that Machery’s trait view isn’t really a theory of implicit attitudes at all so much 

as it is a suggestion as to how to impose order on what otherwise seems to be a chaotic array of 

empirical facts. But the order that results is largely superficial: it serves only to smooth over and 

consequently obscure the details of the processes that produce the phenomena that cognitive 

science is concerned with accounting for. 

 But there are other substantive differences between MSP and the trait view. According to 

Machery, “traits do not occur, and thus do not enter in token causal relations, though they can occur 

in type causal relations” (2016: 112). This is obscure. Either attitudes qua traits do causal-explanatory 

work or they don’t. If they do, then Machery owes us an explanation of the kind of casual-

explanatory work attitudes do that is not already done by their psychological bases. Even if there is 

an explanation to be given, then the trait view still commits us to an extraordinarily controversial 

thesis about the causal efficacy of dispositions. If, on the other hand, attitudes lack causal-powers, 

then it is unclear why social cognition researchers should care whether or not indirect measures are 
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good measures of attitudes so long as they can be reasonably confident that they are reliably tapping 

into structures that cause the relevant forms of behavior. So, while this route would seem to secure a 

victory for eliminativism about attitudes, the victory is hollow. The concept attitude that is purged 

from scientific discourse is one that nobody really cared (or had reason to care) about anyway. MSP, 

by contrast, does not require a commitment to a controversial thesis about the causal efficacy of 

dispositions in order to explain the causal-efficacy of implicit attitudes.  

Here’s another substantive difference. Much of the philosophical literature on implicit 

attitudes attempts to make sense of how it is that we can be morally responsible for the behaviors 

driven by mental states of which we have little access and control. A crucial issue is here is that 

“our” attributions of moral responsibility appear to be keyed to the posits of common-sense 

psychology (Levy 2014, Mallon 2016). While traits fit comfortably within this framework, it is highly 

likely that some of the states and processes that MSP posits do not. As such, the shape of one’s 

theory of moral responsibility—where implicit attitudes are concerned—will likely differ 

substantially depending on the view that one accepts. 

 

4 Concluding Remarks 

 

 Before wrapping up, there are two upshots of this approach to social cognition that are 

worth drawing attention to. The first is that there are a number of outstanding debates, not touched 

upon here, which MSP could help resolve. For instance, implicit attitudes appear to behave in ways 

characteristic of both associatively structured representations and belief-like propositional structures. 

Call this the representation problem. There are several monist proposals currently on the table: SM treats 

implicit attitudes as semantic associations; Mandelbaum argues that implicit attitudes are 

unconscious beliefs (2014); and, both Levy (2014) and Brownstein (2018) argue that implicit 
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attitudes are sui generis, though they disagree about the nature of these sui generis states. None of these 

proposals are theoretically satisfying. On my proposal developed elsewhere (see Sechman 

manuscript), some kinds of implicit attitudes can be treated as having associative structure (indeed, 

the kinds described in §3 qualify) and some kinds of implicit attitude can be treated as having 

propositional structure (viz. the kind of implicit attitudes that are formed via the hippocampus and 

related neurological structures that are rapidly formed, have compositional structure, and can be 

flexibly deployed (see Henke 2010)). Some of the most puzzling findings can be explained via the 

complex interactions between associative and propositional memory systems, while others can be 

explained via the complex interactions between multiple kinds of associative memory systems.  

 The second is that MSP seems to imply—or, at least, strongly recommends–– the view that 

implicit attitudes are not a natural kind. Implicit attitudes, on MSP, have relatively few properties in 

common and each kind of implicit attitude is underwritten by a different causal mechanism (viz. its 

respective memory system). As such, it is highly unlikely that the scientific investigation of any 

arbitrarily selected subclass of implicit attitudes will lead to generalizations that reliably hold of the 

entire class. But this is just to say that the concept of implicit attitude is not subject to unified scientific 

explanation. If so, why doesn’t MSP warrant eliminativism about implicit attitudes? 

 While I do deny that implicit attitudes are a natural kind for the reasons just stated, I think 

that it would be a mistake—at this juncture, anyway—to thereby conclude that we ought to do 

without the implicit attitude concept. For example, there is no reason to think that the concept implicit 

attitude has impeded scientific progress—to the contrary, implicit attitude research, under that guise, 

has taught us a great deal about the various kinds of memory structures that drive the kinds of social 

behavior that are of central interest to social cognition researchers. Accordingly, the concept implicit 

attitude may be an important investigative kind even if it is not a natural kind concept (cf, Griffiths 

2004). Another possibility is that the concept implicit attitude earns its keep as a normative kind. Much 
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of the literature on implicit attitudes more directly concerns a particular subclass of implicit 

attitudes—viz. implicit bias.20 Implicit bias is fundamentally a normative concept. As such, its unity 

may be in no way tied to the alleged psychological unity of the particular memory structures of 

which each implicit bias is an instance; rather, it is plausible that the unity of implicit bias is tied to 

its normative character (cf, Murphy & Stich 1999). On such a proposal, implicit biases might be 

conceived as those implicit attitudes that drive unwanted or unintended forms of socially (and/or 

contextually) undesirable behavior. Thus, understanding implicit bias and how to mitigate its effects 

involves understanding the natures of the various kinds of implicit attitudes. As such, the concept 

implicit attitude may earn its keep in virtue of the relation it bears to the normative kind concept 

implicit bias. The upshot is that while MSP is certainly compatible with eliminativism, it would be, at 

any rate, premature to purge the attitude construct from scientific theorizing, pending further 

theoretical investigation. 

  

 
20 ‘Implicit bias’ is to be differentiated from ‘implicit discrimination’. Implicit discrimination is behavior that is driven by 
implicit bias. 
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CHAPTER 4 

The FORMAT PROBLEM 

  

In the previous two chapters, I argued that (a) implicit attitudes are best conceived of as 

mental states, (b) memory systems pluralism better accounts for the core anomalies than any of its 

extant rivals, and (c) implicit attitude monism is likely false (on the grounds that the assumption that 

implicit attitudes constitute a homogenous, natural kind is likely false). In this chapter, we shift our 

attention away from the psychometric concerns that dominated discussion over the last two chapters 

and toward a debate that more directly concerns the very nature of implicit attitudes. In doing so, I 

take the mental state picture of implicit attitudes for granted and assume that the memory systems 

pluralism is, at very least, as plausible a theoretical stance as implicit attitude monism.  

 The debate that is at the focus of this chapter is broadly as follows. The long dominant view 

in social psychology is that an implicit attitude is a type of associative structure. This associative view 

has been challenged by a long neglected but insurgent view according to which implicit attitudes are 

beliefs or belief-like propositional structures. However, there are several patterns of data that neither 

perspective satisfactorily explains (call these the format anomalies). While members of both camps 

have attempted to revise their theories in light of these well-established yet recalcitrant findings, 

others have opted to (a) deny that disputes over the representational format of implicit attitudes are 

substantive, or (b) develop theoretical accounts on which implicit attitudes are sui generis 

representational structures. Let’s call this debate over the representational format of implicit 

attitudes the format problem.  

 There are two central aims of this chapter: First, I endeavor to make the case that each of 

the above views are likely incapable of overcoming the format problem for one of two reasons: in 

each case, the view either fails to explain all of the relevant data or ought to be rejected on broader 
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theoretical grounds. In doing so, I hope to establish a relatively modest conclusion that, of all the 

options on the table, memory systems pluralism has the best prospects for resolving the format 

problem, as memory systems pluralism is consistent with the possibility that different species of 

implicit attitude differ with respect to representational format. Chapters 5 and 6 are largely devoted 

to establishing that memory systems pluralism actually delivers the theoretical goods. 

 This chapter proceeds as follows. I begin by describing the dueling predictions made by the 

associative perspective and the propositional perspective respectively (§1). We’ll then turn to look at 

how these two sets of predictions fare in light of the relevant data (§2). Next, we turn to look at 

some of the strategies that have been pursued in attempting to resolve the format anomalies 

beginning with the view according to which the format problem is mere terminological dispute (§3) 

and ending with the sui generis perspective (§4). The chapter concludes with a brief discussion of the 

prospects of MSP theory vis-à-vis resolving the format problem (§5). 

 

1 The Dueling Perspectives on Representational Format 

 

 There are two dominant perspectives in social psychology with respect to the 

representational character of implicit attitudes–– viz. the associative perspective and the 

propositional perspective. The associative perspective’s influence, despite its historical dominance, 

appears to be on the downswing relative to the influence of the propositional perspective (for a 

review of this burgeoning area of research, see Corneille & Stahl 2018). In this section, I will 

characterize these two perspectives in general terms, turning to consider specific models only when 

warranted. 

 

1.1 The Associative Perspective  
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The associative perspective assumes that implicit attitudes are semantic associations 

(Gawronski & Bodenhausen 2006, Rydell & McConnell 2008). The dominant view in social 

cognition research is that associations are mental states that link two concepts (e.g., SALT and 

PEPPER) such that the activation of one is typically sufficient to activate the other. Elsewhere, we 

have called and will continue to call associations that stand between lexical concepts semantic 

associations. While some authors maintain that associations can also stand between a concept (e.g., 

SPIDER) and a valence (e.g., bad), Carruthers (2017: 69) points out that “the ontological status of 

these postulated clusters is opaque. How does a semantic representation ‘associate’ with an affective 

state, or vice versa?” This question, while rhetorical, retains its force as those who posit such 

structures have not made any serious attempt at describing the kind of mechanism that would give 

rise to their existence. Carruthers’ concern, however, does not arise for those who maintain that 

implicit attitudes are sometimes associative structures that hold between, say, a representation of a 

social category (e.g., BLACK) and a semantic representation of valenced concept (e.g., GOOD) as both 

relata have the same ontological status on such views. Given the metaphysical import of this 

distinction, it is unfortunate that this is a distinction that is rarely observed in the literature. In any 

case, for the purpose of this discussion, we’ll labor exclusively under the dominant associative view 

on which implicit attitudes are associations that link two concepts.21 

 
21 One might be concerned that by restricting our attention in this way, I have unfairly stacked the deck against standard 
monist versions of associationism in favor of a pluralist associationism. After all, theorists posit associative structures 
that link concepts with valences in order to do the sort of explanatory work that a view on which implicit attitudes are 
associations only between concepts could not. But this isn’t quite right. For instance, Amodio and Devine (2006) claim 
that there are two types of implicit attitude–– implicit evaluations and implicit stereotypes. On one standard reading of 
this distinction, implicit evaluations are associations between a concept and a valence, while an implicit stereotype is an 
association between two concepts. Insofar as Amodio and colleagues’ view is best understood as a version of pluralism, 
then I do just as much to limit the explanatory resources available to certain forms of pluralism as I do monism by 
insisting that we focus on associations between concepts. What I am urging, then, is that we should only posit a mental 
state if its ontological status is not opaque in the way that the ontological status of a concept-valence structure is opaque 
and, by making this plea in no way do I unfairly stack the deck against monism in favor of pluralism full stop. 
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 To say that a mental state that links two concepts in this way has associative structure is to 

say that the tokening of one such concept (e.g., CAPITALISTS) will, ceteris paribus, token the concept 

that it’s associated with (e.g., CRIMINAL). While it is true that, on certain propositional views 

prevalent in the literature the tokening of the propositional structured thought CAPITALISTS ARE 

CRIMINALS likewise involves the tokening of its constituent concepts CAPITALIST and CRIMINAL, 

the two perspectives differ with respect to how the tokening of the relevant concepts unfolds. 

Associationism assumes that activating the concept CAPITALIST results in the activation of the 

concept CRIMINAL via the process of the spreading of activation across a net of linked associations. The 

propositional view, by contrast, assumes that the tokening of the constituents of a propositional 

structure does not involve a spread of activation (De Houwer 2018, Mandelbaum 2015). 

Whereas the propositional structure CAPITALISTS ARE CRIMINALS is generally regarded as 

reflecting an agent’s belief that capitalists are criminals, a CAPITALIST-CRIMINAL association reflects 

the frequency with which one’s concept CAPITAL has been activated alongside CRIMINAL in the 

agent’s learning history (Brownstein 2017, Mandelbaum 2015). In other words, the presence of a 

propositional structure reflects the way in which the subject takes the world to be, while the 

presence of an associative structure merely informs one about the history of the causal and temporal 

sequences of the activation of the relevant concepts in one’s mind (Mandelbaum 2015). 

 While it should be readily admitted by all parties that the question of whether implicit 

attitudes are propositional structures or associative structures cannot be answered by direct 

observation, there is general consensus about the kinds of behavioral effects one should expect to 

observe on the assumption that implicit attitudes are associations versus the assumption that implicit 

attitudes are propositional structures. Each camp, in other words, makes different predictions about 

how implicit attitudes change over time. Generally speaking, those who subscribe to associationism 

predict that formation, change, and the behavioral expression of implicit attitudes is governed by 
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associative principles. Those who subscribe to the propositional view, by contrast, tend to 

emphasize the ways in which implicit attitudes are formed, updated, and expressed in accordance to 

more traditional computational processes.  

 With respect to attitude change the associative camp recognizes at least two associative 

principles that govern this phenomenon (Mandelbaum 2015a). The first is extinction. Extinction is the 

process whereby the link between two semantic representations is weakened or eliminated via 

repeated presentations of one stimulus without the associated other (extinction trial). Ceteris paribus, the 

strength of an extinction effect is generally regarded as being directly proportional to the number of 

extinction trials presented in a given learning session. The second associative principle frequently 

discussed is that of counterconditioning. Counterconditioning, in this context, is the processes through 

which the valence (+/–) associated with a given stimulus (CS) is changed via repeated pairings of the 

CS and a second stimulus or outcome of opposite valence. For instance, if someone has a SPIDER-

BAD association, then the goal of a counterconditioning procedure would be to replace this 

association with a SPIDER-GOOD association via the repeated paring of spiders with positive stimuli. 

As with extinction, the going assumption is that the strength of the counterconditioning effect is 

going to be directly proportional to the number of counterconditioning trials administered over a 

given experimental session.22 

 Given that these are the two widely accepted principles that govern implicit attitude change 

on the associationist perspective, we should expect to observe rigid updating patterns. To say that 

 
22 It must be stressed that I am presenting this discussion as it is typically presented in the literature. And this way of 
presenting the distinction between extinction and counterconditioning smooths over a great number of controversies 
concerning the rate of extinction/counterconditioning, the precise nature of the learning algorithms that produce 
extinction/counterconditioning effects, and critical differences across experimental procedures for bringing about 
counterconditioning effects in particular. Moreover, this way of presenting the distinction also ignores the possibility that 
one can produce behavioral effects generally conceived of as typical of counterconditioning/extinction via the formation 
of distinct token associative structures that, under specific contexts, compete with existing associative structures for 
behavioral influence. I don’t make much of these issues here, but they will play a major role in motivating the superiority 
of memory systems pluralism relative to its rivals in Chapter 6. 
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implicit attitudes are expected to change in comparatively rigid ways is, in this context, to mean that 

they are expected to (a) update incrementally overtime through extinction and/or 

counterconditioning, (b) be insensitive to the meanings of other mental states, and (c) be sensitive 

exclusively to various forms of co-occurrence relations between the items, features, and/or 

categories that the associated relata represent. Put another way, these three more specific predictions 

would be violated if careful empirical investigation uncovers evidence that implicit attitudes (a*) 

sometimes update rapidly in exposure to relevant information, (b*) are sometimes sensitive to the 

meanings of other mental states, and (c*) are sometimes sensitive to relations that cannot be best 

described as types of mere co-occurrence relations. 

 Now, why would a theorist want to endorse an account of implicit attitudes according to 

which they update in these various ways? The rationale for these predictions is derived from 

traditional dual systems theorizing. On the dual systems perspective, there are two kinds of cognitive 

system. The first kind, popularly known as System 1, is typically conceived of as a slow learning 

associative system that tracks pertinent environmental regularities. The second kind of system, 

popularly known as System 2, is a fast learning and so resource dependent learning system that is 

capable of flexibly updating its stored representations in response to unexpected changes 

circumstance. While most dual systems models permit various interactions between systems, they 

nevertheless posit that these systems are capable of acting autonomously and that System 1–– due to 

its being computationally cheap and efficient–– operates by default (Kahneman 2011) thereby 

freeing up the comparatively more resource dependent System 2 to intervene in contexts that require 

more effortful or deliberative responses.  

With that said, dual-systems accounts of implicit social cognition have largely fallen out of 

favor for what are generally regarded as more parsimonious single-system dual-process accounts of 

social cognition. Such views attempt to preserve the appeal of dual-systems theorizing while tossing 
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out the theoretically cumbersome assumption that associative and propositional processes operate in 

parallel over distinct memory stores (e.g., the Associative-Propositional Evaluation (APE) Model; 

Gawronski & Bodenhausen 2006, and the Reflective-Impulsive Model (RIM); Strack & Deutsch 

2004). Though the discussion of the associative perspective that follows will be framed exclusively in 

terms of dual-process theory, it’s being the more liberal perspective implies that many (but not all) of 

the problems that arise for dual-process theory will also arise for dual-systems theory. 

 

1.2 The Propositional Perspective 

 

Let’s now turn to the predictions of the propositional perspective. As I had already 

mentioned, the propositional perspective assumes that implicit attitudes are propositionally 

structured mental states. Readers familiar with this literature might balk at this description, 

wondering why I break from the terminological precedent set by others (e.g., Brownstein 2018) by 

not calling this something like the belief view. This is worth briefly addressing as my reasons for 

breaking from convention are relevant to the discussion that follows. 

One reason for breaking from convention stems from the simple fact that that I’d like to 

avoid needlessly wading into controversies over the nature of belief. Mandelbaum (2015) for instance, 

has recently argued that implicit attitudes are beliefs but, in doing so, is committed to denying 

standard assumptions about the normative profile of belief (see Brownstein 2018: 73-81). The 

standard view, sometimes referred to as the truth-taking view of belief, assumes that beliefs are 

attributed to agents “on the basis of agents’ reflective judgements and avowals” (Brownstein 2018: 

73). Because Mandelbaum defends view on which beliefs are sometimes (or, perhaps, always) 

formed automatically and unconsciously the moment one considers or entertains a proposition, the 

question arises as to whether implicit attitudes so-construed are really beliefs. The question of 
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representational format of implicit attitudes, however, is more fundamental than these questions 

concerning the truth-conditions of belief attribution: should implicit attitudes, for example, turn out 

to be associations, then the question of whether implicit attitudes are beliefs never even arises. 

Similarly, as this controversy establishes, the putative fact that implicit attitudes express propositions 

does not entail that implicit attitudes are beliefs. As I have no interest in adjudicating disputes about 

the nature of belief and such disputes play no role in the ensuing discussion, there is no downside to 

framing the discussion in the way that I have. 

 The second reason is that the working social psychologists who labor under the 

propositional perspective tend not to describe their models using the language of belief. Jan De 

Houwer, who has been at the vanguard of the propositional movement for over a decade, offers this 

description of the propositional approach: 

 

A propositional model of implicit evaluation postulates that a stimulus can evoke an 

evaluative response automatically only after a proposition about the evaluative 

properties of the stimulus has been formed or activated automatically (Hughes, 

Barnes-Holmes, & De Houwer 2011). As I noted in the previous paragraphs, there 

might be different processes by which propositions can be formed or activated 

automatically. For instance, the sight of ice cream on a hot summer day could 

automatically retrieve memories in which the proposition “ice cream is good” was 

encoded. (De Houwer 2014: 345), 

 

To those familiar with standard conceptions of belief, this account of implicit attitudes appears to fit 

those standard conceptions. However, and this brings us back to the first concern, whether such 

mental states are really beliefs depends on a set of background assumptions about the nature of belief 
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that are largely orthogonal to the discussion at hand. Given that the debate between 

propositionalists and associationists has, arguably, not been hindered by the fact that the conceptual 

debate over what counts as a belief is without resolution, to frame the theoretical central controversy 

as one between those who take implicit attitudes to be associations versus those who take implicit 

attitudes would be to frame the controversy in a way that obscures more than it illuminates. 

 Lastly, it is worth stressing that as with the associative perspective, the propositional 

perspective is a theoretical perspective that encompasses multiple distinct theories. At present, there 

are several versions of the propositional view on the market, each of which generates different 

predictions as to how implicit attitudes ought to behave in various circumstances. For instance, 

whereas De Houwer’s single-process propositional model of implicit attitudes assumes that propositional 

formation is always a conscious affair, Mandelbaum’s (2015) propositional account rejects this 

assumption. De Houwer’s model assumes that all implicit attitudes are encoded in the same memory 

system so as to form a single web of inferentially integrated propositional structures, which is an 

assumption that, again, Mandelbaum rejects. These differences, as just alluded to, carry empirical 

significance. To give just one example, results which show that implicit attitudes do not update 

inferentially under optimal conditions would pose a challenge to De Houwer’s model but not 

necessarily Mandelbaum’s (see discussion in §4 of this chapter). With that said, the predictions of the 

two accounts largely converge. Thus, in the following discussion, I’ll smooth over the major 

differences between the various propositional accounts, attending to them only when mandated by 

the discussion at hand. 

 As stressed earlier, proponents of the propositional perspective tend to look to for empirical 

support from studies that reveal that implicit attitudes change in content-driven ways over the 

course of one or many experimental sessions (Brownstein 2017, Levy 2014, De Houwer 2014). But 

what counts as a content-driven change as opposed to a change in accordance with associative learning 
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principles? While there has been no serious attempt at explicating the notion of a content-driven 

change, proponents of the propositional perspective maintain that content-driven changes are 

evident when, for example, (a) the content of a mental state is sensitive to the precise semantic 

relation that obtains between a pair of items, (b) the content of a mental state shifts rapidly in 

response to newly acquired information, and (c) the content of a mental state changes by virtue of 

its being appropriately inferentially integrated with the subject’s other mental states. The general idea 

is that content-driven changes occur when the content of one mental state changes in virtue of the 

content of another propositionally structured mental state (Brownstein 2017, Levy 2014). More 

detailed descriptions of these kinds of content-driven change will be provided when we discuss the 

various studies that the propositional theorist marshals in support of this view. 

 Before moving on, it is worth highlighting a critical difference between the predictions made 

by the propositional perspective and those predictions made by the associative perspective. There is 

an important sense in which the associative perspective’s predictions are riskier, in the Popperian 

sense, than the propositional theorist’s predictions. While it is generally acknowledged that content-

driven changes are inconsistent with the generic associative view, propositional theorists do not 

claim that propositionally structured representations change only in content-driven ways: most 

models that adopt the propositional perspective also allow propositional structures and their 

constituents to undergo changes in accordance with classic associative principles (De Houwer 2014, 

Brownstein 2018, Mandelbaum 2015).23 

 
23 Having said that, propositional models do struggle to generate independently motivated predictions about the 
conditions under which we should expect implicit attitudes to change in a strictly associative manner. So, while 
propositional models can often be made consistent with data that reveal associative updating, it’s not obvious that these 
models are able to successfully predict associative-friendly patterns of data. This has led some on the associative side of 
the debate to complain that propositional models are so underspecified that they are unfalsifiable. Interestingly, there are 
moments at which De Houwer (2018), the most prominent propositional theorist, appears to concede these charges 
while, in the same breath, defending the explanatory superiority of the propositional perspective over the associative 
perspective. While this concessionary move may, prima facie, seem surprising, it becomes less so when we consider that 
the various ways in which the associative theorist has attempted to account for the data that most impress propositional 
theorists credibly exposes the associative theorist to similar charges. We return to this issue in §4.2.1.2. 
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2   The Format Anomalies 

 

 The associative versus propositional debate has given rise to a burgeoning literature that 

documents the various ways in which implicit attitudes appear to change in ways that accord with 

the predictions of both the associative and the propositional perspectives (for a review, see 

Brownstein 2018, Corneille & Stahl 2018, Gawronski & Bodenhausen 2018, Gawronski, Brannon & 

Bodenhausen 2018). In this section, I will argue that both perspectives fail to account for all of the 

relevant effects described in this literature by focusing on the three empirical controversies that have 

received the most attention in the literature. If I am right that neither perspective can yield satisfying 

explanations of each of the three controversies, then we are justified in moving beyond these two 

standard perspectives in our search for an empirically adequate theories of attitudes. 

 

2.1  The Rate of Change Anomaly 

  

  Recall that the associative perspective, generally speaking, assumes implicit attitudes will 

update gradually and incrementally in response to newly acquired information. This is, in part, 

because the associative principles that govern the formation and updating of such mental states track 

relevant environmentally embedded statistical contingencies between the associated relata. The 

propositional perspective, by contrast, assumes that implicit attitudes will sometimes update rapidly 

in response to newly acquired information since implicit attitudes qua propositional structures 

represent states-of-affairs. 

 Rydell and McConnell (2006) conducted a series of influential studies specifically designed to 

test the associative perspective’s prediction that implicit attitudes will update gradually in response to 
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counter-attitudinal information. In an initial impression formation block, subjects were presented 

with 100 statements each of which described Bob as performing a positive action or a negative 

action and were tasked with stating whether each statement was characteristic or uncharacteristic of 

Bob. In the relevant experimental condition, all statements reinforced a positive impression of Bob. 

All subjects completed both an implicit and an explicit attitudinal measure to ensure that all subjects 

formed a positive impression of Bob. In a second block of learning trials, which we’ll refer to as the 

counter-conditioning block, subjects were either exposed to 20, 40, 80, or 100 statements each of which 

reinforced a negative impression of Bob All subjects then completed a second round of implicit and 

explicit attitudinal measures. McConnell and Rydell found that while explicit attitudes toward Bob 

showed a complete reversal after only 20 counter-attitudinal trials (i.e., explicit attitudes changed 

rapidly in response to the newly acquired information), implicit attitudes updated incrementally in 

direct proportion to the number of counter-attitudinal trials, which is precisely what the associative 

perspective but not the propositional perspective predicts. Let’s call this the incremental effect. While 

the propositional perspective can accommodate this data, no model in that family predicts these 

results. Moreover, even if some version of the propositional model were to predict these results, 

such views have difficulty explaining why it is that explicit attitudes (which, are also assumed to 

reflect propositionally structured representations) tend to update far more rapidly than implicit 

attitudes.24   

 Rydell and McConnell’s studies, however, only tell one side of the story. Cone and Ferguson 

(2015) conducted a series of studies that do demonstrate that implicit attitudes can undergo 

 
24 Here I only summarize two sets of Rydell and McConnell’s findings that pose trouble for the propositional view. But 
there are others. For instance, Rydell and McConnell (2006) find that explicit attitudes, but not implicit attitudes, are 
influenced by the goals that subjects adopt when tasked with forming an evaluation of Bob. The associative perspective 
better accounts for these results than the propositional perspective. Rydell and McConnell (ibid.) also find empirical 
support for the hypothesis that information presented below the conscious threshold influenced subjects’ implicit 
evaluations of Bob but not their explicit evaluations. Again, these results are better accommodated by the associative 
perspective than the propositional perspective. 
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extremely rapid updating over the course of a similarly structured impression formation task. 

Employing an initial learning paradigm analogous in relevant respects to the one employed by Rydell 

and McConnell (in which all subjects were trained to form a positive impression of Bob using 100 

statements describing Bob’s behavior), Ferguson and colleagues found that a single extremely 

negative behavioral statement that is highly diagnostic of Bob’s character (e.g., Bob molests children) 

was sufficient to produce a complete reversal of indirect measure performance. The propositional 

perspective, but the not the associative perspective, predicts this result. 

A follow up study reported by Cone and Ferguson (2015) lends further support for the 

propositional perspective over the associative perspective. The associative perspective predicts that 

the mere pairing of Bob with a negative behavioral description regardless of the actor should be as 

effective in shifting attitudes about Bob as one that directly attributes a negative behavior to Bob 

(see the discussion of the Co-occurrence/Relational Controversy below). Put differently, the 

associative perspective predicts that mere guilt by association should result in a shift in attitudes toward 

Bob. If implicit attitudes are content-sensitive as the propositional perspective predicts, then guilt by 

association should not be as effective in shifting subjects’ Bob-attitudes as one that attributes the 

behavior to Bob. In a test of these dueling predictions, using the same initial learning phase (100 

statements plus feedback designed to reinforce a positive impression of Bob) Ferguson and 

colleagues exposed subjects in the guilt by association condition were shown a single extremely 

negative behavioral description attributed to Bob’s coach ( “Bob’s coach was a child molester”), 

subjects in the diagnostic condition were presented with a single behavioral statement, matched in 

valence, attributed to Bob (“Bob is a child molester”), and subjects in the control condition were 

exposed to a neutral statement (e.g., “Bob chews bubblegum”). The propositional perspective’s 

predictions were borne out by the data: the only subjects to show a complete reversal in indirect 

measure performance were those in the diagnostic condition.  
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2.1.1 The Associative Perspective and the Diagnostic Effect 

  

 The associative perspective readily handles Rydell and McConnell’s findings. Indeed, as 

already stressed above, the associative perspective straightforwardly predicts these findings whereas 

the propositional perspective is merely consistent with them. The classical associative perspective, 

however, struggles mightily to account for Ferguson and colleagues’ findings. However, some have 

attempted to do so and a brief discussion of both these attempts and the reasons they fail will prove 

instructive in what follows.  

 Those in the associative camp pursue two broad strategies in response to Ferguson and 

colleagues’ findings, the direct strategy and the indirect strategy. The direct strategy attempts to 

respond to the challenge posed by Ferguson and colleagues’ findings head on by deploying the tools 

afforded to them by dual-process theorizing. The indirect strategy, by contrast, attempts to show 

that any putative inconsistency between the associative perspective and Ferguson and colleagues’ 

findings is illusory by denying that the associative versus propositional debate is one of substance. 

The indirect strategy is covered extensively in 4.3, so we’ll bracket this approach until then. Here, 

and for the remainder of this section, we’ll consider only those responses that adopt the more direct 

strategy. 

 The standard associative assumption is that exposure to the statement “Bob is a child 

molester” should weaken the BOB-GOOD association. However, one could reject this assumption 

and claim, as some associative theorists have in other contexts, that exposure to the target statement 

results in the formation of a new BOB-BAD association (see Gawronski & Bodenhausen 2018). On 

this picture, it is the latter association that mediates indirect task performance.  
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 This response suffers from two major objections. First, this account doesn’t explain why the 

newly formed, weak BOB-BAD association wins out over the much stronger BOB-GOOD association 

in the competition for behavioral expression. The associative theorist might respond that each token 

associative structure is indexed to a particular context (the process whereby this occurs is known, 

fittingly enough, as contextualization). On the contextualization hypothesis, the BOB-BAD associative 

drives indirect responses because the context in which subjects’ indirect responses are recorded is 

the same context in which they were exposed to the novel diagnostic information. In other words, 

the two associative structures are not competing for behavioral expression as they are indexed to 

different contexts.  

But the contextualization response is not without its own difficulties. Cone and Ferguson 

(2014: 53) “made every effort to ensure that the circumstances under which participants learned 

Time 1 and Time 2 information were essentially identical and that no obvious contextual cues were 

available to allow participants to make sense of the evaluative inconsistencies to which [the 

experimenters] exposed them.” Furthermore, in a follow-up study, Bannon and Gawronski (2019) 

replicated Cone and Ferguson’s results and found no evidence of contextualization effects.  

Here’s the second objection: even if the molester statement does result in the formation of a 

novel associative structure, this hypothesis does not itself explain why the effect of diagnostic 

information on evaluative responses is more pronounced than guilt-by-association information. 

After all, recall that the associative perspective assumes that subjects who are exposed to the 

statement “Bob’s coach is a child molester” should have also automatically formed a BOB-BAD 

association given that Bob is described in that statement as being associated with a child molester. 

Since each association was formed in response to a single statement of counter-attitudinal 

information, there is no reason to expect that the BOB-BAD association formed via guilt by 
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association information would differ in associative strength from a BOB-BAD association formed via 

diagnostic information. 

Perhaps the dual-process theorist could respond by denying that the guilt-by-association 

statement induces the formation of a BOB-BAD association; rather, so the story goes, the guilt-by 

association-information (a) results in the formation of a COACH-BAD associative structure and (b) 

elicits the propositional inference that that the guilt by association information contains no relevant 

information about BOB. Since several prominent dual-process models assume that novel associations 

can be formed via propositional inferences and if (b) led to no change in the structure or strength of 

the underlying associative network, then this could explain why subjects’ implicit evaluations toward 

Bob in the guilt-by-association condition were not significantly different from those in the control 

condition. Maybe. The chief concern with this account is that while implicit evaluations of Bob in 

the guilt-by-association condition were not different from those in the control condition, subjects in 

the guilt-by-association condition explicitly reported liking Bob less after finding out that his coach 

was a child molester. So, if (b) obtained, it is not clear why this inference would have no effect on 

subjects’ implicit evaluations of Bob but a weak but significant effect on explicit evaluations. 

 

2.1.2 The Propositional Perspective and the Incremental Effect 

 

 While the propositional account readily handles the diagnostic effect, it struggles to account 

for the incremental change effect. How is the propositional perspective to explain why indirect task 

performance exhibits incremental, linear change in response to the number of trials in the counter-

conditioning phase but explicit task performance exhibits comparatively rapid change in response to 

only a counter-conditioning trials? Curiously, propositional theorists have largely ignored the 
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challenge that the incremental effect poses to their view. Nevertheless, at least three strategies are 

available to the propositional theorist. 

 The first strategy assumes that the indirect measure performance accurately reflects the 

subject’s true attitudes toward Bob while the explicit measure performance provides a distorted 

picture of subjects’ Bob attitudes. To flesh this out, let’s assume for the sake of argument that a 

Bayesian updating algorithm could successfully explain the linear updating signature revealed by 

indirect measure performance (Rydell & McConnell 2006). The propositional theorist could then go 

on to claim that subjects’ responses to the direct measure merely reflect subjects’ motivations to tell 

the experimenter what the subjects assume that the experimenter wants to hear. If both assumptions 

hold, then the incremental effect poses no serious threat to the propositional perspective. 

 One should find this approach unsatisfactory for a couple of reasons. The first is that the 

claim that subjects’ explicit measure performance were due to demand characteristics is entirely 

unmotivated. Suspicions about subjects deliberately altering their responses to satisfy experimenter’s 

goals are generally warranted when an accurate expression of one’s attitudes may violate some social 

norm (e.g., when stating how one actually feels about a target might be construed by the 

experimenter as racist, sexist, or homophobic). But such concerns do not appear to be salient here. 

Consequently, this response appears entirely ad hoc. Second, this sort of skepticism over the value of 

explicit measures is generally at odds with the assumptions that motivate a great deal of research 

under the propositional perspective. Generally speaking, propositional theorists tend to be more 

skeptical of the value of indirect measures with respect to providing insight into subjects’ “true” 

attitudes toward an attitudinal object than they are of the value of direct measures with respect to 

the same. 

 A second strategy would be to affirm the value of explicit task performance in understanding 

subjects’ attitudes toward Bob but adopt a skeptical stance toward indirect task performance. 
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Alternatively put, this response assumes that, in this context, the IAT used in Rydell and 

McConnell’s studies do not provide us with any meaningful insight into subjects’ attitudes toward 

Bob. How might this strategy be pursued? Several prominent propositional theorists have recently 

proposed that the IAT performance specifically can be shaped by (a) subjects’ initial decisions, 

influenced by experimental context, as to how to classify the targets that appear on the IAT, and (b) 

subjects’ motivation to simplify an otherwise complicated and cognitively taxing task. If both 

assumptions hold, then the standard assumption that the IAT provides unambiguous and direct 

insight into subjects’ attitudes is unwarranted. This general approach to interpreting IAT 

performance has been called, for reasons to be discussed later on, the similarity construction account of 

IAT performance (Bading et al. 2019). 

 To illustrate the proposal at hand, let’s assume that after completing the counter-

conditioning phase of Rydell and McConnell’s studies, subjects decide to think of Bob negatively. 

This initial classification decision might be driven either by a genuine shift in attitude toward Bob as 

reflected by explicit measure performance or by a demand characteristic analogous to the one 

described in the context of the first strategy. Either way, this initial decision alone would serve to 

simplify the IAT task: in completing the IAT subjects will now have to focus only on responding in 

a particular manner when images of Bob and the presentation of negatively valenced words share a 

particular response key, thereby resulting in more accurate and rapid classifications of stimuli on 

blocks where Bob-stimuli and negative stimuli share the same response key compared with the 

blocks in which they are assigned to separate keys. The implication is that had task demands made 

salient Bob’s positive character, subjects would have performed the IAT differently. This stands in 

stark contrast to the received view about the drivers of IAT performance. On the received view, it is 

assumed that subjects are simply motivated to complete the task corresponding to each IAT block 

as presented, where this does not involve any assumption that IAT performance is mediated by the 
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deliberate adoption of any particular response strategy. Thus, to the extent that the IAT 

performance is relevant to understanding subjects’ Bob attitudes, the IAT only achieves such 

relevance because subjects have shifted their attitudes toward Bob at the explicit level and adopted a 

response strategy on that basis. IAT performance, then, is not driven by the activation of BOB-BAD 

associative structures in memory.   

We have good reason to reject this strategy. First, the similarity construction account fails to 

explain linear change in subjects’ IAT performance as the number of counter-attitudinal statements 

increases. The account, as articulated anyway, seems to predict that that subjects’ responses should 

not shift in direct proportion to the number of counter-attitudinal trials that are included in the 

various counter-conditioning phases. Perhaps as the number of counter-attitudinal trials increases, 

so too does the salience of Bob’s badness and this increase in salience in turn determines the 

strength with which the response strategy is adhered to, but this would (a) not only be an ad hoc 

response to this challenge but also (b) serve to reintroduce the tension between indirect measure 

performance and direct measure performance. In regard to (b), after all, if we assume that explicit 

measure performance does accurately capture subjects’ attitudes toward Bob and these attitudes are 

moderately negative after only 20 counter-conditioning trials, then would expect that Bob’s 

negativity is sufficiently salient to produce a proportional shift in indirect measure response 

especially, after, say 60 trials. But this, of course, is not what we find. Instead, explicit measure 

performance changes little after 40 trials while IAT performance continues exhibit consistent 

degrees of attitude change up to 100 trials. 

Lastly the propositional theorist might claim that both measures provide important 

information about subjects’ attitudes, albeit different types of information. For instance, De Houwer 

claims that while all attitudes are propositionally structured propositions that are formed consciously 

(even if automatically), the process governs retrieval of these structures and behavioral expression of 
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these structures may end up mimicking the behavior of associative models. De Houwer elaborates 

on this suggestion in the passage below. 

 

For instance, the idea that propositions can be activated automatically from memory 

allows propositional models to mimic the behavior of an association-based network. 

Assume that a stimulus in the environment (e.g., a particular medicine) automatically 

activates a proposition in memory (e.g., the proposition that the medicine cures 

cancer). Under certain conditions, on the related concepts of the proposition might 

be retrieved (e.g., “medicine” and “cancer”) but not the relational information (e.g., 

“cures). Under those conditions, implicit evaluation would seem to be unaffected by 

relational information (e.g., the medicine might evoke a negative rather than a 

positive implicit evaluation) even though the evaluation is mediated by the (partial) 

activation of a propositional representation).25  (De Houwer 2014: 346) 

 

Let’s bracket pressing questions over why, how, and when such automatically retrieval processes 

would result in the partial activation (whatever that means exactly) of a propositional structure and 

focus on the plausibility of the proposal as stated. The proposal, simply, is that an attitude qua 

proposition need not be retrieved, under all circumstances, as such.  

 One might complain that such a model is empirically indistinguishable from dual process 

models so as to make such a model unfalsifiable. De Houwer (2014) is sensitive to this concern: 

 

 
25 It is worth keeping this proposal in mind as we will revisit this position when we discuss the options available to the 
propositional theorist in responding to the co-occurrence/relation controversy in 4.2.3 below. 
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Although this idea generates a number of interesting testable hypotheses (e.g., that 

the impact of relational information depends on the extent to which the 

environment acts as a retrieval cue for information), it would be difficult to 

disentangle a propositional model that allows for such a partial automatic retrieval 

from a dual process model that allows for both propositions and associations as 

mediators of implicit evaluation […] 

 Nevertheless, even if propositional (or association-activation or dual process) 

models can never be proven true or be falsified, it remains interesting to exploit the 

heuristic and predictive power of these models. (ibid: 346-347) 

 

Put another way, De Houwer’s considered position seems to be he’s willing to sacrifice the 

theoretical virtue of falsifiability for the theoretical virtues of explanatory scope and fruitfulness. 

While his sanguine response to this sacrifice might strike some readers as odd, it is worth nothing 

that similar complaints are routinely raised about the APE model, the leading dual-process 

alternative (Gawronski & Bodenhausen 2018). 

 With that said, De Houwer too hastily concedes that that his account is unfalsifiable. To see 

this, consider that unless De Houwer is willing to posit an associative mechanism that tracks the 

frequency with which Bob is paired with negative statements, De Houwer’s model fails to account 

for the incremental effect. Assume that subjects in Rydell and McConnel’s subject, after the 

counterconditioning phase, form the propositionally structured representation BOB IS BAD and that 

partial activation of the proposition results in the activation of BOB and BAD. What non-associative 

mechanism could De Houwer appeal to in explaining why the activation of BOB and BAD produces 

a linear change in IAT performance as the number of counter-attitudinal statements increases?  

Without such a mechanism, it’s difficult to see how this model could avoid predicting stable IAT 
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performance across experimental conditions. And that’s putting it mildly. The good news for De 

Houwer then, is that a partial activation model is more substantive in this respect than he is inclined 

to give it credit for; the bad news is that, sans an additional bit of associative machinery, the model 

generates the wrong predictions.  

 

2.2 The Inferential Updating Controversy 

 

 Now we move to address the empirical controversy that flows from attempts to answer the 

following question: is indirect task performance influenced or driven by inferential processing? As 

with each of the controversies, extant empirical data paints a mixed picture. Some of the earliest 

investigations of this question suggested that the answer is no. For instance, several studies suggest 

that when subjects are presented with statements that express common cultural stereotypes (e.g., 

Women are bad at math) each of which is immediately followed by feedback that invalidates the 

target stereotype (e.g., FALSE!), this has the effect of strengthening the stereotype (Peters & 

Gawronski 2011). If implicit attitudes were influenced by inferential processes (as opposed to mere 

associative processes) like negation, then we should have observed a weakening of the negated 

stereotypes. More recently, the results of several studies suggest that implicit attitudes can be 

influenced by inferential processing in highly robust and surprising ways (see Mann & Ferguson 

2015). We’ll take a closer look at the results of some of the more compelling studies that have that 

have been conducted with the aim of answering the above question. 

 In one influential study in a series of experiments conducted by Gregg, Seibt and Banaji 

(2006), subjects were presented with positive or negative information about two fictional social 

groups (the Niffites and the Laapians) before completing measures of implicit and explicit attitudes. 

Once subjects’ responses had been recorded, the experimenter explained that there was something 
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of an experimental mix-up and that the subjects were given incorrect information about the groups: 

the negative social behaviors that had been attributed to the Niffites are actually attributable to the 

Laapians and vice versa. After being presented with this information, subjects’ responses to the same 

set of measures were recorded. The goal of this second round of measures is to determine what 

effect, if any, this newly presented information had on subjects’ evaluations of the two groups. The 

researchers found that self-reported attitudes toward the two groups reflected the newly acquired 

information (e.g., where the self-reported attitudes of the Niffites had previously been positive, they 

became negative. The same effect was observed, mutatis mutandis, for the Laapians.). However, the 

information had no effect on subjects’ implicit evaluations. To rule out the possibility that subjects 

didn’t actually believe that a mix-up had occurred, the same researchers conducted a follow-up study 

that included a more plausible story (subjects were told that the character of the two groups shifted 

over time in response to changing social and environmental conditions). This study revealed the 

same patterns of results. That only explicit attitudes shifted in response to the new information was 

interpreted as evidence that implicit attitudes, once they had been formed through conditioning, 

cannot be undone through inferential processes. If they were apt to undergo such changes, then we 

would not have expected this information to have a differential effect on explicit compared to 

implicit attitudes. Associative dual-process models, but not propositional models, straightforwardly 

predict these results. 

 But, as mentioned at the top of this section, Gregg and colleagues’ data do not tell the whole 

story. Using a novel experimental paradigm, Mann and Ferguson (2015) conducted seven 

experiments and found in each one that implicit attitudes do update in response to newly acquired 

information in a manner that seems to implicate inferential processing. Here’s how the researchers 

describe this paradigm: 
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In each experiment, participants read a story, presented one sentence at time, about 

an individual named Francis West who is described as breaking into and causing 

damage to two homes. Participants’ implicit evaluations toward Francis West are 

then measured. Afterwards, they read a final piece of information which either 

maintains the gist of what they already read (control conditions in which Francis 

remains negative) or dramatically reverses is (experimental condition in which 

Francis becomes positive) by offering a reinterpretation of what was previously 

learned: The houses were on fire, and Francis was searching for two young children 

who he knew was inside. (Mann & Ferguson 2015: 826-827) 

 

The researchers demonstrated that this reversal occurs using two different measures of implicit 

attitude (Experiment 1a exploited the affective misattribution procedure (AMP); Experiment 1b exploited 

the IAT). In Experiment 2, the researchers found that reversal occurs only when the newly acquired 

information occasions subjects to reinterpret the previously acquired negative information in a 

positive light. Perhaps most relevant to the discussion at hand, Experiment 3 found that implicit 

attitude reversal did not occur when subjects were placed under heavy cognitive load (suggesting 

that ample cognitive resources are necessary for reinterpretation to occur).26 The remaining two 

 
26 A standard methodological assumption is that controlled processing, but not automatic processing, is inhibited by 
cognitive load (Evans 2008). In line with this assumption, when one finds that an increase of cognitive load is correlated 
with a change in task performance, one tends to infer that the processes involved in indirect task performance are 
controlled (or, at least, inferential). Recent research on the so-called default mode-network suggests that this standard 
methodological assumption is incorrect (Jenkins 2019). The default mode network (DMN) exhibits higher baseline 
activity relative to other brain regions and tends to deactivate when people direct their attention to a variety of goal 
directed tasks (ibid: 531). A number of findings suggest that sufficiently substantive increases in cognitive load may 
disrupt social-cognitive processes regardless of whether they are automatic or controlled (see Jenkins 2019 for a survey). 
This theoretical perspective produces an alternative hypothesis that could explain the reinterpretation effect: when the 
new information about Francis West was provided to subjects in the high load conditioned, they failed to update their 
interpretation of Francis West not because subjects were unable to engage controlled inferential processing but because 
high cognitive load inhibited impression updating simpliciter. So long as it is taken for granted that inferential processes 
are always controlled cognitive processes and high load inhibits those brain regions necessary for, among other things, 
impression formation and updating, then we should not infer from Mann and Ferguson’s results that reinterpretation 
effect is a product of the operations of controlled cognitive processes. 
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experiments address questions concerning whether reversal occurs because newly acquired 

information changed how the subjects understand the previously presented information 

(Experiment 4) and questions concerning the temporal stability of these rapid changes (Experiment 

5). 

 The propositional perspective straightforwardly accounts for the relevant findings. 

Moreover, Experiment 3 revealed that reinterpretation occurs only under the no cognitive load and 

low cognitive load conditions does support the claim that inferential processes were instrumental in 

the updating of subjects’ implicit evaluation of Francis West (but see fn26). The associative 

perspective, by contrast, struggles to account for any of these findings. While Brannon and 

Gawronski (2019) considered the hypothesis that these results reflected a contextualization effect, 

data obtained through their own follow-up studies seems to rule out this possibility. 

  

2.2.1 The Associative Response 

 

In an attempt to reconcile Mann and Ferguson’s findings with the APE model, Brannon and 

Gawronski (2019: 281-282) assert that  

 

the current findings are consistent with the idea that a single piece of new information can 

lead to rapid changes in implicit evaluations to the extent that this information elicits 

propositional inferences that affirm a new evaluation rather than merely negate an old 

evaluation. 

 

On this view, when subjects learn that Francis West is attempting to save children trapped inside a 

house, they take this new piece of information and combine it with the previously provided negative 
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information, the combination of which serves as the basis for the inference that Francis West is 

good. This inference results in the construction (the authors call it affirmation) of a new associative 

structure, say, FRANCIS-GOOD and it is this structure that drives AMP performance.27 So, in effect, 

Brannon and Gawronski concede that (a) a single piece of information is sufficient to produce a 

dramatic shift in indirect measure performance and (b) that this shift is mediated by a structure that 

is a causally downstream from a propositional inference. What they deny, then, is that the newly 

acquired information does anything to, strictly speaking, alter or change what was learned previously. 

 But how plausible is this explanation? Brannon and Gawronski’s assertion that the APE 

model is consistent with Mann and Ferguson’s findings is, strictly speaking, accurate. Nevertheless, 

the concern raised in our discussion of the diagnosticity effect is once more salient. The APE 

theoretic explanation of the reinterpretation effect assumes that subjects have two distinct Francis 

West-relevant associative structures, the FRANCIS-BAD association that was developed over the 

course of the learning phase at t1 and the FRANCIS-GOOD associative structure formed through 

propositional inference after the presentation of the single piece of information at t2. The critical 

question is which of the two structures should we expect a priori to mediate AMP responses? 

 It is here that proponents of the APE model find themselves faced with a dilemma. Either 

the FRANCIS-BAD or the FRANCIS-GOOD association mediates response. The former possibility, 

given the constraints of the APE model, is an obvious non-starter (which explains why Brannon and 

Gawronski don’t suggest it). Now suppose, for the sake of argument that the latter associative 

structure mediates AMP responding. The difficulty here is that classical associative theories predict 

that, ceteris peribis, the stronger association will mediate AMP responding and there is every reason to 

 
27 Recall that a core assumption of the APE model is that all representations are stored as associations in semantic-
associative memory. Under the right circumstances, when certain associations are active (e.g. FRANCIS-GOOD) they 
either temporarily give rise to, are temporarily transformed into, or are propositional structures to be transformed and 
manipulated by classic propositional processes. 
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think that the stronger association is FRANCIS-BAD. So, why, in this context, is FRANCIS-GOOD in 

the driver’s seat? Two prima facie plausible responses appear to be available.  

 The most obvious reply is that the FRANCIS-GOOD structure is actually more likely to drive 

AMP responses, as it was made more accessible by virtue of the fact that it was association that was 

most recently active. But while there is strong evidence that while accessibility does influence 

indirect task performance, there is little evidence that the effect of accessibility is so powerful that it 

is capable of producing a complete reversal of indirect task performance (see Blair 2001 for review). 

In one highly influential study, Blair and colleagues (Blair, Ma & Lenton 2001) asked subjects to 

vividly imagine a counter-stereotypical exemplar for over five minutes before having them complete 

an indirect measure and discovered a reduction in implicit bias but not an elimination of it. 

Consequently, it is at best unclear whether the relative accessibility of the FRANCIS-GOOD 

association can do the sort of theoretical heavy lifting that is required of it. 

The less obvious possibility appeals, once more, to the process of contextualization. On this 

picture, each associative structure is indexed to features of a particular context and so become active 

only when those features are present. On this assumption, the two associations do not enter into 

competition. The problem here, however, is that this explanation is undermined by Brannon and 

Gawronski’s (2019) own findings. In a conceptual replication of Mann and Ferguson’s studies, 

Brannon and Gawronski explicitly designed their studies to test the hypothesis that the 

reinterpretation effect is a product of contextualization and found, instead, that subjects implicit 

attitudes of Francis West were stable across contexts. The associative perspective, then, appears ill-

equipped to account for the reinterpretation effect.  

 

2.2.2 The Propositional Response 
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 The propositional perspective readily accounts for the reinterpretation effect but struggles to 

account for Gregg and colleagues’ findings, a difficulty that even those friendly to the propositional 

perspective often acknowledge. The propositional perspective has the same set of options available 

here as it does with the rate of change anomaly and runs up against analogous problems. To avoid 

needless repetition, I’ll keep this discussion brief. 

 The propositional theorist might deny that, in this specific context, the chosen indirect tasks 

tell us anything of relevance about subjects’ attitudes toward the two hypothetical social groups, or 

they might deny that subjects’ reported responses track subjects’ actual attitudes toward the two 

social groups. The first option is unsatisfactory because the propositional camp has no principled 

explanation for why certain indirect tasks, in specific contexts, tell us nothing about the content of 

subjects’ implicit attitudes while other indirect measures and in specific contexts are informative. 

In pursuing the second option, there are two paths available. The propositional theorist 

might deny that the mix-up manipulation was believable. On this hypothesis, indirect task 

performance reflects subjects’ true attitudes toward the two social groups and subjects’ reported 

attitudes reflect subjects’ desire to tell experimenters what they want to hear. This hypothesis, 

however, is unsatisfactory on the grounds that a number of follow-up studies report replicate Gregg 

and colleagues’ findings under conditions in which the cover story is more believable (Cone, 

Flaharty, Ferguson 2019). Alternatively, the propositional theorist might maintain that retrieval 

processes activate only a proper subset of the elements constitutive of propositional structures (e.g., 

NIFFITES and BAD), the activation of which will produce behaviors that mimic associative systems. 

This last approach is also unsatisfactory. While this account better coheres with Greggs and 

colleagues’ findings compared to Rydell and McConnell’s findings, without a principled explanation 

of when we ought to expect partial activation to occur and an account of the mechanism that gives 
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rise to this phenomenon, such a move amounts to little more than an ad hoc attempt at theory 

preservation. 

 It is worth mentioning, however, that Mandelbaum’s (2015a) propositional account is better 

positioned to explain these findings than is the standard propositional account owing to the fact that 

Mandelbaum assumes that the mind is fragmented such that not all of an agent’s beliefs are part of 

the same inferentially integrated network. On this view, an agent may hold contradictory beliefs at 

the same time when each belief is stored in a different network. In order to explain why subjects fail 

to reverse their attitudes toward the Niffites and the Laapians after post mix-up revelation, 

Mandelbaum needs to only assume that the newly acquired beliefs about the Niffites and Laapians 

are not stored in the same network as the previously acquired beliefs and it was the previously 

acquired beliefs that drove subjects’ indirect task performance. 

While the assumption that the mind is fragmented is a reasonable one, Mandelbaum 

nowhere attempts to articulate a set of principles that govern the storage of beliefs. Why is it that the 

information provided during the initial conditioning phase is stored in belief network, N1, while the 

information given during the counter-conditioning phase is stored in N2? Similarly, what are the 

principles that govern the retrieval of information from different networks during task performance? 

Why should beliefs stored in N1 come to exert larger influence than beliefs formed in N2? Under 

what conditions should we expect beliefs maintained in N1 to be retrieved for task performance 

rather than beliefs in N2?28 What explains why this information compartmentalization occurs across 

the two learning phases in Greggs and colleagues’ study but not in the analogous conditions of 

Mann and Ferguson’s studies? The primary issue here is not that Mandelbaum offers no determinate 

 
28 To be sure, these questions will arise for any account on which the mind is fragmented including memory systems 
pluralism. But a major difference between the memory systems pluralist account and Mandelbaum’s belief account of 
implicit attitudes is that the empirical investigation of these questions are actually part and parcel of memory systems 
research. Insofar as Mandelbaum is able to answer these questions, it will likely be because he relies on memory systems 
theoretical assumptions and research. 
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answers to these questions; it is that without an appealing to an ongoing generative research 

program like memory systems research, Mandelbaum’s account is simply too conceptually 

impoverished to provide such answers. As is, any resolution of the inferential updating controversy 

that Mandelbaum may offer will either be ad hoc or end up aping the resolution offered by the 

memory systems pluralist. 

 

2.3 The Co-occurrence/Relational Controversy 

 

 The associative theorist assumes that implicit evaluations are associations that track statistical 

co-occurrence that obtain between associative relata. Because associations do not encode the 

specific semantic relationship that obtains between the relata, associative theories generate different 

sets of predictions relative to the propositional view for those cases in which the semantic 

relationship that x bears to y differs in its evaluative implications when compared to x’s merely 

frequently co-occurring with y. Here’s an illustration. Fisherman’s friend lozenges only tend to be 

handy when one suffers from a nasty sore throat. On the assumption that implicit attitudes only 

reflect co-occurrence relations between stimuli, one should not be surprised to find that people 

might have negative implicit attitudes toward Fisherman’s friend lozenges by virtue of the fact that 

they tend to only be present when one is suffering from a sore throat. In other words, their frequent 

co-occurrence comes to be reflected by the initial formation and subsequent strengthening of the 

FISHERMAN’S FRIEND– SORE THROAT associative structure. By contrast, on the assumption that 

implicit attitudes are propositionally structured representations, one can expect people to have 

positive implicit evaluations of Fisherman’s Friend lozenges by virtue of the fact that people who 

tend to have them nearby when suffering from a sore throat recognize that Fisherman’s Friend 

lozenges will soothe a sore throat. In other words, on this view, performance on the relevant indirect 
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task would be mediated by the FISHERMAN’S FRIEND LOZENGES SOOTHE SORE THROATS 

propositional structure. Given, then, that the evaluative implications of the two kinds of 

representational structure differ, such differences should be able to be observed under appropriate 

experimental conditions. For ease of reference, call the sort of effect that the associative view 

predicts a co-occurrence effect and the sort of effect that the propositional view predicts a relational effect. 

By now the reader shouldn’t be at all surprised to learn that there exists a burgeoning 

empirical literature on this topic that has uncovered both co-occurrence and relational effects. The 

earliest studies to pit the associative view’s predictions against those of the propositional view were 

conducted by Moran and Bar Anan (2013) using a novel experimental paradigm. Subjects in their 

studies were told that their task would be to learn about four distinct alien species (A1, A2, A3, A4). 

(Novel stimuli were chosen so as to ensure that subjects’ responses would not be influenced by 

learning that had occurred outside the experimental context). Subjects were told that during each 

trial of the learning phase, the first alien presented would always be the cause of either a pleasant-

sounding melody (+) or a human scream (–) and the second alien shown would end the melody or 

scream. The associative view predicts that subjects will have an implicit preference for either of the 

two alien species that are consistently paired with positive melodies, regardless of whether the 

particular alien species starts the melody or ends it, over either of the two alien species that are 

consistently paired with human screams (again, regardless of the relationship that each species bears 

to the scream). On the other hand, if implicit attitudes are propositions, then we would expect 

subjects to implicitly prefer aliens that stop human screams over aliens that stop pleasant melodies. 

The results of each study lend unambiguous support for the associative perspective. These initial 

findings have since been replicated (Moran, Bar-Anan, Nosek 2017, Moran & Bar-Anan 2020). 

 Relational effects have also been observed and, on at least one occasion, in the same set of 

studies that also report co-occurrence effects. In one influential study, Hu, Gawronski and Balas 
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(2017) developed a novel experimental paradigm that, like the Moran and Bar Anan studies, pitted 

associative predictions against propositional predictions. In this study, subjects were tasked with 

learning about various hypothetical pharmaceuticals. Subjects were told that each pharmaceutical 

either caused a particular positive or negative health-related outcome or prevented a positive or negative 

health related outcome. In each learning trial, subjects were shown a pharmaceutical and were 

explicitly told whether the pharmaceutical causes or prevents the ailment that was subsequently 

presented. The associative view predicts that subjects would have negative implicit attitudes toward 

even those pharmaceuticals that prevent negative health outcomes and positive implicit attitudes 

toward even those pharmaceuticals that prevent positive outcomes. The propositional view, by 

contrast, predicts that subjects would have positive implicit attitudes toward pharmaceuticals that 

prevented negative outcomes and negative attitudes toward pharmaceuticals that prevented positive 

outcomes. The researchers reported that their findings were as the propositional view predicts. It is 

worth pointing out that while this experiment (Experiment 3) produced a relation effect, each of the 

other two studies reported in the same article found co-occurrence effects albeit using a slightly 

modified experimental procedure (Experiments 1 & 2). Lastly, it must also be stressed that several 

more recent studies have uncovered relational effects using a variety of experimental procedures, 

stimuli, and measurement tasks (see Corneille & Stahl 2019 for review). 

 As I dedicate an entire chapter to the relational/co-occurrence controversy (Chapter 6), I 

spare the reader a detailed description of the failures of the associative and propositional 

perspectives to resolve this controversy here. Rather, I’ll merely highlight what I take to be the main 

difficulties with each approach below. 

  

2.3.1 The Associative Response 
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 Gawronski acknowledges that relational effects pose a major theoretical challenge to 

associative theories (see Gawronski & Bodenhausen 2018: 14, Hu et al. 2017). Helpfully, Hu and 

colleagues describe how the dual-process theorist might attempt to accommodate the existence of 

relation effects (ibid: 29-30). I summarize this potential explanation below. 

When subjects are presented with the information that Drug X prevents an eye infection, 

subjects in infer that X is good. This inference produces a novel DRUG X- GOOD associative 

structure in semantic memory. However, because Drug X is repeatedly paired with images of an eye 

infection, subjects also automatically form the association DRUG X- EYE INFECTION and, 

consequently, a DRUG X – BAD associative structure. If we assume that each subject receives the 

information contained in this learning trial several times over the course of the learning phase, 

subjects rehearse the aforementioned propositional inference on each occasion at which they 

encounter this information and that associative structures can be formed by way of inferential 

processes, then subjects may form two, equally strong yet conflicting representations of Drug X. If 

so, then we should expect to find that these structures cancel each other out resulting in the actually 

observed null-effect. 

 There are several concerns with this putative explanation. The first is theoretical and is 

explicitly acknowledged by Hu and colleagues: 

 

However, in the absence of empirical evidence for these additional assumptions, a 

single-process propositional interpretation seems superior, because (a) it requires 

only one auxiliary assumption to explain the current set of findings and (b) this 

auxiliary assumption led to a novel prediction that was empirically confirmed in 

Experiment 3 (see Gawronski & Bodenhausen 2015).  
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In other words, in order to account for Hu and colleagues’ relation effect, the dual process theorist 

must make several theoretically unmotivated modifications to their preferred model. The second is 

that there is, as of yet, no empirical support for the hypothesis that subjects engage in propositional 

inferences on each learning trial. Although we cannot conclude from this that subjects do not 

engage in such propositional inferences, the fact that the propositional inference hypothesis was 

proposed after the fact to account for antecedently unexpected results should make us wary of 

accepting this explanation pending further empirical investigation.  

   

2.3.2 The Propositional Response 

 

 Despite the fact that some dual-process theorists concede that the propositional perspective 

is better positioned to resolve the relational/co-occurrence controversy, I think that they have 

reached this verdict prematurely. While a full discussion of the failures of the propositional 

perspective to resolve this controversy must wait until Chapter 6, we do not need to engage in a 

lengthy discussion to show that the propositional perspective is not as well-suited to resolve this 

controversy as it may seem. 

 First, the propositional perspective does have a hard time accounting for the co-occurrence effect 

observed by Moran and Bar-Anan. The propositional perspective simply has difficulty explaining the 

relational effect observed on self-reported measures but not on indirect task measures. To be sure, 

De Houwer could once again attempt to explain indirect performance in terms of retrieval failure 

(see §4.2.1.2) but such an appeal in this context would carry with it all the same theoretical baggage 

as it did in the context of explaining the incremental effect. Indeed, in this particular context, the 

claim that the constituents of propositional structures could be retrieved associatively does threaten 

to undermine the falsifiability of the propositional perspective in this particular domain. 



 135 

 Second, while Bading and colleagues’ (2019) similarity construction account has explicitly 

been used to show one could explain Moran and Bar-Anan’s findings without appealing to the 

retrieval of associative structures, the similarity construction account is silent on co-occurrence 

effects that emerge on indirect measures other than the IAT. Since Hu and colleagues uncovered a 

co-occurrence effect on Experiments 1 and 2 using the AMP, the similarity construction account 

fails to provide a unified explanation of the target phenomena.  

 

2.4 Summary 

 

 What these three controversies seem to establish is that neither the associative perspective 

nor the propositional perspective gets things quite right. Implicit attitudes really do behave like 

associations in some contexts and propositionally structured representations in others, and neither 

perspective can plausibly explain these patterns. As we are still interested in exploring how much 

mileage one can get from the mental state picture of implicit attitudes, this rules out a retreat to the 

view. So, where should we go from here? Before I argue that memory systems pluralism (MSP) has 

the best prospects for elucidating the data that are at the core of the format problem, it is worth 

considering two more orthodox attempts at resolving these issues. First, we’ll consider Gawronski 

and Bodenhausen’s argument that the debate between propositional theorists and associative 

theorists is not actually a debate of substance. We will then move to consider the view that implicit 

attitudes are sui generis before sketching the memory systems pluralist solution. 

 

3 The Mere Semantics Reply 
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 In the previous section, I alluded to the fact that associative theorists have pursued two 

orthogonal strategies potential in attempting to resolve the format problem. Hitherto, we have only 

scrutinized one such strategy in which the associationist attempts to resolve the format problem by 

explaining how associationism can accommodate the data that most impresses the propositional 

theorist (the direct strategy). I argued that this strategy is a dead end.  

The other strategy involves the rejection of an assumption on which this whole dispute 

between propositional theorists and associative theorists is based (I labeled this the indirect strategy). 

In particular, the associative theorist might deny that the distinction between associations and 

propositions is one of substance, and, instead, affirm that it is a matter of terminological taste 

whether one wants to refer to the states that drive evaluative responses to indirect measures as 

associations or propositions (see Gawronski, Brannon, & Bodenhausen 2017, Gawronski & 

Bodenhausen 2018). The underlying idea is this: if there is no substantive distinction between 

associations and propositions, then it appears as though there can be no substantive dispute between 

whether associations or propositions drive indirect measure performance. Thus, the format problem 

is not one that needs to be resolved; it needs to be dissolved. I call this the mere semantics response. 

 How does the APE theorist (or dual-process theorist) defend the claim that, on their 

preferred model, there is no substantive distinction between associations and propositions? The 

response requires some set up and typically begins with a statement of the orthodox dual-process 

position attitudes are not stored as two distinct types of structure stored in memory. Given the work 

the theoretical import of this hypothesis for the purposes at hand, the passage in which this is most 

clearly articulated by Gawronski and colleagues is worth quoting at length: 

 

Although some theorists assume that people can have two distinct attitudes toward the same 

object stored in memory (e.g., Greenwald & Banaji 1995, Wilson, Lindsey & Schooler 2000), 
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we argue that a duality account based on the distinction between associations and 

propositions as two independent memory structures is theoretically implausible. Such an 

account would imply that propositional statements about states of affairs are stored in a 

manner that does not involve any kind of associative links. Counter to this idea, most 

theories that are based on associative-propositional duality do not assume two distinct 

memory stores for associations and propositions (e.g., Strack & Deutsch 2004). Instead, these 

theories propose a single associative store that provides the basis for propositions about 

states of affairs in the form of patterns of momentarily activated associations. According to 

this view, the distinction between associations and propositions does not describe two 

distinct types of stored knowledge structures in long-term memory, but different states of 

stored knowledge. Associations can be understood as dormant links between nodes that 

constrain the spread of activation within associative networks. Activated patterns of 

associations, in turn, are assumed to provide the basis for momentarily constructed 

propositions about states of affairs. From this perspective, any proposition is based on 

patterns of activated associations; there is no association-independent storage of 

propositional statements in a different part of long-term memory. (Gawronski, Brannon & 

Bodenhausen 2017: 105) 

. 

In this passage, Gawronski and colleagues are particularly interested in explaining how it is 

that one can coherently posit the existence of both associations and propositions while also 

maintaining that all such representations are stored in a single semantic-associative memory store. 

Their first step is to claim that 
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(1) most dual-process models (the APE model included) assume that propositional 

representations and associations are not different types of stored knowledge.29 

 

The obvious question to raise here is how it is possible to deny that associations and propositions 

are different types of representational structure while maintaining that they have radically different 

properties. It is at this point that the authors go on to characterize what they mean by association: 

 

(2) Associations can be understood as dormant links between nodes that constrain the 

spread of activation within associative networks. 

 

The reader might be surprised to have read this given this description of an association is unlike any 

of the descriptions that we have so far encountered. And, indeed, this different use of ‘association’ is 

made apparent when one considers how they characterize propositions:  

 

(3) Activated patterns of associations, in turn, are assumed to provide the basis for 

momentarily constructed propositions about states of affairs. 

 

This characterization is needlessly opaque (e.g., what precisely do they mean when they say that 

associations provide the basis for momentarily activated propositions?). What they should have said, 

given their remarks in the passage under consideration and elsewhere (see Gawronski & 

Bodenhausen 2011), is something like this: 

 
29 The full sentence, of course, goes on to claim that propositions and associations are different states of knowledge but 
the type/state distinction in this context is needlessly (if not hopelessly) obscure, and, in any case, that additional bit is 
irrelevant for our purposes. What matters is simply that the APE model does not assume that propositional 
representations and associations fundamentally different kinds of representation and/or are stored independently.  
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(3*) Propositions are those momentarily activated patterns of associations that represent 

states of affairs. 

 

Compared to 3, 3* has the virtue of stating unambiguously the relationship between associations qua 

dormant links and nodes that contain activation spread and representations that reflect states-of-

affairs. But if propositions just are those patterns of active associations that represent states of 

affairs, then how ought we characterize those associations that the APE theorist routinely posit to 

explain, say, IAT performance? A core commitment of the APE model, recall, is that mere associations 

causally mediate performance on indirect measures of attitude. And nowhere in the passage that 

we’ve been unpacking do we find a characterization of mere association. While imprecise, we can 

capture the notion of the mere association given the framework articulated in the following: 

 

(4) A mere association is a momentarily activated pattern of associations that are formed, 

updated, and activated exclusively according to paradigmatic associative principles. 

 

One virtue of this proposal is that it helps to sharpen the claim that associations and propositions 

are not different types of representation. To say that they belong to the same type or do not need to 

be stored separately is just to say that both propositions and mere associations are patterns of 

activation in an associative network with different sets of properties.  

 So, how do we get from here to the claim that the distinction between associations and 

propositions, from the perspective of the APE model, is not substantive? In their response to the 

objection that 3* is false on the grounds that no actually existing associative network is capable of 
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accurately representing relations between objects and events the same way that humans do, 

Gawronski and colleagues say the following: 

 

We argue that this rejection is based on a very narrow interpretation of associative 

representations that reduces them to primitive links between two concept nodes. 

After all, multi-layer connectionist models involving both excitatory and inhibitory 

links are perfectly able to represent complex relations between objects and events 

(e.g., McClelland et al. 1995). Such models often include a hierarchical structure, in 

that activated concepts at higher levels specify the relation between activated 

concepts at lower levels. Mental representations of this kind could be described as 

propositional, because they capture relational information. Alternatively, they could be 

described as associative, because they are based on associative links between nodes. 

From this perspective, the preferred label becomes a matter of terminological taste rather than genuine 

theoretical disagreement. (emphasis added) (Gawronski, Brannon & Bodenhausen 2017: 

106) 

 

If one grants that a connectionist architecture can represent complex relations between objects and 

events and that that connectionist networks are a special case of associationist network, then it is a 

matter of mere convention (they call it terminological taste) should one chooses to describe the 

patterns of activation that represent states of affairs as propositions or associations. And so, the 

mere semantic reply goes, if there is no substantive distinction to be drawn between associations and 

propositions on the APE model, then the format problem simply does not arise for the APE model 

since the format problem presupposes a difference between implicit attitudes qua associations and 

implicit attitudes qua propositions. 
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  With the view laid out in full, it doesn’t take much work to show that the mere semantics 

reply fails to dissolve the format problem even if one assumes, with the APE theorist, that 

propositions just are patterns of activations in an associationist network. Simply put, the format 

problem arises once more if instead of focusing on the representational structure we focus on 

classes of activation patterns in the connectionist network. A core assumption of the APE model is 

that mere associations drive performance across a wide range of indirect measures. But, contra the 

APE model, the evidence canvassed in the previous section provides strong support for the view 

that propositions drive performance on indirect measures. This is the case even if one supposes with 

the APE theorist that all propositions are momentarily activated patterns of associations in a 

connectionist network. In other words, the format problem can now be reframed as a problem of 

which of the two classes of patterns of activated associations drives indirect measure performance. 

The APE model assumes that the patterns of activation that capture mere association explains 

indirect measure performance, whereas its detractors can simply claim that the patterns of activation 

that represent propositions best explain indirect performance. Now, as I have argued at length, both 

camps are wrong in their assertions. But the problem arises for the APE theorist all the same, albeit 

under a different guise. And if this is the case and the APE model fails to accommodate the data that 

impresses the propositional theorist, then the APE model seems incapable to resolving the format 

problem under any of its guises. 

 Before moving on, there are a pair of important lesson to be drawn from this discussion. I 

have hitherto framed the problem that we have been addressing as one about the internal structure 

of those representations that drive indirect task performance: associative theorists claim that all 

implicit attitudes are associative structures and propositional theorists claim that all implicit attitudes 

are propositional structures but since the best available evidence undermines both views, then 

neither perspective gets things right. What this discussion shows is that one cannot dodge these 
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empirical bullets simply by adopting a model on which mere associations and propositions are 

differently realized in the same underlying architecture. This lesson generalizes: no matter how one 

thinks that we actually represent states-of-affairs (whether one be a language of thought theorist, a 

monist, or a connectionist), if one wants to give an account of implicit attitudes, then one has to 

have a story to tell about why implicit attitudes sometimes behave as though they are mere 

associations and sometimes as though they express and are sensitive to states of affairs, that is 

behave as though they are propositional structures or beliefs. So, the format problem should not be 

regarded as fundamentally one over the internal structure of stored representations despite this 

being the most common framing. 

 The second lesson is that even if one can develop a connectionist model that can (a) fully 

represent states of affairs while also (b) encoding mere associations, there is no guarantee that such a 

connectionist model will end up being equivalent, in relevant respects to the APE model. Moreover, 

as the most viable connectionist architectures do assume the existence of multiple memory systems 

(see O’reilly & Munakata 2000), we are left with little reason to think that an APE model framed as a 

connectionist model will fare any better than the standard associationist APE model with respect to 

resolving the format problem. 

  

4 The Sui Generis Perspective 

  

 We have hitherto assumed that implicit attitudes are either mere associations or 

propositionally structured representations, which are the two dominant theoretical perspectives of 

working social psychologists. However, several philosophers have rejected the 

associative/propositional dichotomy in favor of a view on which implicit attitudes are sui generis 
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(SG). While there are several such views (see Brownstein 2018, Gendler 2008, Levy 2014), this 

section will focus exclusively on Brownstein’s SG account of implicit attitudes.30 

 Before turning to Brownstein’s account, the claim that implicit attitudes are sui generis 

requires some explication. What does the claim that implicit attitudes are sui generis amount to? On 

one proposal, some class of mental states, m, are sui generis if m is not recognized by common-sense, 

or folk, psychology (see Levy 2014). While there may be some theoretical projects for which this 

standard is legitimate, the present project is not one of them. This standard is much too liberal, as 

too many theories of implicit attitude would likely count as SG-theories on this proposal (e.g., 

Mandelbaum’s view on which implicit attitudes are a species of belief that lack many of the features 

deemed essential on the ordinary conception of belief). It mystifies more than it elucidates.  

 Instead, I propose the following: Implicit attitudes are sui generis if implicit attitudes are a kind 

of mental state not currently recognized, or posited, by any of the other empirically well-confirmed 

or thriving disciplines in cognitive science. The standard, then, for the introduction of a novel 

mental kind are demanding but not unfairly so. For instance, this standard does not require that 

some putative novel mental kind be countenanced amongst the kinds of mental state that are to be 

featured in the “final theory” of mind. This proposal also has the virtue of being consistent with the 

way that Brownstein understands his proposal that implicit attitudes are an SG-kind: 

 

While I’ll argue that implicit attitudes are sui generis, I don’t mean to suggest that 

I’ve discovered anything radically new about the mind or am positing a category that 

 
30 There are a few reasons for this. First, Levy maintains that implicit attitudes are propositional structures that are not 
beliefs. He calls them patchy endorsements. Patchy endorsements are belief-like insofar as implicit attitudes are propositional 
structures but lack the functional properties characteristic of beliefs (e.g., inferential promiscuity). But on my 
characterization of the propositional perspective, Levy’s account is best thought of as a type of propositional view. As 
for Gendler’s alief theory of implicit attitudes, all of the problems that I raise below for Brownstein’s FTBA account of 
implicit attitudes are problems for Gendler’s alief account, thus there is no reason to belabor the discussion by 
addressing them both. 
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must be included in a “final theory” of the mind. The history of Western philosophy 

is suffused with discussion of the relationship between, on the one hand, animal 

spirits, appetite, passion, association, habit, and spontaneity and, on the other hand, 

reason deliberation, reflection, belief, and judgement. But they fit naturally within 

this long history of dichotomous ways of thinking of the mind and represent, inter 

alia, a proposal for understanding key commonalities among the phenomena 

variously called passion, habit, and so on. (Brownstein 2018: 65) 

 

Lastly, the proposal on offer implies that conferring SG status to implicit attitudes is warranted if 

there is some set of characteristics or properties that implicit attitudes have in common such that are 

not had by any other of the more ordinary mental kinds that cognitive science already traffics in. 

This additional feature of my proposal ensures that the introduction of a genuine SG-kind will not 

be a simple relabeling of some entity or collection of disparate entities that are already posited by our 

most well-confirmed cognitive scientific theories. With the preliminaries out of the way, let’s now 

examine Brownstein’s account. 

 

4.1 Brownstein’s FTBA Theory of Implicit Attitudes 

 

 Brownstein conceives of implicit attitudes as a sort of spontaneous inclination. According to 

Brownstein spontaneous inclinations, as opposed to the kinds of states that issue from deliberative 

reflection, have four key components.  

 

These are (1) noticing a salient Feature in the ambient environment; (2) feeling an 

immediate, directed, and affective Tension; (3) reacting Behaviorally; and (4) moving 
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toward Alleviation of that tension in such a way that one’s spontaneous reactions 

can improve over time. Noticing a salient feature (F), in other words, sets a relatively 

automatic process in motion, involving co-activating particular feelings (T) and 

behaviors (B) that either will or will not diminish over time (A), depending on the 

success of the action. This temporal interplay of FTBA relata is dynamic, in the sense 

that every component of the system affects, and is affected by, every other 

component. Crucially, this dynamic process involves adjustments on the basis of 

feedback, such that agents’ FTBA reactions can improve over time. (Brownstein 

2018: 31) 

 

To illustrate, imagine that Smith is walking down a sidewalk late one night in an urban setting and 

encounter a person of color approaching. Smith might (a) notice the race of this individual (F), 

which activates feelings of fear (T) and an avoidance response causing Smith to cross the street in 

order to avoid crossing paths with this individual (B). The activated behavioral response will in turn 

either succeed in or fail in alleviating Smith’s feelings of fear (A). Importantly, if the activated 

behavioral routine succeeds in alleviating Smith’s fear response, Smith is more likely to engage this 

behavioral routine under similar conditions. If, on the other hand, the behavior does not alleviate 

Smith’s fear response, then Smith may or may not have this spontaneous inclination to cross the 

street in the future. Because spontaneous inclinations can update in response to newly acquired 

information in this way, Brownstein conceives of spontaneous inclinations as intelligent. 

 Brownstein conceives of implicit attitudes as associations with FTBA relata, which is not to 

say that implicit attitudes are mere associations between concepts stored in long term memory (a la 

Gawronski & Bodenhausen 2006, 2009). States with FTBA relata are associative in the sense that 

tokening of a feature representation co-activates affective responses, and motor routines that “aim” 
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at alleviating the affective responses analogous, but not identical, to the way that thoughts of salt co-

activate thoughts of pepper. That is, “when an FTBA is set off, a ‘spread’ of automatic activation 

always occurs” (Brownstein 2018: 92) in a manner analogous to the spread of activation that occurs 

when tokening one’s concept SALT results in the co-activation of one’s PEPPER concept. So while 

these states are associative, they are not mere associations as they are assumed to update in ways that 

mere associations do not (e.g., by being sensitive to the contents of other representations and by 

being prone to change in ways that suggest inferential updating a la Mann & Ferguson (2015)). 

With that said, implicit attitudes cannot properly be treated as either beliefs or propositional 

representations either. After all, while the A component of an FTBA state allows an FTBA state to 

update in non-associative ways in response to changes in the environment or one’s orientation, the 

fact that the “spread” of activation is automatic “helps to explain why these states do not take part 

in the inferential processes definitive of states like beliefs” (Brownstein 2018: 94). In other words, 

Brownstein assumes that beliefs are defined by their functional properties, properties which states 

with FTBA relata lack due to the automatic nature of the associative spread that binds the four 

components.  

One might wonder what reason Brownstein provides for his claim, which he insists on in 

various places, that states with FTBA-relata are a unified, mental-kind (Brownstein 2018, Madva & 

Brownstein 2017). Why explain the data by appealing to FTBA-shaped lumps (cf. Nagel’s (2012) 

“lumpiness” objection to Gendler’s alief theory)? Brownstein’s response to this question is obscure. 

The thought appears to be that because the tokening of an implicit attitude always (allegedly) involves 

a representation of a feature (F), a an affective experience (T), an activation of either a behavior or a 

motor routine (B) and either a diminishing or not of that affective experience (A), this fact alone 

justifies our treating implicit attitudes as a type of mental state with these components. To be sure, 

while one might be able to swap out, say, one type of behavioral response for another (e.g., when 
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attempting to quit smoking, one might reach for a pen to place between one’s lips rather than a 

cigarette), Brownstein alleges that an implicit attitude qua spontaneous inclination always involves the 

co-activation of some feature, with some felt tension, with some behavioral response, and with some 

feeling of alleviation or not (Brownstein 2018: 94).  

 Brownstein conceives of states with FTBA components as being the “conceptual cousins” 

of Gendler’s aliefs. According to Gendler (2008), an alief is a sui generis mental state that is associative, 

automatic in its activation, affective, and arational. This explains why, in her classic example, an 

individual afraid of heights that steps foot on a sturdy, glass structure that hangs over the Grand 

Canyon may automatically feel a sense of fear, begin to tremble, and want to retreat even though she 

knows full well that the structure is safe. The crucial difference between an alief and a state with 

FTBA components, according to Brownstein, is that without the alleviation component, Gendler 

cannot explain why implicit attitudes is sometimes sensitive to reasons in ways that seem intelligent, 

which allows one to hone one’s implicit attitudes so that they can over time become more 

harmonious with one’s explicit beliefs and goals (Brownstein 2018: 91). In other words, one 

wouldn’t be too far off the mark were one to treat Brownstein’s FTBA account of implicit attitudes 

as a modification of Gendler’s alief view (which, explains why we are only concerning ourselves with 

Brownstein’s view in this section; see fn30). 

 Finally, if there are mental states with FTBA components, they would satisfy the desiderata 

articulated above for treating a state as sui generis. After all, on Brownstein’s view, implicit attitudes 

have properties characteristic of both associations and beliefs while being reducible to neither. 

Moreover, it really is the case that our best theories of cognitive science do not recognize (explicitly, 

anyway) these, as Madva and Brownstein call them, “semantic-affective-behavioral clusters” (2018: 

19). 
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4.2 Rejecting Brownstein’s Account 

  

 Brownstein’s FTBA account of implicit attitudes ought to be rejected on several grounds. 

First, it doesn’t solve the format problem. Second, it falls victim to Carruthers’ ontological opacity 

objection. Third, Brownstein makes no attempt at describing how these various disparate 

components come to be inextricably linked in a type-identifying manner. Fourth, the best available 

data suggests that FTBA relata are dissociable and that there are relatively well understood 

mechanisms that explain why this is so. And finally, Brownstein’s account is both wildly 

unconservative and unparsimonious in light of these other considerations. I’ll develop each 

objection in turn. 

The-fails-to-solve-the-format-problem objection. Despite the fact that Brownstein motivates his 

FTBA account of implicit attitudes by pointing to the failures of extant perspectives to solve the 

format problem, Brownstein makes no attempt at using his account to resolve the format problem. 

Perhaps this is the case because Brownstein assumes that such failures serve to rule out all of the 

relevant alternatives to his account. If so, then this tacit assumption is false on the grounds that he 

fails to take seriously the memory systems pluralist account of implicit attitudes.31 In any case, should 

we be interested in fashioning a response to the format problem from the FTBA account on 

Brownstein’s behalf, it is far from obvious as to how one ought to accomplish this. What, for 

instance, about his account allows us to predict, much less explain in a post hoc fashion, why it is 

that co-occurrence effects are observed in Moran and Bar-Anan’s (2013) studies but a relation effect 

is observed in one of Hu and colleagues’ pharmaceutical studies? Simply asserting that FTBA 

 
31 Though, presumably, Madva and Brownstein (2018) would take issue with this claim as they devote an entire paper to 
criticizing so-called two-type theories of implicit attitude, which they claim are entailed by Amodio and colleagues (Amodio 
& Ratner 2011) multiple memory systems account of attitudes. Whether or not Madva and Brownstein fairly characterize 
Amodio’s position, the two-type picture that they criticize is fundamentally different from the version of pluralism that I 
defend. 
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components have some of the properties of associations and some of the properties of beliefs does 

not make for an illuminating explanation. The problem, in other words, is two-fold: First, after 

Brownstein draws various lessons from the format problem in motivating his FTBA account of 

implicit attitudes, he never attempts to circle back on the data that motivates his account to show 

how his theory resolves the various issues; second, even if one were to attempt to do so, the account 

is too underdeveloped to account for the data. Presumably, the latter explains the former. 

 When outlining the associative perspective, recall that I considered and rejected a view 

according to which implicit attitudes are associations between lexical concepts and affective states 

on the grounds that the view is ontologically opaque. Here’s how Carruthers (2017) expresses the 

objection: 

 

Madva and Brownstein (2017) argue against a dissociation between cognitive and 

affective attitudes, however. They claim that all implicit attitudes are clusters of 

semantic-affective associations, thus defending a position quite close to that of the 

APE model of Gawronski and Bodenhausen (2006). […] [T]he ontological status of 

these postulated clusters is opaque. How does a semantic representation associate 

with an affective state, or vice versa? One semantic-representation can associate with 

another, since both are stored representations that can become linked in such a way 

that activating the one will activate the other. But how does a concept associate with 

a feeling? Affective states are the outputs of evaluative processes, not stored 

representations of any kind. (Carruthers 2017: 69) 

 

To be sure, Madva and Brownstein might attempt to get around this objection by denying that there 

are any cold cognitive states–– all states are affectively laden. Further, if all affective states also have 
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representational contents, then perhaps this might be sufficient to strip this objection of its force. I 

am skeptical that endorsing this highly controversial position will be enough to stave off the 

ontological opacity objection given that the neural networks that produce paradigmatically cold 

representational states are largely distinct and dissociable from those that produce affective states. 

But even if this were so, Carruthers’ passage hints at a response in the form of a second objection. 

There is actually a second objection this implicit in this passage and the objection is this: 

even if a sensible response to the ontological opacity objection can be provided, by means of what 

mechanism does a semantic representation come to be associatively linked with an affective state? 

Brownstein makes no attempt to describe the causal mechanism by which these disparate states 

come to be associatively linked. Brownstein merely points out that these states regularly cluster 

together and infers from this that these disparate states are so tightly bound together that they 

constitute a sui generis mental kind. Call this the linking-mechanism objection.  

 Fourth, Brownstein has not sufficiently motivated his claim that the explananda of implicit 

attitude research is best explained by positing the existence of FTBA-shaped lumps. The concern is 

that even if one were to grant that the tokening of any implicit attitude always involves the type-

identifying spread of activation described above, this need not be explained by positing the existence 

of a kind of mental state over and above those states and processes characterized by each individual 

component. Why treat each of these as components of a single unified mental state as opposed to 

treating each component as a dissociable state arising from distinct cognitive/affective mechanisms? 

This latter position, after all, is how memory systems pluralist account of implicit attitudes might 

treat each of these components (see Chapter 6). This worry is made more pronounced by the fact 

that Brownstein concedes that these different components of implicit attitudes may be grounded in 

the operations of functionally distinct brain networks, each of which can be conceived of as “self-

standing systems” (Madva & Brownstein 2017).  
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The parsimony objection, then, is this: our best cognitive scientific theories posit the existence of 

various dissociable neural systems, some of which are directly relevant to explaining (i) how one 

comes to assign significance to features in one’s ambient environment, (ii) comes to affectively 

respond to those features, (iii) why one behaves in such and such ways in response to those features, 

and (iv) and why sometimes behaviors diminish, or fail to diminish, one’s affective responses after 

behaving in such and such way. The successes of these theories, moreover, do not in any way 

depend on our having to posit the existence of a sui generis, unified FTBA-state. So, the introduction 

of such a state serves to increase the number of theoretical posits without also increasing our 

explanatory power. 

On the parsimony objection, Madva and Brownstein do have something of a response 

available to them. It’s worth producing the passage in which they consider the possibility that self-

standing neural systems may give rise to each FTBA components in its entirety: 

 

Our one-type model opposes quasi-phrenological efforts to isolate the specific brain 

regions that subserve specific types of mental state. Of course, we do not deny that 

there are meaningful differentiations between brain networks, nor that these 

networks can in some respects be thought of as self-standing systems. Suppose that, 

during the shooter bias task, perceiving a black man activates semantic associations 

with criminality and guns, affective responses of danger, perceptual and attentional 

biases to detect signs of threat, and motor preparations for fight-or-flight (Correll et 

al. 2015). This co-activating effect can occur “within” as well as “between” different 

networks. In other words, at different levels of explanation, the brain can rightly be described as 

composed of several subsystems, as a unified system unto itself, and as one component of a larger 

bodily- environmental system. A single semantic network model at a higher-psychological level is 
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consistent with a multi-system model at a lower-neural level. (emphasis added) (Madva & 

Brownstein 2018: 631-632) 

 

The suggestion here seems to be that MSP theory and Brownstein’s FTBA account are operating at 

different levels of explanation. Madva and Brownstein seem inclined to treat a view like memory 

systems pluralism as offering a theory about how psychological states with FTBA relata are realized 

at a neurological level. Call this the levels reply. 

 The levels reply is unconvincing. Any view that adopts the memory systems pluralist 

perspective is committed to providing mechanistic explanations of implicit attitude relevant 

phenomena and mechanistic explanations span levels. Thus, it would be at best misleading and at 

worst false to describe the explanations provided by Amodio’s multiple memory systems account of 

social cognition (MMS-SC) as being at the neurological level. Moreover, memory systems pluralism 

could be regarded as a model of how FTBA states are implemented at the neural level only if 

memory systems pluralism and the FTBA account do not differ in their predictions with respect to 

how implicit attitudes behave. But not only do the two accounts make different predictions, memory 

systems pluralism’s predictions are better supported by the available data in the way described in the 

objection below.  

Finally, one can, and should, at least challenge Brownstein’s contention that implicit attitudes 

always involve co-activating FTBA relata. There is ample empirical evidence, much of which will be 

canvassed over the next two chapters, that these putatively co-activating components can and, more 

importantly, do come apart. In other words, the claims that Madva and Brownstein articulate in the 

passage below are false. 
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A fundamental feature of implicit mental states is co- activation[…]Which particular 

associations are activated in any given context varies in ways we begin to explain 

below, but that a “spread” of activation occurs does not vary. 

 

With that said, we’ll postpone further discussion of the matter until we have more fully articulated 

the memory systems pluralist response to the format problem. 

 

5 The Format Problem and MSP 

  

 The vast majority of this chapter has been dedicated to using the format problem to show 

what implicit attitudes are not. Categorically speaking, they are neither associations, propositionally 

structured representations, nor some novel sui generis mental kind. One possibility that we have not 

yet considered fully considered is that of memory systems pluralism. I will now briefly describe how 

a memory systems pluralist should approach the format problem, before sketching the argument 

that will be fleshed out and defended over the course of the next two chapters (Chapters 5 & 6). 

 Memory systems pluralism, recall, denies that implicit attitudes are a unified mental kind. 

Rather, there are many kinds of implicit attitude and each kind is subserved by a distinct memory 

system. Of the memory systems that I had characterized in Chapter 3, each was described as 

operating over a particular kind of associative structure. One might thereby expect me to develop a 

solution to the format problem that weds the associative perspective with a memory systems 

pluralist architecture. This is not the approach that that I’ll be taking. Rather, the tacit assumption, 

hitherto made by all parties to the present controversy, that all implicit attitudes are of the same 

representational format. Positively stated, the working hypothesis is that some types of implicit 
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attitudes are to be modeled associatively while some are to be modeled propositionally.32 Thus, this 

approach is pluralist not only with respect to the types of implicit attitude we need to posit in order 

to account for the relevant data but also with respect to representational format. For short, we’ll 

refer to this view as format pluralism. 

 Motivating the position that this brand of memory systems pluralism has the best prospects 

of the available theories of resolving the format problem in a satisfactory manner requires that I 

make plausible the claims that (a) our most successful models of memory in cognitive neuroscience 

are already committed to the existence of some memory systems that traffic in associations and 

some that traffic in propositions, (b) some propositional memory systems have the properties 

necessary to influence evaluative responses on a wide range of indirect measures, and (c) appealing 

to the joint operations of these systems not only helps us to account for the various controversies 

that constitute the format problem in a non-trivial and illuminating manner but also generates a 

number of novel predictions that could successfully guide future empirical research. The first claim 

needs must be defended to assuage concerns about this being an ad hoc solution to the format 

problem. Defending the second of the three claims is needed to push back against dual-process 

theoretical concerns that propositional states and processes lack the functional properties necessary 

to influence evaluative responses to implicit measures. The defenses of these first two claims are 

staged in Chapter 5. And third claim requires defense lest memory systems pluralism make itself 

vulnerable to the same kinds of complaints that I had just leveled against Brownstein–– namely, that 

 
32 It is important to emphasize that one reason that this possibility has not been explored is that social psychologists 
have by and large been reluctant to posit the existence of more than one memory system (see Chapter 2. even when this 
restriction is relaxed by dual-systems theorists (see Smith & DeCoster 2007, Rydell & McConnell 2006), such theorists 
tend to be reluctant to posit more than one memory system at either the implicit level or the explicit level. The very 
possibility that more than one learning system could be driving evaluative responses to indirect measures has been 
crowded out conceptually by these prior theoretically commitments. Chapters 2 and 3 gave us independent reason to 
reject the single memory system hypothesis. And A stronger case will be made against the dual-systems theoretic 
assumption in Chapter 5. 
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memory systems pluralism is in principle consistent with the patterns of results without helping to 

illuminate them in a theoretically satisfying manner. This will be the topic of Chapter 6. 
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CHAPTER 5 
 

PROPOSITIONAL MEMORY SYSTEMS AND IMPLICIT COGNITION 
 

  

The type of MSP theoretical resolution to the format problem that I favor posits that 

propositional structures and processes, subserved by memory systems that traffic in these states and 

processes, and associative states and processes, subserved by associative memory systems, jointly 

contribute to indirect task performance. The view that implicit attitudes are heterogeneous with 

respect to representational format is a view that I call format pluralism. Though MSP format pluralism 

breaks decisively from social psychological orthodoxy in several important respects (some of which 

are further explored in this chapter), the previous chapter motivated this solution primarily by 

showing that all other attempts to solve the format problem fail to do so. 

 However, the theoretical groundwork for a format pluralist solution to the format problem 

has not yet been laid in its entirety. A major concern is that one of the most influential memory 

systems models, viz. Squire and Zola-Morgan’s (1996) medial temporal lobe (MTL) model, assumes that 

all states and processes deserving to be called implicit are associative. In other words, the MTL model 

assumes a type of format monism with respect to implicit attitudes. Because the MTL model is 

consistent with MSP theory (see the relevant discussion in Chapter 3), it follows that establishing the 

superiority of MSP over its competitors alone does not guarantee a resolution to the format problem 

if, indeed, format pluralism is necessary for its resolution. What is left to be shown, then, is that we 

have good reason to prefer the format pluralist friendly memory systems models over the format 

pluralist unfriendly models. This stands as the primary goal of this chapter. 
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 It turns out that on route to satisfying the primary goal of this chapter, we will have also 

satisfied a secondary goal of this chapter. One dogma of dual-process typology (DPT) is that 

propositional states and processes lack the characteristics necessary to directly influence performance 

on the various indirect measures that are commonly used in social and cognitive psychology. It turns 

out that the same well established empirical results that undermine the MTL model also undermine 

this dogma. In making this case, which is a secondary goal of this chapter, we’ll have therefore 

defused a pressing potential objection to format pluralism.  

 The chapter is structured as follows. First, I briefly reintroduce the MTL model, highlighting 

those assumptions that most directly challenge the format pluralism. I also elaborate on the 

connection between the primary goal of this chapter with the secondary goal (§5.1). I then introduce 

two format pluralist friendly memory systems models and argue that each model accounts for a body 

of empirical research that the MTL model cannot accommodate (§§5.2-5.3). The chapter concludes 

with a brief description of two important limitations of this discussion with respect to the 

development of a solution to the format problem (§5.4). 

 

1 The Medial Temporal Lobe Model and Implicit Cognition 

  

Back in Chapter 3, I introduced Squire and Zola-Morgan’s (1991) medial temporal lobe (MTL) 

model with the goal of illustrating how it can help us make sense of the claim, which is at the core of 

the MSP explanatory project, that there are many species of implicit attitude. However, one might 

recall that the various types of implicit attitude documented in that chapter are all explicable in terms 

of associative states and processes (that is, from the MSP perspective, the MTL model assumes 

format monism). Recall that the MTL model assumes a taxonomy on which there are, 

fundamentally, two types of memory system (see Figure 3; 68). There is a single explicit memory 
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system, which is composed of two highly interdependent subsystems, viz. episodic memory and 

semantic memory. Generally speaking, and in line with standard DPT assumptions, it is assumed 

that this explicit (declarative) memory system implements propositional states and processes. The 

MTL model also assumes the existence of several independent implicit memory systems each of 

which is capable of operating in parallel to both the other implicit memory systems and the explicit 

memory system. As all memory systems that collectively constitute implicit memory operate over 

associative structures in accordance with associative principles, it follows that the MTL model 

assumes that all implicit cognitive states and processes are associative states and processes.33 

The MTL model, so understood, poses a challenge to the development of a plausible MSP 

format pluralist solution to the format problem. While the format pluralist solution, strictly speaking, 

takes no stance on the questions of how many types of memory systems there are or whether there 

are any memory systems such that they operate exclusively in an explicit mode or an implicit mode, 

format pluralism is nevertheless incompatible with the MTL model’s assumption that all implicit 

cognitive phenomena are best modeled associatively. Having recognized all of this, in making the 

world safe for format pluralist theorizing, it is not enough to merely show that the MTL model gets 

things wrong; it must specifically show that it gets things wrong because it falsely assumes it that 

propositional memory systems never traffic in states and processes that have the properties widely 

assumed to be characteristic of implicit states and processes. 

Let’s bracket for a moment the thorny question of which properties are the implicit ones and 

focus, instead, on outlining the general strategy that I will pursue in challenging the MTL model in a 

way that supports format pluralism. The strategy is this: the MTL model predicts that sustained and 

careful empirical investigation will fail to uncover implicit cognitive effects that could plausibly be 

 
33 Note that the implicit memory systems do not depend on the integrity of the medial temporal lobe. The model is 
named, then, for the region of the brain on which explicit memory depends. 
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attributed to the operations of episodic or semantic memory. However, I set out to show that such 

investigation has uncovered such effects. Therefore, the MTL model falsely assumes that 

propositional memory systems have no direct causal role to play in the production of implicit 

cognitive phenomena. Moreover, since the memory systems models that were most instrumental in 

the discovery of these effects and also critical in accounting for them are format pluralist friendly, it 

is not unreasonable to suspect that any empirically adequate memory systems model can be given a 

format pluralist gloss.34 Finally, note that to the extent the strategy that I just outlined succeeds in 

these aims, I will also have satisfied the secondary goal of undermining the DPT dogma that only 

associative states and processes directly contribute to indirect measure performance. 

Before considering two of the MTL model’s chief rivals and the evidence that each cites in 

its favor, let’s briefly return to the question just set aside of which properties are those that are widely 

assumed to be characteristic of implicit cognition. What makes this question thorny is that there is 

no universally agreed criteria to appeal to. While nearly everyone agrees that what Bargh (1994) has 

famously called the four horsemen of automaticity play an important role in carving out the implicit states 

(and/or processes) from the explicit ones, there is little agreement as to which of for properties a 

state must possess or how many it must possess for it to be considered truly implicit.35 Indeed, the 

proposals that have historically received the most support are nonstarters on the pain of being either 

too strong or too weak.  

 
34 If this conclusion feels like it was arrived at too hastily, it is important to recognize that, for reasons to be provided as 
we move through the discussion, semantic and episodic memory systems are paradigmatically propositional. In any case, 
insofar as there are any propositional memory systems, these will be counted amongst their ranks. And since I will be 
adopting a defensible conception of what should count as an implicit cognitive state or process, this is not an 
unreasonable conclusion to reach. 
35 The four horsemen (or key features) relevant to classifying a state or process as automatic are awareness, intentionality, 
efficiency, and control. One lacks awareness of a state or process if either the individual lacks awareness of the contents 
of the state, lacks awareness of the processes that generated the state, or lacks awareness of how the state influences 
behavior. A state is unintentional if the state’s activation does not depend on agential intent. A state or process is 
inefficient if the state is incapable of influencing behavior under conditions of high cognitive load. And a state is 
uncontrollable if one cannot inhibit it after it has been activated or one cannot prevent it from manifesting in behavior. 
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Here’s an example of a view that’s too strong: a state is implicit if and only if the agent (a) 

lacks introspective access to its contents, (b) has little to no control over its activation or retrieval 

from memory, (c) is unable to inhibit or stop either its activation or its effects on behaviors upon 

activation, and (d) can be retrieved even under conditions of high cognitive load. While this is the 

classic DPT stance, even the most ardent contemporary proponents of DPT have gone to great 

lengths to distance themselves from this view and for good reason: if one’s goal is to provide an 

exhaustive taxonomy on which all cognitive processes are of one type or the other, then the classic 

DPT position fails on the grounds that even the paradigmatically implicit states and processes 

generally fail to satisfy all four conjuncts (for discussion, see Pennycook et al. 2018). 

Other proposals are too weak. Consider the position according to which a state is implicit if 

and only if it satisfies one or more of the conjuncts just stated. This view, as Bargh (1994) stresses in 

his classic paper, fails to exclude putative explicit processes from counting as implicit. To make 

matters worse, an upshot of this disjunctive approach is that the same state or processes can count 

as implicit by satisfying one of the disjuncts and explicit by virtue of failing to satisfy another. 

In an attempt to strike a middle ground between the two proposals in a way that avoids the 

pitfalls of both, contemporary DPT theorists tend to embrace what some have called a defining feature 

and typical correlates (DFTC) approach. The general idea behind the approach is this: one begins by 

selecting a pair of mutually exclusive features that are used to categorize any given mental state 

and/or process, thereby avoiding the internal consistency problem by guaranteeing that the same 

state/process will be such that it fails to possess both properties, and proceeds to identify a set of 

features that (putatively) serve as typical correlates of each respective defining feature, which ensures 

that each category is both robust enough to be scientifically interesting and weak enough to insulate 

it (not necessarily unfairly) from falsification. To provide just one example, one might define all 

states/processes as either being propositional or associative, and then claim that associative 
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processes are such that they are typically, but not always, unintentional, unconscious, uncontrollable, 

and efficient. The upshot is that any successful critique of an account of this sort requires that one 

either show that (a) the defining features aren’t actually mutually exclusive or exhaustive, or (b) the 

features selected as typical correlates fail to correlate with the corresponding defining feature in 

across a wide enough of expected conditions.  

Though there are a number of objections that can and have been raised against this sort of 

approach to DPT theorizing, a thorough exploration of each critique will take us too far off the 

main path. Having said that, it must be stressed that, for the purpose of the project at hand–– that is, 

for the purpose of identifying propositional states and processes that relevant to accounting for 

some implicit cognitive phenomenon––- the defining features and typical correlates approach is of 

little use. Two of the reasons for this are worth briefly discussing. First, even amongst contemporary 

DPT theorists, there is little agreement as to which are the defining features and correlates of implicit 

cognitive states and processes, and so the question of which are the properties diagnostic of implicit 

cognition has not been resolved. As such, the states and processes identified in the discussion that 

follows may count as implicit/explicit on one such proposal but not another, placing us right back in 

our original position of having to (fruitlessly) engage in a debate over which states and processes are 

really the implicit/explicit ones. 

To illustrate the second concern, suppose we were to settle on a particular view on which all 

implicit states and processes are associative, and the four horsemen (or some subset thereof) serve 

as the typical correlates. Now let us suppose that we observe that some propositional state or 

process such that it possesses all such features. Will we have thereby shown that some propositional 

states or processes ought to be classified as implicit states or processes? The answer seems to be no, 

as the proponent of this approach could simply dig in one’s heels and claim that any putative 

instance of propositional implicit cognition is actually an atypical case of explicit cognition. The 
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fundamental problem, then, seems to be that without precisely specifying the conditions under 

which the states and processes are expected to instantiate the relevant features, such a proposal can 

be rendered consistent with any set of recalcitrant observations. While this is a general problem that 

besets any DFTC account, the salient point, for our purposes, is that this leaves us no clear criteria 

that can be used to determine when we have found a propositional state/process that ought to be 

counted as implicit. 

 The best way to proceed, it seems to me, is to leave it as an open empirical question 

whether propositional states and processes can sometimes be regarded as implicit states and 

processes. In line with this approach, I’ll present a range of findings that suggest that propositional 

states and processes do exhibit properties have long been recognized as being hallmarks of implicit 

cognition on some defensible characterization of the implicit/explicit distinction. If one takes issue 

with any particular labeling of a process or state as implicit, then the burden of proof is them to 

succeed where so many others have failed in delivering a defensible dual-process taxonomy. To put 

it crudely, this is a case of put up or shut up. And while I am not in general a fan of such burden 

shifting arguments, sans any widely agreed upon set of criteria that one could use to diagnose 

instances of implicit cognition, this approach seems warranted in this context. 

So much for the set up. Let’s now consider the first of the two memory systems models that 

challenge the MTL model in a way that supports format pluralism. 

 

2 Tulving’s SPI Model and Implicit Semantic Memory 

 

Let’s now consider the challenge that Endel Tulving’s (1995) serial-parallel-independent (SPI) 

model poses to the MTL model. The SPI model differs from the MTL model in at least three 

respects, each of which are especially relevant to the project at hand. First, the SPI model assumes 
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that the semantic and episodic memory systems are independent memory systems. Second, the SPI 

model assumes that the semantic memory system is such that it may operate either in an explicit 

mode or an implicit mode depending on task demands. Third, as suggested by this last assumption, 

the SPI model treats the implicit/explicit distinction as not being applicable to memory systems 

simpliciter but as psychologically and behaviorally distinct expressions of memory systems, which 

implies that one and the same memory system engage in either implicit or explicit processing.  

The structure of this section is as follows. First, I elaborate on the three differences just 

identified. Second, I go on to canvas empirical support for the SPI model’s assumptions that 

semantic and episodic memory are distinct memory systems and that semantic memory in particular 

may be expressed implicitly. Along the way, I address various potential objections. 

 

2.1 The SPI model 

 

 Tulving and colleagues’ SPI model is first and foremost a model of how the mind-brain’s 

various cognitive memory systems (where, ‘cognitive’ here is a technical term to be defined below) are 

related (Tulving 1995, Tulving and Schacter 1994). In this respect, it is broader in scope than the 

MTL model (as the MTL only specifies the relationship between the subsystems of episodic and 

semantic memory). But before we can examine the SPI model in detail, we must first introduce the 

memory systems that Tulving posits and briefly explore the ways in which the taxonomy that 

Tulving and colleagues imposes on the various memory systems differs from the MTL model. 

 Tulving (1995) intends for the SPI model to hold only for cognitive systems. Whether it 

holds for procedural memory systems, he thinks, is a topic for further study. But how are we to 

understand this difference? 
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[Procedural memory] is a vast category, as yet largely unexplored and unknown. It 

probably comprises several further major divisions and a large number of rather 

specific subsystems, only some of which have so far been tentatively identified (e.g., 

Squire, 1992a, this volume) […] It is involved in learning various behavioral and 

cognitive skills and algorithms, its productions have no truth values, it does not store 

representations of external states of the world, it operates at an automatic rather than 

consciously controlled level, its output is noncognitive, and it can operate 

independently of the hippocampal structures (Hirsch 1974; Squire 1987). Procedural 

memory is characterized by gradual, incremental learning and appears to be well-

suited for picking up and dealing with invariances in the environment over time 

(Sherry & Schacter 1987 )[…] Because of our present lack of information about the 

vast terra incognita that we call procedural memory, its most adequate description at 

the present time probably is by exclusion: procedural memory refers to a system, or 

systems, concerned with learning and memory functions other than those supported 

by the other four major systems. (Tulving & Schacter 1994: 26-27) 

 

Now consider the way in which Tulving contrasts procedural memory with cognitive memory: 

 

One of the major differences between the two kinds of system lies in the feasibility 

of characterization of the changes that result from learning or acquisition in a 

propositional or some other symbolic form: it is possible to do so for the four 

cognitive systems, but not quite possible for the procedural systems. The operations 

of procedural memory are expressed in the form of skilled behavioral and cognitive 

procedures independently of any cognition. (Tulving 1995: 840) 
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So, in claiming that the SPI model holds only for cognitive systems, SPI intends for it to describe 

the ways in which the various propositional memory systems are related (for a list of the memory 

systems, see Table 3).  

 

Table 3. The SPI Model 

System                           Alternative 

Names  

Subsystems Format Retrieval 

Procedural Nondeclarative Motor Skills, Cognitive skills, 

Simple conditioning, Simple 

associative learning 

Nonpropositional Implicit 

(1) Perceptual 

Representation 

System (PRS) 

Priming Structural description, Visual 

word form, Auditory word 

form 

Propositional Implicit 

(2) Semantic General Factual 

Knowledge, 

Encyclopedic 

memory 

Spatial, Relational Propositional Implicit 

(3) Primary Working 

memory, Short-

term memory 

Visual, auditory Propositional Explicit 

(4) Episodic Autobiographical, 

Event memory 

 Propositional Explicit 
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At this point, one might worry that Schacter & Tulving are merely relabeling the 

implicit/explicit distinction. If so, this might spell trouble for my attempt to argue that propositional 

memory systems are involved in the production of implicit cognitive effects. To be sure, This is an 

understandable concern given how deeply entrenched DPT orthodoxy is in cognitive science, as it is 

easy to make this inference if one assumes that a state or process is implicit if it is associative, 

automatic, and unintentional and if one also assumes that a state or process is explicit if it is 

propositional and expressed in the form of skilled behavioral and cognitive procedures.  

However, this is not how Schacter & Tulving (1994) draw the implicit/explicit distinction. 

More specifically, they explicitly deny that is appropriate to apply the implicit/explicit distinction at 

the level of memory systems: 

 

References to the explicit memory system and the implicit memory system are not 

uncommon in the literature. Explicit and implicit memory are not systems. These 

terms were put forward to describe and characterize expressions of memory: 

“explicit” refers to intentional or conscious recollection of past episodes, where 

“implicit” refers to unintentional, nonconscious use of previously acquired 

information[…]Thus, according to this formulation, implicit and explicit memory, 

though psychologically and behaviorally distinguishable forms of memory, could 

either depend on the same underlying memory system or different underlying 

memory systems; the question is open and subject to experimental investigation. 

(ibid: 12-13) 
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One finds in Tulving and Schacter, then, a conception of the implicit/explicit distinction that is 

much narrower in scope than is typically found in the social and cognitive psychological literature in 

at least two respects. On this view, only the processes that govern the retrieval and/or use of 

mnemonic structures are those that can be appropriately described as either being implicit or 

explicit; whereas classical DPT assumes that for any given psychological state or process it is either 

implicit or explicit. Second, Tulving clearly privileges the properties of intentionality and awareness 

in his conception of the implicit/explicit distinction. Importantly, whatever its theoretical 

shortcomings, this account at very least provides us with a defensible set of criteria that can be 

(comparatively speaking) straightforwardly applied in diagnosing instances of implicit cognition. 

These are the criteria that we’ll be using in the discussion that follows. Should one take issue with 

this approach again, it is incumbent upon them to provide a set of criteria that could better serve as 

the mark of the implicit.  

 With the preliminaries out of the way, let’s now turn to describing the SPI mode’s core 

assumptions. Tulving claims that the SPI model’s “central assumption is that the nature of relations 

among different cognitive systems is process specific: The relations among different cognitive systems 

depend on the nature of the processes involved as follows” (Tulving 1995: 843). The SPI model 

assumes that information is encoded by each system serially (hence the ‘S’ in SPI) in that “the encoding 

in one system is contingent on the successful processing of information in some other system, that 

is, the output from one system provides the input into another” (ibid.). As far as encoding is 

concerned, it is helpful to think of the cognitive systems as being organized hierarchically, with those 

memory systems that appear further down Table 3 being superordinate to those that appear below 

them. 
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 With respect to the process of storage, the SPI model assumes that information is stored in 

different systems in parallel (hence the ‘P’ in SPI). Here’s a particularly vivid illustration of this 

feature of the model:  

 

The information in each system and subsystem, even if it all originates in one and the same 

act of perception or “study episode,’ is different from that in others, its nature being 

determined by the nature of the original information and the properties of the system. Thus, 

what appears to be a single act of encoding–– a single glance at a visual display, or a single 

short learning trial–– produces multiple mnemonic effects, in different regions of the brain, 

all existing (i.e., available for potential access) in parallel. Thus, with respect to storage, 

different systems operate in parallel. (Tulving 1995: 843) 

 

Third, with respect to the process of retrieval, the SPI model assumes that information can be 

retrieved “without any necessary implications for retrieval of corresponding information in other 

systems” (ibid). In other words, with respect to retrieval processes, different systems are independent 

(hence the ‘I’). 

Having described the sense in which the memory systems operate in ways that are serial, 

parallel and independent, let’s illustrate this with a quick example. Let us suppose that we can type a 

random encounter with a stranger on the street as a single perceptual event, E1. As the information 

contained by this makes its way serially though each of the four cognitive memory systems, E1 is 

such that it results in the parallel storage of four distinct mnemonic structures; (Mprs) The visual 

representation of the stranger, (Msem) A memory with the content THE STRANGER IS TALL AND HAD 

SHORT HAIR, (Mwm) A representation of some aspect of the encounter temporarily stored in working 

memory, and, (Mepi):A memory with the content I ENCOUNTERED THE STRANGER ON WASHINGTON AT 
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9PM. Crucially, each mnemonic structure may be retrieved, independently of the others, the service 

of carrying out specific tasks (e.g., Mprs might be retrieved when one encounters the stranger on a 

subsequent encounter; Msem might be retrieved when one is asked to report a description of the 

stranger’s height, etc.). 

Having laid the core commitments of the SPI model, we are now well positioned to see how 

this model’s predictions differ from those generated by the MTL model with respect to semantic 

memory. Because the SPI model assumes that semantic memory provides the necessary inputs for 

episodic memory, the SPI model predicts a one-way dissociation between semantic memory and 

episodic memory (e.g., we should expect to observe some cases in which damage to a neurological 

structure, N1, would produce impairments to episodic memory and not semantic memory and no 

cases such that damage to a separate structure, N2, impairs semantic memory but not episodic 

memory). More specifically, the SPI model predicts that under the right circumstances, we should 

find individuals that have intact, fully functional (more or less) semantic memory but with no ability 

to acquire, and therefore retrieve, episodic memories. By contrast, the MTL model predicts that 

one’s capacity to acquire new semantic memories is dependent upon the integrity of the same 

neurological structure (viz. the hippocampus) involved in the acquisition (but not necessarily 

retrieval) of episodic memories. In other words, the impairment of the hippocampus should result in 

a failure to form new semantic memories and new episodic memories. Consequently, we’ll have 

accumulated strong evidence for the SPI model over the MTL model if we find individuals who are 

afflicted by a particular sort whose amnesia such that it impairs their ability to form and retrieve new 

episodic memories but spares their ability to form and retrieve new semantic memories. Moreover, 

and for our purposes, more importantly, we will have also accumulated evidence against the MTL 

model to the extent that we can confirm the SPI model’s predictions that retrieval from semantic 
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memory is sometimes implicit. We now turn to look at some of the empirical support that has been 

marshaled in favor of the SPI model’s prediction. 

  

2.2 Developmental Amnesia as Yielding Evidence for Implicit Semantic Memory  

 

Over the past three decades, memory researchers have gathered a great deal of evidence that 

confirms the SPI model’s predictions. For instance, early explorations of episodic-semantic 

dissociations relied on individuals who acquired retrograde amnesia, anterograde amnesia or both as 

adults (Hayman, Macdonald, Tulving 1993). These studies revealed that it’s possible for these 

individuals to “learn new semantic knowledge and retain it over a period as long as 30 months 

indistinguishably from control subjects” (ibid: 375).  

One notable limitation of these earlier studies, with respect to the question at hand, is that 

these studies attempted to measure the acquisition of new semantic structures by having the subject 

respond with a target word in response to a cue-phrase, where the cue-phrase and the target word 

were presented together, repeatedly, over the course of several training sessions. While the authors’ 

aim was to investigate the extent to which individuals with amnesia are able to acquire 

“‘propositional’ information about the world” (ibid: 376) in a manner that “differs from other forms 

of learning, such as simple conditioning and learning of skills (procedural memory), short-term 

memory, and perceptual priming” (ibid.), it is not obvious that the kind of learning that these 

individuals exhibit could not be better explained by appeal to the operations of other forms of 

associative memory systems (e.g., the semantic-associative memory system, or the instrumental 

learning memory system). To rule out an associative explanation of these results, one would ideally 

want to see evidence that individuals with severe episodic amnesia are nevertheless able to acquire 
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the kinds of mnemonic structures of the sort that would feature prominently in tasks that are 

designed to recruit paradigmatic propositional processes (e.g., reasoning, planning, etc.). 

 It is here that we are better off looking to the burgeoning literature on developmental amnesia 

(DA) for empirical support. DA is typically observed in individuals with bilateral hippocampal 

lesions induced by neonatal hypoxia (Elward & Vargha-Khadem 2018). Early in childhood, 

individuals with DA exhibit age-appropriate levels of speech, language, and motor function (Elward 

& Vargha-Khadem 2018, Jolin et al. 2017). Their cognitive impairments typically come to the 

attention of parents and teachers around the age of 5, which generally coincides with the beginning 

of their formal education. While they tend to display age-appropriate levels of intellectual ability, 

working memory, language, and semantic knowledge (i.e., knowledge of general facts) when formally 

assessed, they are nevertheless unable to recall autobiographical events when prompted (e.g., “What 

did you do this weekend?”) or remember classroom instructions. Additionally, these individuals 

frequently get lost and misplace important objects (ibid). 

 Researchers Rachael Elward and Faraneh Vargha-Khadem (2018) relay an anecdote 

involving a DA patient, Jon, which helps to vividly illustrate this unusual condition: 

 

Jon frequently visits our laboratory in London. To do so, he travels to an 

underground train station nearby, then takes the lift to the street level and walks the 

remainder of the journey. On one such visit, the lift at the underground station was 

out of order, and Jon had to climb 171 steps to the surface (the equivalent of some 

14 floors). When he arrived at the laboratory, he had no recollection of having 

climbed the stairs, and confidently reported that he had taken the lift as normal. Jon 

was questioned about his memory of this event, “How do you know that you took 

the lift today?” Jon declared: “I always take the lift!” Why is Jon so confident that he 
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always takes the lift, when he has no episodic memory of doing so? If Jon has no 

recollection of his life events as they occur, how does he learn what he typically 

does? (ibid: 23) 

 

Importantly, Jon appears to be in possession of a wealth of semantic or encyclopedic 

knowledge stored in semantic memory, which subserves various behavioral and cognitive 

competencies. Moreover, it is generally assumed that such competences depend on one’s 

capacity to represent states of affairs, and one’s capacity to manipulate these representations 

of states of affairs in the service of planning, navigation, and responding appropriately and 

intelligently to dramatic changes in one’s immediate surroundings. In other words, it is 

generally assumed that these competences are underwritten by one’s capacity to store and 

manipulate propositionally encoded information. DA’s case, together with the findings that 

individuals with DA progress normally compared to healthy controls in domains of 

mathematical ability, general reasoning ability, and the like (for review, see Jolin et al. 2017), 

challenges the MTL model’s assumption that semantic memory and episodic memory are 

subsystems of a single explicit memory system. And more specifically, it challenges its 

assumption that all declarative memories start off as being hippocampus dependent and are 

later consolidated in the neocortex via repeated reactivation (a process known as 

semanticization).36  Were semanticization necessary for the long term storage of semantic 

memory structures, it would be puzzling, to say the least, as to how individuals with DA 

could form semantic memories at all and therefore exhibit the range of competencies 

 
36 It is worth noting that, the bilateral damage to Jon’s hippocampus is severe, but it is not so severe that it prevents him 
from forming any episodic memories. Moreover, fMRI data does reveal hippocampal activation across a variety of tasks, 
though it is severely limited relative to neurotypical controls.  
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associated with the deployment of semantic memory given that these individuals were born 

with severe hippocampal damage. 

 However, we are not yet in a position to make any inferences about whether either the 

processes that govern retrieval of structures from semantic memory or the impact of these 

structures on the execution of these underlying competencies are implicit (i.e., unintentional and 

unconscious). Afterall, while Jon clearly has no idea how he arrived at the office, his ability to 

accurately report how he arrived at the office is dependent upon Jon’s ability to store and retrieve 

memories from episodic memory system. 

 It is then fortunate for anyone looking to develop an MSP theoretic solution to the format 

problem that several studies involving subjects with DA suggest that such individuals do sometimes 

lack both content awareness (i.e., introspective access to the contents of their memories) and impact 

awareness (i.e., awareness of how the successful retrieval of memories drives behavioral 

performance) of their semantic memories. As a thorough review of this rapidly burgeoning literature 

is not possible here, I’ll report only a small selection of the findings. 

 It is worth describing the methods and results of one of these studies in some detail. During 

the learning phase, individuals with DA and non-impaired controls were shown four informative 

short films on topics with which they are unfamiliar. Both groups were instructed to retain as much 

of the information presented in these documentaries as possible and that their retention abilities 

would be tested. After each video, their knowledge was tested using a recognition task (e.g., Which 

social group believed that mistletoe was sacred? (I) Ancient druids (II) Medieval Priests, (III) The 

Mariners (IV) Tudor Farmers) in order to ensure that some initial learning had occurred. This initial 

assessment revealed that DA patients performed similarly to controls. Retention of information for 

two of the four videos was then tested after one day (short delay) while retention for the other two 

videos was tested a few days to a week later (long delay). Three types of retention test were 
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administered. Across both conditions, all subjects were given a free-recall task (e.g., Tell us whatever 

you can about the groups discussed in the video), a cued-recall task, which used the same questions as 

the recognition-task without the multiple-choice options, and, a recognition task, which consisted of 

the same set of questions and corresponding responses provided during the learning phase. Here’s 

how the researchers described their findings: 

 

[…]patients with DA struggled to free recall the information from the videos, and 

became upset when they were unable to remember the contents. However, they 

showed remarkably good performance during cued-recall […] Using this 

recognition-based learning paradigm, patients recalled 85% of the semantic 

information that had been presented in the videos, compared to just 35% in the 

previous version of the experiment that used recall-learning trials. These data suggest 

that repeated tests using multiple-choice recognition can support the long term formation of new 

semantic memory despite the newly-acquired memoranda being unavailable to free recall. (my 

emphasis) (Elward & Vargha-Khadem 2018, 28) 

 

So, subjects with DA required a greater number of learning trials for the successful encoding of the 

relevant information than healthy subjects, they were nevertheless able to do so.  

It must be stressed that the researchers found that individuals with DA required fewer 

learning trials than would be expected if learning were subserved by a merely associative memory 

system (Elward & Vargha-Khadem 2018). Thus, the kind of learning that DA subjects exhibit is 

slower than would be expected were they relying primarily on hippocampal-based memory systems, 

but faster than would be expected were they relying on structures that merely encode statistical 

contingencies. 
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These data allow us to draw reasonable, yet defeasible, conclusions regarding whether the 

retrieval of mnemonic structures from semantic memory and their impact on subsequent behavior 

(revealed by their response patterns) are implicit. Since the contents of DA patient’s semantic 

memories are unavailable to verbal report, which has, across disciplines, long been regarded the 

most important standard by which attributions of content awareness are to be judged, we can 

conclude that the outputs of semantic memory are expressed below the conscious threshold. Put 

differently, were the processes that govern retrieval of semantic memory to always result in explicit 

output, we would have expected subjects to exhibit similar levels of performance across all three 

measurement tasks.  

Second, this research allows us to make some reasonable, albeit comparatively weak, 

inferences about whether the processes that govern the retrieval of information from semantic 

memory are intentional. The fact that DA subjects become upset when prompted to answer free-

recall questions suggest about the relevant material further suggests that (a) DA subjects lack both 

introspective access to the contents of their memories, and (b) that intention is not sufficient for 

successful retrieval the relevant information for use in task responding. Since the presence of 

specific cues is required for successful performance, it is also reasonable to conclude that the 

processes that govern retrieval of information from semantic memory does not depend on intention. 

To further explore questions of the role of intention (or lack thereof) in initiating retrieval from 

semantic memory, researchers may want to place stringent constraints on the amount of time each 

participant has to respond during cued-recall and recognition tasks (but see Jonin et al. 2017 for 

several studies involving a patient with a particularly severe form of DA that did utilize very strict 

speed constraints and found analogous response patterns).37 

 
37 One might worry that I have both misrepresented the core commitments of the MTL model. With respect to my 
claim that the research on DA supports the existence of a dissociation between episodic and semantic memory, one 
might claim that the MTL model does not assume that semantic and episodic memory should be spared if, and only if, the 
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2.3 Conclusions and Limitations 

 

There are four morals to this story. The first is that there is that there is strong empirical 

evidence for the SPI assumption that semantic memory and episodic memory are really distinct 

memory systems. This is supported by evidence for a one-way dissociation between semantic 

memory and episodic memory. Second, the literature on DA also reveals that the expressions of 

semantic memory are sometimes implicit.	38 The third is that even if we should ultimately have to 

reject the SPI model on other grounds, these particular patterns of results can be explained only by 

memory systems models that assume that propositional memory systems are capable of implicit 

forms of expression both in terms of retrieval operations and the impact of these operations on 

behavioral outcomes. Fourth, it is worth emphasizing only by breaking from DPT orthodoxy were 

we able to predict the results described in this section. In other words, at least one model that breaks 

from standard DPT assumptions has been shown to generate novel and risky predictions about the 

 
hippocampus is preserved. Rather, the whole declarative (or explicit) memory system depends on the integrity of the 
extended hippocampal system, “which includes the hippocampus, fornix, mammillary bodies, mammillothalmic tract, anterior 
thalamic nuclei, and the retrolental cortex” (Jonin, Besson, La Joie, Pariente, Belliard, Barillot, Barbeau 2018). The DA 
research presented does not rule out the possibility that, while hippocampal atrophy is severe, other intact structures in 
the extended hippocampal system support the acquisition of semantic memory. Additionally, the fact that many of the 
subjects with DA still have some lingering episodic memory function, it is possible that residual hippocampal function 
could be contributing to semantic learning (e.g., one might have just enough episodic memory function so as to allow the 
subject to retrieve their episodic memory of the learning event the requisite number of times so as to result in the 
formation of a decontextualized semantic memory). If either is the case, then this would weaken my case against the 
MTL model’s assumption that episodic and semantic memory are independent memory systems.  
 But even if one grants that this research does not decisively point to a one-way dissociation between semantic 
and episodic memory, it is nevertheless the case that the relevant research supports the existence of implicit semantic 
memory retrieval. So, even if semantic and episodic memory are two components of the same overarching memory 
system, the MTL’s classification of the semantic memory as a form of explicit or declarative memory would have to be 
rejected. 
38 For the sake of space and overall flow, I have omitted a lengthy discussion of the prospects of one recent strategy that 
the proponents of the MTL model have used to push back against the considerations from the DA literature articulated 
above. I have included this discussion, however, in the addendum that appears at the end of this chapter. 
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existence of a certain type of cognitive phenomena, which suggests that DPT theorizing has outlived 

its usefulness. 

Before moving on, I should remark that none of the data that I have presented rules out the 

possibility that Tulving and others have erred in treating semantic memory as a propositional 

memory system. Indeed, this is a matter of ongoing debate. As such, it is possible that future 

investigation will show that semantic-associative memory best explains results just presented.39 In 

light of this concern, it is worth describing another recently developed memory systems model that 

predicts that the processes involved in the retrieval and expression of episodic memory are 

sometimes implicit. Since there is widespread agreement that the episodic memory system is a 

propositional system, evidence for such a prediction would further strengthen the case for a format 

pluralist approach. We now turn to this topic. 

 

3 Henke’s Processing-Based Model and Implicit Episodic Memory 

 

The SPI model is hardly the MTL model’s only competition. Indeed, Katharina Henke’s 

(2010) processing based (PB) memory systems model stands as a viable alternative to both the MTL 

model and the SPI model. Like Tulving’s SPI model, the PB model predicts the existence of implicit 

semantic memory. Unlike Tulving’s model, however, the PB model denies that the formation and 

retrieval of episodic memory structures is always conscious affair. That is, the PB model predicts 

that the operations of both semantic memory and episodic memory can be expressed implicitly. For 

 
39 Let us suppose though that all the findings presented in this discussion and in the discussion of implicit episodic 
memory that follows can be explained associatively, presumably by appealing to the joint operations of multiple 
associative memory systems. If so, we’ll have a situation in which the MSP perspective is true and format pluralism is 
false. This would be a result that I would be comfortable with, as the defense of the MSP perspective is the primary aim 
of this dissertation. With that said, I am willing to place my empirical bets with format pluralism.  
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reasons already given, if these assumptions are correct, then the case for a format pluralist approach 

would be strengthened considerably. 

 Even at this stage in our discussion, one might object that the very assumption that episodic 

mnemonic processes are capable of implicit expression is awash in conceptual confusion. In 

particular, one might be inclined to treat the claim that the outputs of episodic are always explicit is 

one that expresses a conceptual truth about episodic memory. Indeed, philosophers and cognitive 

neuroscientists of memory alike are inclined to treat it as such (see Mahr & Csibra 2018, Wheeler 

2000). Tulving has been particularly insistent retrieval from episodic memory is always conscious: 

 

The most distinctive aspect of episodic memory is the kind of conscious awareness that 

characterizes recollection of past happenings. This awareness is unique and unmistakably 

different from the kinds of awareness that accompany perceptual experiences, imagining, 

dreaming, solving of problems, and retrieval of semantic information. To distinguish the 

episodic-memory awareness from these other kinds, it has been referred to as autonoetic 

consciousness (Tulving 1995: 841-842). 

 

To be sure, while Tulving does not come right out and say that the target claim expresses a 

conceptual truth, it is difficult to interpret his remark on the “unique” and “unmistakable” 

phenomenology that characterizes episodic recall in a way that would render it a contingent, 

empirical claim. An upshot of this view is that one cannot even conceive of an instance of truly 

episodic recall that lacks autonoetic consciousness much less empirically demonstrate the existence 

of such instances.  

I raise this objection at this early juncture only to bracket it until after we have presented the 

PB model and the data that Henke and colleagues marshal on its behalf. For readers who are 
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inclined to accept this claim about episodic memory as expressing a contingent truth about episodic 

memory, I ask only that one keep an open mind as we proceed. If, on the other hand, one truly 

thinks that implicit episodic memory is a contradiction in terms, then I invite the reader to recast the 

following discussion in terms of episodic* memory. Having set this issue aside for the time being, I 

now turn to presenting the PB model. 

 Henke’s PB model, unlike the SPI and MTL models, assumes the existence of types of 

memory system, which are typed in terms of what Henke calls their processing characteristics (see 

Figure 4). On Henke’s proposal, there are memory systems that (i) rapidly encode and flexibly 

retrieve compound representations (hereafter, RFC-systems); (ii) rapidly encode and flexibly retrieve 

single, unitized, representations (RFU-systems); (iii) and, memory systems that slowly encode and 

rigidly retrieve compound representations (SRC-systems).40 Crucially, these descriptions omit any 

reference to consciousness, control, and resource dependence. As such, the model makes no 

assumptions as to how these properties will be distributed across these three types of memory 

system. Thus, Henke assumes with Tulving and Schacter (1994) one and the same memory system 

may support implicit and explicit states and processes. Henke makes no claim that these three 

categories are exhaustive–– further empirical investigation may turn up additional memory systems 

that do not fall under any of these three types. 

 

 

 

 

 

 
40 It is worth noting that nowhere in Henke’s (2010) discussion will you find the term ‘compound representation’. 
Instead, she refers to these representations as associations. It should be of no great mystery as to why I would prefer to 
avoid introducing yet another sense of ‘association’ in this chapter.  
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Whether a memory system encodes mnemonic structures rapidly or slowly depends on the 

number of learning trials needed for successful storage in long-term memory (LTM). A flexibly 

retrievable memory is one on which is can be retrieved in situations that differ from the encoding 

situation (e.g., one might recognize Smith whether one sees her straight-on or merely has a view of 

her profile). A representation, R, is a compound representation if and only if R is composed of 

several elements–– say, e1, e2, e3–– such that it is possible for e1 to be activated and processed 

independently of e2 and e3. Consider for instance, my memory structure with the content I JUST 

HEARD FAVORITE PUBLIC IMAGE LTD SONG AT A COFFEE SHOP. This representation, R, is a compound 

representation if I can access and retrieve any arbitrarily selected element of R (e.g., the song) 

Figure 3. The Processing-Based model. From top to bottom: the distinguishing 

features of each type of memory system; fMRI images and corresponding labels of 

the putative neurological substrates of each memory system; and the specific 

memory systems that fall under each heading. See fn10 about how to understand 

that specific use of ‘association’ as it appears in this figure. 
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independently of the other elements of which the compound memory is composed (e.g., the place in 

which the song was encountered). A unitized representation, by contrast, is one in which one cannot 

retrieve any element of R without activating and retrieving of all of R’s other elements. On the PB-

Model, episodic memory is an RFC-system, semantic memory is an RFU system, and priming is an 

SRC-system.  

Henke (2010) maintains that the processes that govern the formation and retrieval of 

episodic memories can be initiated automatically and below the conscious threshold. Moreover, 

Henke argues that the contents of episodic memories can be manipulated in computationally 

sophisticated ways automatically and below the conscious threshold. In other words, the PB model 

assumes the existence of a form of episodic memory that lacks autonoetic consciousness. 

Why think that Henke has accurately characterized the processing characteristics of episodic 

memory? Here, Henke exploits three widely shared assumptions about episodic memory’s functional 

properties. The first is that the episodic memory system is capable of binding information about a 

particular event (e.g., ENCOUNTERED JONES) with representations of the spatiotemporal context in 

which the item occurred (e.g., AT THE COFFEE SHOP, ON THURSDAY) after only a single learning 

episode. The second assumption is that this process results in the rapid formation of a single 

compound representation (viz. I ENCOUNTERED JONES AT THE COFFEE SHOP ON THURSDAY) 

conventionally known as a What-When-Where (WWW) representation.  

These two assumptions enjoy a great deal of empirical support. For instance, individuals 

with amnesia perform poorly on tasks that can only be successfully completed by being able to 

accurately indicate where on the computer screen the image had previously occurred) even when 

they demonstrate preserved memory for the item itself (see Henke 2010 for review). Similarly, those 

with amnesia tend to be selectively impaired in their ability to rapidly encode and subsequently 

retrieve how two arbitrarily selected items are related (e.g., That face was presented on that particular 
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scenic background) compared to their ability to recognize the formerly presented individual items 

(Hannula, Ryan, Tranel, Cohen 2007). Moreover, the episodic memory system’s ability to bind 

together WWW information into a single mnemonic structure is related to its ability to rapidly bind 

together, or integrate, otherwise unrelated information more generally. For instance, individuals with 

hippocampal damage are able to reliably recognize pairs of words that had previously appeared on a 

study list when the elements are semantically related (e.g., furniture-table) but fail to reliably 

recognize previously studied word-pairs when their elements are semantically unrelated (e.g., 

furniture-sky) (Shimamura & Squire 1984). 

Having described and motivated the relevant aspects of Henke’s PB model, the question 

now before us is whether there is sufficient empirical support for the assumption that WWW 

representations can be rapidly constructed and flexibly retrieved to guide behavior independent of 

intent and conscious awareness. 

 

3.1 Empirical Support for Implicit Episodic Memory 

 

 What research does Henke cite in support for the existence of implicit forms of episodic 

memory? Consider one set of studies conducted by Hannula, Ryan, Tranel & Cohen (2007).  

 During the learning phase, healthy participants studied various human faces each of which was 

superimposed on a scenic background. All study items appeared with the same frequency over the 

course of the study blocks to rule out the possibility that subjects were merely responding to stimuli 

on the basis of relative familiarity. During the test phase, subjects were then shown three faces 

superimposed over a single scenic background. In each case, at least one of the three faces had 

appeared against the same background in the study block.  
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Using eye-tracking gear, researchers found that subjects expressed a non-verbal preference 

(as measured by looking times) for the face that had been paired with the same background during 

the learning phase. Importantly, this result was obtained even when (a) subjects were unable to 

explicitly recall which face had been paired with which scene and (b) when subjects were never even 

prompted to declare or otherwise attend to the face that had been earlier paired with a specific 

background. That (a) was observed suggests that studies were able to rapidly encode compound 

memory structures (viz. arbitrary face-scene representations) despite the fact that this structure could 

not be consciously retrieved. That (b) was observed suggests that such representations can be 

automatically, or spontaneously, retrieved from memory even in the absence of any obvious goal. 

Importantly, when the same experiment was conducted with individuals who suffered from 

hippocampus-induced amnesia, the researchers found that these subjects failed to exhibit an 

enhanced indirect preference for the relevant face-scene pairs, providing us with strong evidence 

that the target capacity critically depends on the integrity of the hippocampus. This last result helps 

us to rule out the possibility that performance was driven by, for example, semantic memory. 

Encouraged by these findings, Henke and colleagues conducted several follow-up studies 

that investigate the extent to which individuals can encode complex spatial representations from 

three-dimensional scenes even when the scenes are only ever presented subliminally. In the most 

recent of these studies (Wuethrich, Hannula, Mast & Henke 2018), not only had researchers found 

that subjects could form complex representations that encode spatial relations between various 

objects in a three-dimensional scene that depicts a living-room despite the fact that subjects were 

unaware of ever having been exposed to these scenes, but that that these representations could be 

flexibly retrieved in the service of solving puzzles that would appear to involve relatively complex 

spatial reasoning. The experimental set-up was as follows: the learning phase consisted of the 

subliminal presentation of a three-dimensional scene, which depicted a living-room with several 
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critical objects (e.g., a vase, a lamp, etc.). After a manipulation check to ensure that subjects were 

unaware of the stimuli, the test-phase began. During the test-phase, subjects were subliminally 

presented with either an object that had appeared in one of the study scenes, or a novel object that 

had not appeared in an earlier training session. Next, subjects were supraliminally presented with 

one a scene that had been presented during the learning phase sans critical objects. Moreover, the 

scenes that appeared supraliminally were rotated anywhere between 0º-270º. While the scenes were 

available, subjects were permitted to engage in non-goal directed viewing (free-viewing) for six 

seconds. Using eye-tracking gear, researchers found that when the subliminal object cue used 

depicted the same object that had previously appeared in that scene, subjects spontaneously and 

disproportionately spent more time looking at its previous location than they had at the locations 

that were missing the other objects. After viewing time was measured, two locations in the scene 

were highlighted and the subjects were forced to respond with a decision as to which of the 

highlighted locations the subjects intuitively felt that a particular object should be placed. 

Researchers found that when the object the subjects were asked about was the same one that had 

appeared as the subliminal cue, subjects disproportionately responded with the accurate location, 

adjusted for spatial rotation. Importantly, prior to the test, subjects were generally assessed for 

whether they made decisions in a more intuition-driven or deliberation-driven manner. While both 

intuiters and deliberators were observed to have disproportionately viewed the location of the 

subliminally presented object during the free-viewing task, intuiters were more likely to indicate the 

correct location of the subliminally presented object during the forced-choice task than their more 

deliberative counterparts. These findings suggest that there exist memory structures that encode 

relational information such that they can be formed, activated, and flexibility retrieved involuntarily 

and without conscious awareness. 

  



 185 

3.2 Autonoetic Consciousness and Episodic Memory Revisited 

  

Now that we have canvassed some of the results that impress proponents of the PB model, 

let’s now return to the objection introduced earlier. The argument, recall, went something like this. 

Tulving claims that (1995) a particular phenomenology (viz. autonoetic consciousness) necessarily 

accompanies every retrieval of an episodic memory. But autonoetic consciousness was absent in the 

finding just presented. So, the objection goes, whatever it was that Henke (2010) was investigating, it 

could not possibly be episodic memory. 

Indeed, Mahr and Csibra (2018) contend that empirical investigations of so-called “implicit” 

episodic memory reveal only that there exists a kind of memory that is related to but distinct from 

episodic memory––viz. event memory. Event memory, like episodic memory, is the output of a 

hippocampal-based scene-construction mechanism. But on Mahr and Csibra’s view, “Hippocampus-

based constructions become episodic memories only when they are conceptualized in a certain way, 

namely, as the outcome of past first-person experience. (ibid: 3)” The difference, then, between 

episodic memory and event memory is that event memory involves hippocampus-based 

constructions that need not be embedded in this metarepresentational attitude in order to find 

expression in behavior (ibid: 4). 

 Faced with such an objection, one is presented with the following dilemma: One can 

concede the conceptual claim that retrieval of episodic memory necessarily accompanies autonoetic 

consciousness, or one can deny it. If one concedes the conceptual claim, then one must also 

concede that empirical results just canvassed fail to establish the existence of implicit forms of 

episodic memory. One upshot would be that Henke and colleagues were actually investigating a 

different kind of memory. If one denies the conceptual claim, then Henke and colleagues’ 

interpretation of the data holds. By taking the second horn, however, it seems as though we will 
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have reached a dialectical stalemate, with intuitions that conform with folk psychological theorizing 

on the one hand pitted against various scientifically driven considerations on the other. 

 There is a sense in which the question of whether retrieval of episodic memory necessarily 

involves autonoetic consciousness is a red herring. After all, the primary question that we’re trying to 

address is whether the response patterns described in this section are driven by the retrieval of 

propositional structures operated on by propositional processes. Given that there is no reason why 

we should think otherwise, the present project would not be jeopardized were one to take the first 

horn of the dilemma so long as the memory system that subserves what Mahr and Csibra call “event 

memory” (or what we had above called episodic* memory) is best characterized as a propositional 

memory system. To be sure, while I am skeptical of the claim that the same memory system that 

involved in the formation, manipulation, and retrieval of event memory is not the same memory 

system involved in the formation, manipulation and retrieval of episodic memories, for our purposes 

we need not settle this debate here. 

  

4 Concluding Remarks 

  

The format pluralist solution to the format problem presupposes that any arbitrarily selected 

indirect (or implicit) measurement task stands in a one-to-many relation with respect to the mind-

brain’s memory systems, some of which are associative and some of which are propositional. In this 

chapter, I identified and addressed two worries that may prevent many from taking this kind of 

solution to the format problem seriously. One is that while the MTL model is consistent with the 

assumption that indirect measurement tasks stand in a one-to-many relation with respect to the 

mind-brain’s memory systems, it denies that any of these memory systems subserve propositional 

states and processes. Without reason to reject the MTL model’s format monist assumption, so the 



 187 

worry goes, the format pluralist solution is insufficiently motivated. The other worry is that many 

cognitive scientists still find themselves within the grip of the DPT dogma that all implicit cognitive 

states and processes are associative states and processes. The purpose of this chapter was to clear a 

path for a format pluralist solution to the format problem by removing both obstacles. If in the 

process I have also succeeded in striking another blow against DPT theorizing in social and 

cognitive science more generally, then this is just icing on the cake. 

Rather than summarize my response to the two worries, I find that it would be more useful 

to make a pair of additional remarks with the aim of staving some potential misunderstandings. 

First, I would be remiss were I to leave the reader with the impression that the two propositional 

memory systems described in this chapter will each have some privileged role to play in accounting 

for the phenomena that give rise to the format problem. Whether they actually play such a role is an 

empirical question, one that I have made no attempt to address. This might raise some additional 

concerns were it either the case that (a) these are the only two propositional memory systems that 

our best cognitive scientific models posit, or (b) these are the only two memory systems that could 

potentially influence indirect measures of attitude. It is fortunate, then, that (a) is false and (b) is 

unmotivated.  

Second, and somewhat relatedly, by removing these two theoretical obstacles to the 

development of a format pluralist solution to the format problem, I do not take myself to have 

thereby shown that this project will ultimately be successful. Again, this is very much an open 

empirical question. The success of this approach depends, among other things, on how well it 

accounts for the phenomena that generate the format problem, whether the explanations it provides 

are sufficiently theoretically motivated, the degree to which it opens up new and productive avenues 

of future research, etc. These issues are taken up in the following chapter. 
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CHAPTER 6 
 

TOWARD AN MSP THEORETICAL RESOLUTION 

 OF THE FORMAT PROBLEM 

 

The previous two chapters laid the theoretical groundwork for a format pluralist resolution 

to the format problem. In Chapter 4, I characterized the format problem and argued that all extant 

attempts at resolving it have failed. Moreover, I suggested that the reason each view fails to resolve 

the format problem is that each is committed to IA-Monism. Rejecting IA-monism opens the door 

to the view that implicit attitudes not only come in multiple varieties (implicit attitude pluralism) but 

also that implicit attitudes come in multiple representational formats (format pluralism). In the 

previous chapter, I argued that two format pluralist friendly memory systems models better account 

for an array of findings pertaining to implicit propositional cognition than its dual-process 

theoretical rivals. 

The primary objective of this chapter is to continue to lay the groundwork for a resolution 

to the format problem by advancing an MSP theoretic solution of one of the anomalies that 

animates it, namely the Co-occurrence/Relational controversy (hereafter, C/R controversy). A central 

assumption of the MSP theoretic resolution on offer is that for any effect, E, such that E is obtained 

by way of an implicit measure and E’s presence reflects the activation and/or retrieval operations of 

attitudinal mnemonic structures in memory, E may be the direct product of either associative 

memory systems, propositional memory systems, or an interaction of both.41 That implicit measure 

effects might be driven by either propositional memory systems or associative memory systems is 

 
41 The hedge is an important one. The MSP theory is by no means committed to the view that every implicit measure 
effect reflects attitudinal related states and processes. For instance, some effect may turn out to be driven not by the 
retrieval of attitudes but by the adoption of a situation specific response strategy (see discussion in §3). The assumption 
that some implicit measure effects are not genuine attitudinal effects is not unique to MSP theorizing. 
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what makes this particular version of MSP theory a format pluralist theory of evaluation. It is also 

what helps to distinguish this particular brand of MSP theory from its conceptual cousins (see 

Chapters 4 & 5). With this assumption in place, we can take as our initial investigative starting point 

that the learning and retrieval operations of propositional memory systems are more important than 

the operations of associative memory systems with respect to explaining the various putative 

propositional effects (viz. the relational effect (Hu et al. 2017: Experiment 3), the diagnosticity effect 

(Cone, Mann & Ferguson 2017), the reinterpretation effect (Mann & Ferguson 2015); we adopt the 

same assumption, mutatis mutandis, for the various putative associative effects (viz. the gradual change 

effect (Rydell & McConnell 2006), the invalidity effect (Peters & Gawronski 2011), and the co-

occurrence effect (Moran & Bar-Anan 2013, Hu et al. 2017: Experiments 1 & 2)). While our initial 

classifications of some effect as associative or propositional may upon further investigation turn out 

to be incorrect, these provisional classifications provide us with as good a starting point for inquiry 

as any.  

 This chapter proceeds as follows. I begin by briefly reviewing the central findings that 

animate the C/R controversy (§1). Next, I describe in greater detail the general MSP theoretic 

approach I will adopt in an attempt to resolve this particular controversy and highlight some 

obstacles standing in the way of developing a fully satisfying MSP account of the C/R controversy 

(§2). I then articulate an MSP theoretic account of the co-occurrence effects, focusing primarily on 

those reported by Hu, Gawronski and Balas (2017; Experiments 1 & 2). In this section, I also argue 

that we ought not assume that all observed co-occurrence effects are the products of the same 

underlying memory systems (§3). Next, the focus shifts to providing an MSP theoretical account of 

the relation effect obtained by Hu et al. (ibid.) in their third experiment (§4). The chapter ends with 

some brief remarks about how the MSP theoretical approach might help to resolve the other two 

controversies at the core of the format problem.  
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1  The C/R Controversy Revisited 

 

Before I sketch my solution to the C/R controversy, it is worth revisiting it briefly. As 

discussed in Chapter 4 there is now a sizable yet manageable literature documenting both co-occurrence 

effects and relation effects with respect to implicit attitudes, and this literature has garnered a great deal 

of attention from the most prominent researchers in the field (Gawronski & Bodenhausen 2018, De 

Houwer, Van Dessel, & Moran 2020; for a broader review, see Corneille & Stahl 2019). Co-

occurrence effects are a type of classical evaluative conditioning effect, whereby the valence of an 

initially (or relatively) neutral conditioned stimulus (CS) shifts in the direction of an antecedently 

valenced unconditioned stimulus (US+/–) as a mere function of the frequency of CS-US pairings. What 

distinguishes a co-occurrence effect from other kinds of evaluative conditioning effect is that co-

occurrence effects occur even under those conditions in which the subject is made aware of a 

relevant CS-US relation, the evaluative implications of which run counter to the evaluative 

implications of mere CS-US co-occurrence. Under this experimental set up, a relation effect is observed 

when subjects’ attitudes toward a CS reflects or is influenced by the evaluative implications of the 

CS-US relation. 

Consider an example. Suppose that Fisherman’s Friend lozenges (CS) are reliably within 

reach only when I have a nasty sore throat (US–). This is no accident; after all, I recognize that 

Fisherman’s Friend lozenges effectively soothe sore throats. My attitude toward Fisherman’s Friend 

could be based either on the fact that Fisherman’s Friend lozenges are only present when I have a 

sore throat or on the fact that Fisherman’s Friend lozenges soothe sore throats. Note that in this case 

the evaluative implications of co-occurrence are incongruent with the evaluative implications of the 

relevant relation. If my attitude toward Fisherman’s Friend is determined by mere co-occurrence, we 
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would expect my attitude toward Fisherman’s Friend to be negative; if my attitude toward 

Fisherman’s Friend were based on my grasping of the relevant relation between Fisherman’s Friend 

and sore throats, then one would expect my Fisherman’s Friend attitude to be positive.  

An upshot is that all empirical investigations of the co-occurrence effect involve at least two 

(coarsely typed) forms of learning: (i) the learning of CS-US co-occurrence, and (ii) the learning of 

the relevant CS-US relation for each CS-US pair. The learning of CS–US co-occurrence is generally 

facilitated through the use of the repeated evaluative pairings (REP) procedure:  

 

Repeated evaluative pairings (REP) refers to a learning procedure in which a conditioned 

stimulus (CS; e.g., an image of the face of a novel individual, like “Bob’ in the work of 

Rydell et al. 2006) is repeatedly paired with a valenced unconditioned stimulus (US; 

e.g., electric shocks, unpleasant sounds, or words or pictures that denote valence. 

(Mann, Kurdi, & Banaji 2019) 

 

This procedure is a staple of both investigations of co-occurrence effects specifically and 

investigations of evaluative conditioning (EC) effects more broadly. Recall that what differentiates 

more co-occurrence studies from more run-of-the-mill EC studies is the inclusion of information 

about the relevant CS-US relation. Thus, (ii) is typically facilitated by an explicit stipulation of the 

relevant CS-US relation at some point during the experiment. Frequently, the stipulation of the 

relevant CS-US relation(s) is provided in the task-instructions prior to the start of the 

REP/conditioning phase (see Moran & Bar-Anan 2013, Hu, Gawronski & Balas 2017), but other 
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experiments have included relational information in each trial of the REP phase (see Hu et al. 2017a: 

Experiment 3).42  

 The C/R controversy arises from the fact that studies that have satisfied the above 

conditions have reported seemingly conflicting results. Several studies oft-cited studies report co-

occurrence effects (Hu, Gawronski & Balas 2017a: Experiments 1 & 2, Moran & Bar-Anan 2013, 

Moran & Bar-Anan & Nosek 2015), while others report relation effects (Hu et al. 2017a: Experiment 

3, Kurdi, Morris, & Kushman 2020, Zannon, De Houwer, Gast, & Smith 2014).43  

Recall that in Chapter 4, I argued that the prospects of a single-system monist resolution of 

the C/R controversy are bleak. While every extant account of attitudes predicts that relational 

information will influence responses to those measures that register one’s self-reported likings, 

accounts diverge in their predictions as to whether relational information should influence 

performance on the class of indirect tasks depending on whether the account assumes that implicit 

attitudes are associations or propositions.44 Associative accounts predict co-occurrence;45 

 
42 While the relevant relation has historically been made explicit by the researchers at some point during the experiment, 
there is no reason to think that a study could not be designed such that subjects come to reliably infer the relevant CS-
US relation(s) despite this information only being implicit. Indeed, pairing a pharmaceutical with images of common side 
effects of pharmaceuticals such that images of common-side effects follow images of pharmaceuticals, may lead subjects 
to infer that the pharmaceutical causes the common side-effect, even if this information is at no point made explicit over 
the course of the experiment and subjects do not report making such inferences.  
43 Sometimes reviews of the relevant literature differ with respect to the kinds of studies that they include. Some make 
no distinction between studies that document what I have been calling relation effects on indirect task performance and 
studies that document so-called invalidity effects (Zanon, De Houwer, & Gast 2014). Other reviews treat these phenomena 
as separate (Corneille & Stahl 2019). While there are some similarities between the two effects, both in terms of their 
design and some of the conditions under which they are observed to occur, I am of the mind that, at present, the known 
similarities are too superficial and the known differences too substantial to warrant treating them as different expressions 
of the phenomenon. See 6.1.3.2.2 for a more extensive discussion. 
44 Recall that my conforming to the distinction between direct and indirect measures should not be misconstrued as an 
endorsement of the deeper, theoretical implications that the distinction implies (viz. that, for example, RT measures are 
any more or less direct measures of attitude than are self-reported measures).  
45 This is a simplification. As we have already noted elsewhere, the APE model allows propositional processes to 
indirectly influence measures of implicit attitude via the controlled formation of associations. For instance, the belief that 
(a) hand sanitizer prevents infection, might allow me to infer that (b) hand sanitizer is good. So, while the frequent co-
occurrence of hand sanitizer and infection could lead to the formation of a HAND SANITIZER-INFECTION association, the 
frequent tokening of belief (b) would result in the formation of a HAND SANITIZER- GOOD association. So, in this way, 
relational information could come to have an indirect influence on indirect measures via the formation of an associative 
structure that reflects the valence implied by the relation. See Gawronski & Bodenhausen 2018 for a more detailed 
exploration of how the APE model attempts to accommodate various types of EC effect.  
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propositional models, by contrast, predict indirect measurement outcomes to track the evaluative 

implications of the relevant CS-US relation. Since neither perspective can account for a full range of 

findings, I suggested that we turn to developing a format pluralist account of implicit attitudes. 

 

2 An Overview of the MSP Theoretical Solution 

 

This section is devoted to providing an overview of the MSP theoretical approach to the 

C/R controversy. The section begins with a discussion of several guiding assumptions that, both, 

help to regiment the discussions in the sections that follow and serve to methodologically 

differentiate the MSP theoretical approach from its rivals. I then go on to sketch the MSP theoretical 

resolution to the C/R controversy that is elaborated on and defended in the remainder of this 

chapter. 

 

2.1 Guiding Assumptions 

 

The format pluralist MSP theoretical resolution of the C/R controversy assumes that each of 

the two effects may be explicable in terms of the operations of different memory systems. As a 

starting point, we will assume that the co-occurrence effects are largely driven by learning and 

retrieval operations carried out by associative memory systems and that relational effects are largely 

driven by learning and retrieval operations subserved by propositional memory systems. We are by 

no means beholden to this assumption; it may turn out that, for example, the best model of every 

hitherto observed relation effect is one that posits only complex interactions of a variety of 

associative mechanisms. 
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 Furthermore, there is no reason to think that each instance of the co-occurrence effect is 

the product of the same underlying memory system; the same applies, mutatis mutandis, to 

demonstrations of the relation effect. Put differently, different memory systems may be involved in 

different demonstrations of the co-occurrence effect. As such, one is not entitled to presume that a 

memory systems model of, say, Moran and Bar-Anan’s (2013) co-occurrence effects will also serve 

as an accurate model of Hu et al.’s co-occurrence effects (2017). Whether this is so is an empirical 

question. 

If these two assumptions hold, it’s likely that there is no single model that could account for 

both effects; that such a model can be given is one of the many false assumptions of the single 

system monist perspective. The MSP perspective recommends that we tentatively treat each type of 

effect as involving different memory systems. Thus, with respect to the C/R controversy in 

particular and the format problem in general, a central question is why experimental protocols that 

differ only with respect to their seemingly superficial properties sometimes end up recruiting 

different memory systems during learning and/or retrieval. That is, under what experimental 

conditions should we expect learning and retrieval to be casually mediated by associative memory 

systems? And under what experimental conditions should we expect learning and retrieval to be 

causally mediated by propositional memory systems?  

As the MSP theory assigns greater theoretical importance to a broader range features of 

experimental design and procedure than does single-system monism, a major goal of future MSP 

driven attitude research should be to identify these features, their boundary conditions, and to give a 

principled mechanistic account of why these procedural features tend to recruit the memory systems 

that they do. In any case, our discussion will focus on three such factors that are of general import 

for MSP theoretical attitude research. 
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 The first two concern task demands imposed on memory systems at the time of attitude 

formation and/or updating. First, different memory systems selectively attend to specific classes of 

stimuli. That is, some memory systems are more domain-specific than others. For instance, we have 

already seen that the amygdala-based Pavlovian Aversive Conditioning (PAC) memory system may 

be engaged only if CS tokens precede tokens of a highly aversive, biologically salient USs. This 

implies that the PAC system is of less relative importance to explaining the presence of evaluative 

conditioning effects involving relatively cold, cognitive semantic-associations (e.g., CAPITALIST-

WEALTH). Relatedly, types of conditioning are more often individuated by the types of USs used 

than by the types of CS used. For instance, a blue square may be used as a CS in either fear-

conditioning studies (i.e., those that employ fear inducing USs, such as electric shocks or loud 

startling noises) or in appetitive conditioning studies (i.e., those that in which the USs are, say, tasty 

treats). As research shows that different types of conditioning experiments engage different memory 

systems, we must be sensitive to these differences in interpreting the results of any given 

conditioning study. 

Second, a large body of research shows that the precise temporal ordering of CS-US pairings 

during conditioning may influence (a) which memory systems are recruited during conditioning, and 

(b) the general effectiveness of the conditioning procedure. To illustrate, the REP procedure, 

introduced in the previous section, is instantiated when a CS is repeatedly paired with a US (or 

multiple USs with the same valence). There are many ways to implement a REP procedure; the 

researcher may opt to (i) present the CS before the US (forward conditioning), (ii) present the US before 

the CS (backward conditioning), or (iii) present the CS simultaneously with the US (simultaneous 

conditioning). But not every memory system is responsive to each of the above conditioning 

procedures. For instance, a large body of research indicates that the bilateral amygdala prefers CSs 

that signal threats. On this basis, one would predict the amygdala to be more responsive to forward-
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conditioning than backward conditioning. There is, in fact, strong empirical support for this 

prediction (see Lonsdorf 2017). By contrast, the semantic-associative system tracks the relative 

frequency with which tokens of one concept appear with tokens of another. If so, then we would 

expect the semantic-associative system to respond to all three of the above conditioning procedures 

so long as conceptual associations are involved. 

 The third relevant feature of experimental design is related not to task demands imposed 

during attitude formation or updating but to task demands imposed in the context of retrieval for 

measurement. Recall that the MSP theory assumes that measurement tasks generally stand in a one-

to-many relation with respect to the mind-brain’s memory systems. Given this assumption, there is 

no reason to assume that the implicit measures that register categorization response-latencies (e.g., 

the IAT, the evaluative priming task (EPT)) will generally tap the same memory systems as those 

that measure physiological responses (e.g., eye-blink rates, skin-conductance responses, or cortisol 

levels). Indeed, as others have demonstrated, even different response latency measures may tap 

qualitatively different states and processes (see Moran, Bar-Anan & Nosek 2017). Since multiple 

memory systems may be active during the same conditioning phase, it is not uncommon for 

researchers in cognitive neuroscience to test the efficacy of the conditioning phase by utilizing a 

variety of dependent measures. This is a practice that attitude researchers would do well to adopt. 

There are at least two methodological upshots of this last assumption worth attending to. If 

the aim of a study is to understand the effects of a particular form of learning on attitude 

measurement, then special care must be taken to ensure that the memory systems that are recruited 

during the learning phase are the same as, or sufficiently overlap with, those tapped during attitude 

retrieval. If none of the memory systems active during the learning phase are also active during 

retrieval, then researchers risk erroneously inferring either that (a) no attitude formation had 

occurred when they encounter null-effects or (2) attitude formation had occurred when, in fact, the 
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processes that drive measurement outcome are non-mnemonic in nature. Moreover, as the 

conditioning phase of any given co-occurrence study may result in the independent storage of 

multiple mnemonic effects across a variety of memory systems, two implicit measures administered 

after a conditioning phase may generate seemingly inconsistent results as a function of the different 

levels of sensitivity of differing implicit measures to the operations of distinct sets of memory 

system. Should this occur, researchers operating under the single-system monist framework may 

erroneously infer that one or both measures are of low quality when, in reality, the different implicit 

measures are sensitive to the retrieval of different types of implicit attitude. 

 Due to the fact that attitude researchers laboring under the single-system monist perspective 

are not as a rule attentive to these factors, studies that appear to control for all of the relevant 

variables from the single-systems monist perspective seem poorly controlled for from the MSP 

perspective. As this insight is critical in motivating our approach to developing an MSP resolution to 

the C/R controversy moving forward, it’s worth illustrating how each of the above considerations 

apply to the topic at hand. In the first set of experiments to have pitted evaluative implications of 

mere co-occurrence against the evaluative implications of CS-US relations, Moran and Bar-Anan 

(2013) paired four types alien creature (CS1, CS2, CS3, CS4) with either a pleasant-sounding melody 

(US+) or a terrifying human scream (US–).46 Subjects were told prior to the conditioning phase that 

 
46 Some may take issue with my claim that Moran and Bar-Anan were the first to demonstrate a co-occurrence effect on 
implicit evaluations even under conditions in which relational information is provided, pointing instead to Peters and 
Gawronski’s (2011) study that found that feedback as to whether a CS-US contingency is false influenced implicit 
evaluations as measured when such feedback was provided immediately after CS-US presentation. For instance, Peters 
and Gawronski (2011) presented subjects with an image of an individual, say, Smith (CS) and paired the individual with 
evaluative statements (US) (e.g., “Smith is generous”). Subjects were then to decide whether the statement is true or false, 
after which feedback was immediately provided (“Right!” or “Wrong!”). Importantly, when the feedback invalidated the 
evaluative statement, subjects were told to infer that the opposite about the pictured individual was true (e.g., Smith is 
selfish). Moran and Bar-Anan (2013) themselves conceive of their study as a follow-up to Peters and Gawronski’s study. 
From a certain perspective, this is understandable. Both studies provide subjects with CS-US contingency information 
delivered via a REP procedure, and both provide subjects with information about CS-US relations such that the 
evaluative implications of CS-US co-occurrence are at odds with the evaluative implications of the CS-US relation.  

But there’s reason to suspect that this similarity is superficial. Whereas Moran and Bar-Anan explicitly state that 
the aliens that appear at the end of each trial end whatever US they are paired with, Peters and Gawronski tell their 
subjects to infer the opposite CS-US relation whenever feedback describes the initially presented CS-US relation as false. 
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the type alien that appeared first in the sequence (CS1,CS2) would start the corresponding US and 

that the alien that appeared at the end of the sequence (CS3, CS4) would end the corresponding US. 

This, as far as we can tell, is a totally novel conditioning protocol that involves both forward 

conditioning and backward conditioning in a single learning trial. Recall, further, that the associative 

perspective predicts that subjects would prefer the type of alien that ended US+ over the type alien 

that ended the US–. The propositional account predicts the opposite preference–– that is, subjects 

should prefer aliens that ended the terrifying human screams over those that ended the pleasant 

melodies. Experiment 1 employed an IAT; while Experiment 2 employed a sorting paired features 

task (SPF). Moran and Bar-Anan found a differential effect of relational information on implicit and 

explicit evaluations; subjects reported liking aliens that ended horrifying human screams more than 

aliens that ended relaxing melodies, and implicit evaluations revealed a co-occurrence effect. 

In the third of a series of three experiments, Hu et al. (2017) paired images of novel 

pharmaceuticals (CS) with images of comparatively mild positive health outcomes (e.g., elderly 

couple riding bikes, a woman with healthy looking hair; US+) and comparatively mild negative 

health outcomes (e.g., a mild eye infection, a mild rash; US–). Subjects were told that some of these 

pharmaceuticals cause health outcomes while others prevent health outcomes. Importantly, this 

relational information is included in each learning trial, such that the CS would first appear on the 

screen followed by the appearance of a relation immediately underneath (CAUSES/PREVENTS), 

after which both the CS and the relation are replaced with the US. The conditioning phase takes the 

form of a forward-conditioning procedure. Attitudes toward each CS were then measured using an 

 
The hypothesis that these studies probe different types of effect is made all the more plausible once one turns to 
consider the processes involved in each. In Moran and Bar-Anan’s studies, subjects must merely recall that the family of 
the aliens that appear at the end of the sequence end whatever stimuli they are paired with (e.g., Green aliens end 
horrifying human screams). In Peters and Gawronski’s studies, subjects are first exposed to an evaluative statement 
about an individual presented, must decide whether the statement is true or false, revise their judgement when feedback 
presents the statement as false, and lastly integrate the validity information with the content of the evaluative statement 
so that the evaluative statement implies the opposite of what was said.  
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EPT. The researchers report that the relational information influenced both implicit and explicit 

measures, although the effect of relational information on explicit measure performance was larger 

compared to its effect on EPT performance. More specifically, the authors report that subjects 

preferred the drugs that prevented negative outcomes over the drugs that prevented positive 

outcomes. 

From the perspective of MSP theory, too many theoretically relevant independent variables 

have not been adequately controlled for. We simply have no way of knowing the effect of the 

different types of stimuli, the different types of conditioning procedure, or the different types of 

implicit measure on the outcome of each study. Consequently, a cross-study comparison of this sort 

won’t allow us to say with any reasonably high degree of confidence which factor, or combination 

thereof, provoked a co-occurrence effect in Moran and Bar-Anan’s studies and a relational effect in 

Hu et al.’s studies. 

In light of these interpretative obstacles, how should the MSP theorist proceed? It is 

important to recognize that the MSP theorist does not take for granted any of the extant single-

system monist explanations of the co-occurrence effects. On the associative perspective, evaluative 

conditioning involves the establishment or strengthening of an associative link between the memory 

representation of the CS (e.g., an alien) and the memory representation of the US (e.g., a scream). 

Once this link has been established, the presentation of the CS activates the CS representation in 

memory, which in turn activates the US representation through a mechanism of activation spread. 

This activation of the US will then activate the associated response units, leading the subject to 

respond to presentation of the CS as if the US were presented (Hermans et al. 2002). While the MSP 

theory does postulate a semantic-associative memory system, it posits many other associative 

memory systems besides and so there is no reason a priori to think that this story generalizes to all 
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co-occurrence effects whatsoever. This highlights the need for an MSP theoretical account of co-

occurrence effects. Providing such an account is our first task. 

 By the same token, the MSP theory needs to provide an independently motivated account of 

the relation effect. While we are assuming with those in the propositional camp that the relation 

effect is driven by the formation of propositional representations, the nature of the mechanism(s) by 

which propositional representation formation comes to influence implicit evaluation is very much an 

open question on MSP theory. For instance, is the proposition with the content DRUG A PREVENTS 

EYE INFECTIONS retrieved from semantic-propositional memory during EPT performance? Or is 

there some other route by which proposition formation comes to influence indirect measure 

response, perhaps by modulating the effects of affective responses to stimuli presented in the EPT?  

 By giving an independently motivated MSP theoretical account of each effect, we’ll have in 

the process explained why sometimes relational information influences indirect measure 

performance and sometimes it doesn’t. Moreover, we’ll have done so in a manner that helps to 

further integrate social cognitive attitude research with theories of learning in surrounding 

disciplines. 

 

2.2 The MSP Theoretic Resolution to the C/R Controversy 

  

I’ll now briefly sketch the MSP theoretical resolution of the C/R controversy that I will be 

defending in the following sections. Consistent with the above assumptions, the fact that each 

finding of a co-occurrence effect is obtained through the use of a different conditioning procedure 

provides us with some reason to think that each co-occurrence effect may exploit different 

underlying mechanisms. Since two of the three studies that produce co-occurrence effects employ 

conditioning procedures that are either entirely novel (in the case of Moran and Bar-Anan (2013)) or 
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poorly understood (Hu et al. 2017: Experiment 2), I will focus primarily on accounting for the co-

occurrence effect obtained in Hu and colleagues’ (2017) Experiment 1, which employs a standard 

forward-delay conditioning procedure. I will then argue that the co-occurrence effect obtained in 

this study is driven primarily by amygdala-dependent attitudes that had been established during that 

study’s forward-delay conditioning-procedure, which runs counter to the standard associative 

account that treats EPT performance as a function of the activation of semantic-associative 

structures in memory. The defense of this position requires the defense of two further claims—

namely, that (1) the amygdala is engaged during the study’s conditioning phase and (2) amygdala-

dependent representations play a substantive role in EPT performance. After this account is 

defended, I consider the extent to which this account generalizes to the other two co-occurrence 

effects under consideration, concluding that more research is needed before any firm conclusions 

can be reached on this topic. 

Whereas the co-occurrence effect observed in Hu and colleagues’ Experiment 1 is best 

understood as a type of conditioning effect, the relation effect obtained in Hu and colleagues’ 

Experiment 3 is best understood as involving a form of instructed learning (see Koban et al. 2017). 

Briefly, instructed learning occurs when subjects encode an explicitly instructed CS-US relation. 

Instruction, on this view, provokes the formation of a propositionally structured representation of 

each CS-US relationship (e.g., DRUG A PREVENTS EYE INFECTIONS). Recent work that investigates 

the differential effects of instruction and conditioning on learning have shown that the memory 

systems that update in response to instructions differ from those that update in response to repeated 

CS-US co-occurrence (i.e., conditioning) (Atlas 2019, Koban et al. 2017, Koban et al. 2019). Crucially, 

this research shows that while the left amygdala updates in responses to instructions about the CS-

US relationship, the right amygdala updates only in response to CS-US co-occurrence (Atlas 2019). 
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On the view that I favor, the relation effect is primarily driven by left amygdala-dependent instructed 

learning representations. 

 

3 The Co-Occurrence Effect 

 

 The structure of this section is as follows. Our discussion begins with the co-occurrence 

effect obtained Hu, Gawronski, and Balas’ (2017) Experiment 1 (hereafter, HGBex1). Once we’ve 

developed a rough account of the states and processes that drive evaluative responses on the EPT, 

we’ll then shift our attention to the other two co-occurrence effects obtained by HGB’s Experiment 

2 (HGBex2) and Moran and Bar-Anan’s (2013) experiments.  

 

3.1 HGB: Experiment 1 

  

In HGBex1, subjects are explicitly informed of the relevant CS-US relation during the task 

instructions that immediately precede the attitude acquisition phase. I’ve reproduced the task 

instructions given to each subject below: 

 

Your task is to think of the image pairs, such that the pharmaceutical product causes 

[/prevents] what is displayed in the following image. For example, if a product is 

paired with a positive image, you should think of the product as causing 

[/preventing] the positive outcome displayed in the image. Conversely, if a product is 

paired with a negative image, you should think of the product as causing [preventing] 

the negative outcome displayed in the image. (Hu et al. 2017a: 20) 
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Here we find that the researchers have presented the relational information in what amounts to a 

quantified two-place relational formula (viz. (x)(y)(if x is presented at t1 and y is presented at t2, then 

x causes (/prevents) y)). We will follow the terminological convention established by HGB in 

referring this a rule. Importantly, the manipulation of relational information is between-subjects; half 

of subjects are told that relevant drug causes health outcomes are presented, while the other half are 

told that the relevant drug prevents health outcomes.  

 So much for task instructions. How is the REP learning phase structured? Subjects are 

exposed to five CSs in total. One CS is neutral (hereafter, referred to as CS–) and is therefore never 

paired with a corresponding image (i.e., it is presented without any sort of reinforcement). Of the 

remaining four CSs, two (e.g., CS1: Drug A; CS2: Drug B) are systematically paired with a particular 

positive US (US1+: elderly couple riding bikes; US2+: woman waving radiant looking hair) and each 

of other two CSs (CS3: Drug X; CS4: Drug Y) are systematically paired with a particular negative US 

(US3–: eczema outbreak; US4–: eye infection). The structure of each trial of the REP phase is as 

follows: CSs appear in the center of the computer screen for 1,000 ms followed by a 1,000 ms 

presentation of the US in the same location. This conditioning procedure is commonly known as a 

forward-delay procedure. A delay procedure is one in which US onset is delayed relative to the CS onset 

without an extended temporal gap between CS and US onset. (Procedures that involve an extended 

gap between CS termination and US onset are known as trace conditioning procedures.) As the 

intertrial interval (ITI) lasts for 2,000 ms (during which, nothing appears on screen) there is low 

probability of inadvertent backward conditioning (whereby the CS used in, say, trial two comes to be 

associated with the US that appears at the back end of trial 1). 

The relevant findings are as follows. HGB found that relational information provided during 

task instructions influenced explicit responses to the conditioned stimuli; however, relational 

information had no effect on EPT performance. Instead, HGB found a main effect of valence on 
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EPT performance, meaning that subjects were able to more quickly and accurately identify positive 

words after being exposed to a CS prime that had previous been repeatedly paired with USs+ 

relative to CS primes that had previously been repeatedly paired with a USs–. Having said that, it is 

worth taking a closer look at the patterns of results that realize the above co-occurrence effect. The 

authors report that subjects on average responded much more unfavorably to CSs that had been 

systematically paired with USs– relative to baseline CSs and responded only slightly more favorably 

to CSs that had been repeatedly paired with USs+ relative to baseline. Thus, if the EPT performance 

tells us anything about the sort of learning that had occurred, these patterns suggest that 

conditioning effects were stronger for CSs that were paired with aversive USs than for CSs that were 

paired with positive USs. 

Having now reviewed the relevant findings, there are two phenomena that must be 

accounted for: (a) the effect of relational information on direct responses only, and (b) the nature of 

this particular co-occurrence effect. Of the two, the MSP theoretical account of the former is 

comparatively straightforward. The differential effect of relational information on implicit and 

explicit task performance is most plausibly explained by the fact that subjects are able to ignore the 

rule until they are presented with the explicit measure, during which they are asked to (i) report how 

positive/negative they find the pharmaceutical with response options ranging from 1 (very negative) to 

7 (very positive) and (ii) when asked how good/bad each pharmaceutical is, with response options 

ranging from 1 (very bad) to 7 (very good). This explanation, note, is entirely consistent (if not identical) 

to explanation that Hu and colleagues endorse. 

  But how should the MSP theorist account for the observed co-occurrence effect? While it 

may be the case that both the semantic-associative memory system subserves a form of conditioning 

and its operations influence EPT performance, I propose that we think of this particular co-

occurrence effect as largely being driven by the retrieval of negatively valenced amygdala-dependent 
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CS representations. It is possible that during the conditioning phase the Pavlovian Aversive 

Conditioning (PAC) system is involved in the preferential updating of those CS representations that 

immediately precede presentations of USs– in accordance with backward-looking, model-free 

algorithms (see Atlas 2019). On this view, when these CSs appear as primes (hereafter, primeneg) 

during the EPT, the activation of these amygdala-dependent CS representations either (a) generates 

an expectation that a negatively valenced item will appear on screen, or (b) will facilitate the 

processing of valence-congruent stimuli. If either (or both) of these possibilities are true, then 

negative targets follow the presentation of a primeneg, response times (RTs) to targets are lowered. 

Two questions about this account immediately arise. First, what reason do we have to expect 

amygdala engagement during the conditioning phase? Second, what independent evidence do we 

have that amygdala-dependent representations are capable of producing the type of priming effect 

measured by the EPT? We’ll address each in turn. 

The primary reason for suspecting amygdala involvement during the REP phase is that the 

experiment has many of the trappings of more traditional aversive conditioning experiments. For 

instance, the negatively conditioned CSs are systematically and repeatedly paired with negative 

biologically relevant outcomes, which the amygdala is particularly sensitive to (Atlas & Phelps 2018). 

To be sure, there are important differences between the USs– used in HGBex1 and those used in 

fear-conditioning or other aversive conditioning studies. For example, we can assume that the USs–

used in this study are not as intense (affectively speaking) as stimuli used in aversive conditioning 

experiments generally or fear conditioning experiments in particular (see Lonsdorf 2017). Thus, it is 

an open question as to whether the mildly negative health outcomes used as USs– in this study are 

sufficiently negative to trigger amygdala involvement. Additional research is needed to address this 

concern. With that said, USs of low affective intensity and of less biological significance have 

effectively been used to trigger amygdala involvement in past research (ibid.). 



 206 

 Relatedly, the most effective aversive conditioning studies frequently employ a variant of the 

forward-delay conditioning procedure (Lonsdorf 2017). As will become relevant when we consider 

the other empirical demonstrations of the co-occurrence effect, amygdala-dependent aversive 

conditioning is more effective in the sense that it tends to produce stronger conditioned responses 

(CR) in fewer trials when conditioning is facilitated through the use of a forward-delay conditioning 

procedure than either simultaneous or backward conditioning procedures (ibid.). Moreover, animal 

research has repeatedly demonstrated that amygdala-dependent aversive conditioning is preserved in 

animals with hippocampal lesions when a forward-delay procedure but not a forward-trace 

conditioning procedure is used (Manns, Clark, & Squire 2000). As HGBex1 exploits a forward-delay 

procedure, conditions are suitable for effective amygdala-based conditioning. 

 Let’s assume, then, the PAC system (among others) is involved in learning. If, in this 

context, a priming effect on the EPT is the target CR that we want presentation of the CS to elicit, it 

doesn’t follow from the above assumption that CS representations formed via amygdala-dependent 

learning will provoke this CR. Though there is strong evidence that the amygdala is involved in 

affective priming when facial expressions are both used as CSs and targets even under conditions in 

which face-primes are presented subliminally (Yang et al. 2012), the EPT is not typically used as a 

measure of conditioned responses in aversive conditioning studies. So, it is possible that even highly 

effective amygdala-dependent aversive conditioning has no effect on response times when the target 

is a word (as opposed to a fearful face). Thus, if amygdala-dependent representations and processing 

help us explain the co-occurrence effect, we would like some additional evidential support that this 

system, perhaps in conjunction with others, manifest the kinds of responses registered by the EPT. 

 Earlier I proposed two hypotheses of how amygdala-dependent representations and 

processes might produce affective priming effects. The first hypothesis is that when a given CS is 

repeatedly paired with a biologically aversive US, the model-free processing implemented by the 



 207 

PAC produce an expectancy that a negative stimulus will appear following the presentation of the 

CS. This is analogous to how a subject who is repeatedly shocked after blue square presentations 

might come to anticipate an electric shock (as indicated by, say, increased skin conductance 

responses (SCRs)) given the presentation of a blue square. Call this the expectancy hypothesis of 

evaluative priming. Given that subjects are instructed to rapidly hit the corresponding key as soon as 

they recognize a target word as being positive or negative without making too many mistakes when 

completing the EPT, the expectation of a negative stimulus given the presentation of a CS-prime 

may result in a pre-activation of the motor routine associated the pressing of the “negative” key. 

This expectancy driven behavioral response may occur even if the target word is not fully processed 

(cf. Klinger et al. 2000, De Houwer & Randell 2002), leading to faster and less error-prone responses 

on prime-congruent compared to incongruent trials. Following established terminological 

convention, let’s call the pre-activation of a motor command in response to CS-prime presentation 

response priming (Eder et al. 2011). 

 The other hypothesis is as follows: in the context of the EPT, the presentation of an 

aversively conditioned CS would reduce the time it takes to respond to a negatively valenced target 

because the CS-prime facilitates the processing of the target word. This is analogous to an account 

of conceptual or semantic priming according to which a prime word facilitates the recognition of the 

target word’s meaning through the spreading of activation of associated concepts in a semantic-

associative network (e.g., Bargh et al. 1996, Fazio 2001, Spruyt et al. 2007). On this hypothesis, the 

facilitation reduction of response times comes not from an expectancy of a negative stimulus, but 

from the fact that the amygdala CS representation itself elicits a negative affective response and this 

affective response to the CS-prime facilitates the processing of affectively congruent targets leading 

to faster classifications when the valence of the target is congruent with the prime than when the 

valence of the target is incongruent with the prime (cf. Baeyens 1998). Call this the shared valence 
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hypothesis of evaluative priming. Because subjects must process the target sufficiently before issuing 

the corresponding behavioral response, this view predicts that the onset of the corresponding motor 

response should tend to occur only after subjects have had sufficient time to process the target.  

 An additional comment about the shared valence hypothesis is worth making. The 

plausibility account depends on the plausibility of the claim that the amygdala is critically involved in 

the encoding and/or processing of a word’s valence; if not, there is no reason to expect an increase 

in the speed it takes to process a word (as opposed to an emotion-laden face) during EPT 

performance. A large body of research does indicate that the left amygdala in particular is involved 

in both the encoding of word valence and its subsequent processing (Hamman & Mao 2001, 

Richardson, Strange & Dolan 2004, Phelps 2004). 

 A particularly striking demonstration of the left amygdala’s role here involves the case of a 

teenager with severe damage to the left amygdala. While this individual did not differ from healthy 

controls with respect to judgements about whether the words she was asked to memorize were 

positive or negative, her performance differed significantly relative to healthy controls with respect 

to both judgements as to how arousing the positive and negative words were (e.g., she treated them 

as marginally more arousing than the neutral words she was asked to memorize) as well as in her 

recognition performance for emotional words compared to controls (Claire et al. 2016). While 

control subjects failed to recognize just 2.5% of the emotional words, the amygdala patient failed to 

recognize 26.6% of the emotional words (for neutral words, she failed to recognize only 6%) (ibid). 

The researchers also observe that this individual can identify positive or negative words as such 

without any accompanying affective experience. It is possible that this individual learns which words 

are positive or negative through social learning (Olsson, Knapska & Lindström 2020). Future 

empirical research should aim to investigate the extent to which individuals with left amygdala 
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damage would perform similarly to controls on the EPT. If such individuals do not perform as well 

as controls, this would provide some empirical evidence in favor of the shared valence hypothesis. 

 It is worth noting that the shared valence hypothesis and the expectancy hypothesis are not 

mutually exclusive; both types of processing may help to shape EPT performance when prior 

conditioning is aversive. Hermanns and colleagues (2002) demonstrated that a single aversive 

conditioning phase can give rise to both expectancies that a negative event will follow the 

presentation of a CS prime and a change in the CS representation’s valence. Indeed, it may be that 

negative expectancy provoked by a CS presentation is the basis of the subject’s negatively affective 

reaction to the CS itself. If Smith dislikes rain, then Smith comes to have a negative affective 

response to the presence of storm clouds overhead because storm clouds signal rain. There is no 

reason, then, to think that both conditioning effects could not shape EPT performance. Indeed, 

several studies electroencephalogram (EEG)) studies have produced evidence that EPT 

performance reflects the combined output of both response priming and shared valence priming 

(Eder et al. 2012, Zhang et al. 2006). With that said, additional empirical research is needed before we 

can confidently say whether evaluative priming arises out of expectancies, shared valence, or some 

combination thereof. Whichever account turns out tell the correct story, what is important is that 

the MSP theory has a plausible story to tell. 

 We are now well-positioned to inquire about the extent to which the account just proposed 

generalizes to other demonstrations of co-occurrence effects in the literature. Due, however, to the 

quirks of the procedures used to obtain the relevant co-occurrence effects, we’ll have relatively little 

to say pending further empirical investigation. 
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3.2 HGBex2 

 

 First, let’s turn our attention to HGBex2. The procedure of this study is identical to that of 

HGBex1 in all but one respect; whereas HGBex1 employed a forward-delay conditioning procedure, 

HGBex2 employed a simultaneous conditioning procedure. Though HGB once again report a 

differential effect of relational information on implicit and explicit evaluations such that relational 

information impacted explicit but not implicit evaluations, the patterns of results that realize the co-

occurrence effects are markedly different compared to those obtained in HGBex1: relative to neutral 

CS primes, subjects responded more favorably both to CSs that had been paired with USs+ and CSs 

that had been paired with USs–, though the priming effect was more pronounced for the former 

than the latter. In other words, the simultaneous conditioning procedure involving the same set of 

stimuli produced faster than baseline responses to positive target words regardless of previous 

pairings and regardless of relation. So, while the authors report that “CSs that had been paired with a 

positive US elicited more favorable responses than CSs that had been paired with a negative US” 

(Hu et al. 2017: 25), it is misleading to frame this as an unambiguous demonstration of a co-

occurrence effect given that CSs that had been paired with USs– elicited more favorable responses 

than baseline.  

 The procedural change together with this unexpected pattern of priming effects makes these 

results especially difficult to interpret. The simultaneous conditioning procedure is not regularly used 

in evaluative conditioning research, so the mechanisms it exploits are poorly understood relative to 

forward-conditioning. Moreover, a large body of research finds that forward conditioning 

procedures are overwhelmingly more likely to generate the target conditioned responses than either 

simultaneous conditioning or backward conditioning (Malone 2002). When the simultaneous 

conditioning procedure is used in attitude research, it tends to be most successful in provoking the 
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implicit misattribution effect, which occurs when subjects mistakenly infer that the CS, as opposed to the 

US it is simultaneously paired with, is an important causal source of their occurrent affective 

experience (see Jones, Olson, & Fazio 2010). But this does not appear to explain why HGB’s 

simultaneous conditioning procedure causes subjects to respond more favorably to those CSs that 

had previously been paired with USs–. 

  I am inclined to think that this is one instance in which the EPT effects observed are not 

best explained merely by appeal to the retrieval of attitudinal states or the engagement of attitude-

related mnemonic processing. To understand why, consider what happens when we try to explain 

the results by appeal to either the expectancy hypothesis or the shared-valence hypothesis. It is not 

easy to see how the repeated simultaneous presentation and termination of CS-US pairs would lead 

subjects to anticipate the US at t2 given its presentation at C1, as this temporal structure is not 

mirrored in the conditioning procedure. Moreover, even if simultaneous presentation could generate 

US expectancies, it is hard to explain why repeated CS-US– presentation would lead subjects to 

expect positively valenced stimuli upon presentation of the relevant CS. Similarly, the shared valence 

account fails to explain the data as it would predict that, insofar as evaluative conditioning occurs at 

all, the valence of the US should transfer to the CS that it is presented with. This prediction is 

inconsistent with the actually observed priming effects. 

 One might complain that the difficulty of accounting for the EPT effects demonstrated in 

this particular study is a strike against the MSP theory. But it’s important to keep in mind that it fares 

no worse than its rivals here. The APE model, for instance, would predict that repeated CS-US 

pairings would result in a transfer of valence from the US representation stored in memory to the 

CS representation. But this doesn’t address why subjects were on average faster to identify positive 

words after the presentation of a CS-prime that had been repeatedly paired with USs–.. The 

propositional theorist also has not straightforward explanation of these results. We know from the 
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results that a relation effect was observed for explicit attitudes but not implicit attitudes. So, if only 

the activation of propositional structures in memory drives priming effects, subjects would need to 

form beliefs about CS-US relations that do not reflect the relation given in the instructions. What 

relation would this have been? Presumably, it would have been propositions of the sort DRUG A IS 

PAIRED WITH EYE INFECTIONS (or DRUG A CO-OCCURS WITH EYE INFECTIONS). But there are two 

glaring problems with this proposal. First, it is far from obvious that the evaluative implications of 

this proposition casts Drug A in a positive light. Second, and relatedly, the mechanism by which the 

activation of this–– or any–– propositional structure impacts the time it takes to respond to positive 

or negative target words is, it seems to me, hopelessly opaque. 

 

3.3 Moran & Bar-Anan (2013) 

 Lastly, let’s turn our attention to the first empirical demonstrations of the co-occurrence 

effect as obtained by Moran and Bar-Anan (2013) across two studies. The extent to which the partial 

account of the co-occurrence effects demonstrated in HGBex1 generalizes to these findings is, again 

unclear, suggesting that further empirical research is needed to address this issue. In order to 

understand why, we will have to briefly review the relevant details of Moran and Bar-Anan’s 

procedure and findings. 

Moran and Bar-Anan paired four types alien creature (CS1, CS2, CS3, CS4), differentiated by 

color, with either a pleasant-sounding melody (US+) or a horrifying human scream (US–). Here’s 

how the authors describe the procedure: 

 

The learning included 10 melody trials and 10 scream trials, ordered randomly and 

separated by a soft ticking sound that played for 10-15 seconds. Each trial began 

with a presentation of the “starting” creature, appearing in silence for 500 ms. Next, 
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the auditory stimulus began, playing for a randomly selected duration of 10–30 

seconds. The “starting” creature remained on the screen for the first two seconds of 

the playback. Then the screen remained blank until the “ending” creature appeared 

for the last two seconds of the auditory stimulus’s playback and remained on the 

screen for another 50 ms of silence. […] We told participants in advance that the 

creatures started and ended the stimulus. We instructed participants to learn which 

family performed each of the four actions for a later memory test. (Moran & Bar-

Anan 2013: 746) 

 

In the first study, subjects then completed two versions of the IAT–– one that measured “automatic 

preference” for the groups of aliens that served as starters of the relevant stimulus (hereafter, starters) 

and one that measured automatic preferences for the aliens that appeared as enders of the relevant 

stimulus (hereafter, enders). For the purposes of testing the effect of relational information on 

implicit attitudes, the enders-IAT is the critical measure–– we’ll address this point momentarily. The 

second experiment differed only in respect to the implicit measure used; in that experiment all 

subjects completed a sorted-paired-features (SPF) task. Upon completion of the respective implicit 

measure, all subjects were then asked to self-report the degree to which they liked each alien group 

on a 9-point scale (1= Dislike Strongly, 9= Like Strongly). Finally, subjects completed a memory 

recognition task in which each subject was asked to identify which alien performed which action.  

Given this setup, a co-occurrence effect would be observed if subjects prefer the aliens that 

ended the horrifying human screams (US–) to aliens the ended relaxing melodies (US+). By contrast, a 

relation effect would be observed if subjects preferred the aliens that ended horrifying human 

screams over aliens that ended relaxing melodies (because people should prefer things that end 

negative stimuli over things that end positive stimuli). This explains the above claim that the enders-
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IAT is the critical measure. Moran and Bar-Anan report a co-occurrence effect in both studies. 

Consistent with the results that HGB obtained their co-occurrence studies, Moran and Bar-Anan 

found that relational information influenced only explicit responses; subjects reported that they 

prefer the aliens that ended screams over those that ended relaxing melodies. 

 That a co-occurrence effect was observed under these circumstances is somewhat surprising 

as the effect was produced by way of backward-delay conditioning (i.e., the onset of each CS was 

delayed upon the onset of the corresponding US). As stated in our discussion of HGBex2’s 

demonstration of a co-occurrence effect, research on conditioning consistently shows that backward 

conditioning is generally less effective than forward conditioning in generating the relevant class of 

CRs. But this is not to say that backwards delay conditioning procedures never produce aversive or 

reward conditioning effects; the efficacy of backward-conditioning procedures appears to be a 

function of the US intensity (Burkhardt 1980) and the number of US-CS pairings (Heath 1976). It 

may be the case that the horrifying screams were of sufficient intensity and/or the number of 

pairings sufficiently high so as to bring about changes in the CSs that co-occurred with human 

screams. 

 Having said that, one might worry that the results obtained by Moran and Bar-Anan do not 

sit well with past research on the differential effects of backwards-conditioning on implicit and 

explicit CS evaluations. For instance, at least one study has demonstrated that when a CS is 

presented immediately upon the offset of a pain-inducing US, subjects implicitly evaluate the CS 

favorably (as measured by startle responses) but explicitly evaluate the CSs negatively (Andreatta et 

al. 2010). In other words, when a backward-conditioning procedure is used, co-occurrence 

information influences explicit evaluations more than it does implicit evaluations, which is the 

inverse of what Moran and Bar-Anan found. But these results are not obviously inconsistent with 

Moran and Bar-Anan’s findings.  
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Two key procedural differences between the two sets of studies might explain the different 

patterns of results. First, in Moran and Bar-Anan’s findings, the presentation of the fear-inducing 

stimuli temporally overlaps with the presentation of the CS; there is no such temporal overlap in 

Andreatta and colleagues’ experiments. This difference could help to explain why implicit 

evaluations of CSs that had systematically been paired with aversive stimuli were favorable in the 

latter but not the former studies. The idea here is that the CS comes to signal safety when the CS is 

only ever presented upon the termination of the US presentation. But when there is sufficient 

temporal overlap in CS-US presentation, the CS is no longer an unambiguous safety cue. Further, 

This overlap may promote amygdala dependent CS-US– binding. A second critical difference is this: 

at no point does Andreatta et al. explicitly instruct their subjects as to how to think of the CS-US 

relationship, leading subjects to rely on co-occurrence information when reporting CS evaluations. 

Because Moran and Bar-Anan do instruct their subjects that the aliens that appear last in the 

sequence end the corresponding US, their subjects are able to retrieve this information during explicit 

measurement. This procedural difference, then, may have a role in explaining why it is that co-

occurrence information exerted a greater influence on explicit attitude measurement in Andreatta 

and colleagues’ experiments relative to Moran and Bar-Anan’s experiments. 

Even if we were to suppose that the simultaneous conditioning procedure was effective in 

generating evaluative conditioning effects, we would still need an explanation of how these learning 

effects manifest IAT effects (and SPF effects). While each measure is a response latency measure, 

there is no reason to believe that the mechanisms that drive EPT effects are the same as those that 

drive IAT (or SPF effects), as evidenced by low-convergent validity between the two measures and 

that, ceteris paribus, experimental manipulations that influence IAT performance do not always 

influence EPT performance (Van Dessel et al. 2017, Moran, Bar-Anan, & Nosek 2017). This 

reinforces the assumption starter earlier that that it would be a mistake to assume, sans further 
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empirical study, that all co-occurrence effects share a common underlying mechanism. Given the 

lack of relevant empirical research and restrictions of space, an MSP theoretical account of the type 

of learning that occurs in these studies and of how learning influences IAT and SPF performance, I 

must leave these as issues for future research.  

 

4 The Relation Effect 

 

 Let’s now shift our attention to what is arguably the most influential empirical 

demonstration of a relation effect–– viz. those reported in HGBex3. The structure of this section is as 

follows. After briefly reviewing the relevant procedural elements and findings, I propose an MSP 

theoretical account of the relation effect. The remainder of this section is devoted to its defense. 

 The experimental procedure used in HGBex3 differs from that used in HGBex1 in a number 

of respects relevant to the ensuing discussion. First, in a departure from the previous two studies, 

Hu and colleagues manipulated relational information as a within-subjects factor, meaning that each 

subject was shown both causal and preventative CSs. Second, Hu and colleagues made a substantive 

change to task instructions: 

 

The instructions were similar to the ones in Experiments 1 and 2, the only difference 

being that participants received the relational information on a trial-by-trial basis 

during the presentation of the CS-US pairings rather than in the instructions. (Hu et 

al. 2017a: 27). 

 

The passage above makes direct reference to a third key difference: subjects are explicitly told how 

to think of the relationship that obtains between each CS and each US during the conditioning 
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phase. Fourth, the researchers doubled the number of unique CS-US pairs that subjects had to track, 

from four in the previous two experiments to eight (four CSs were systematically paired with a US+; 

four CS were systematically paired with a US–) in the present study, bringing the total number of 

CSs to nine (including the neutral, unpaired CS).47  

The modified learning phase is as follows. On each trial, participants were presented with 

one of the CSs in the center of the screen for 1,500 ms. Five-hundred milliseconds after the onset of 

the CS, either the term ‘causes’ or ‘prevents’ appears just below the CS. Both the CS and the 

relational term remain on screen for 1,000 ms, at which point both are replaced by the US. The US 

remained in the center of the screen for 1,000 ms. For this conditioning procedure, HGB used an 

inter-trial interval (during which nothing appeared on screen) of 1,000 ms. Structurally, this 

procedure looks like a forward-delay conditioning procedure. Hu and colleagues found that the 

relational information moderated both implicit and explicit measure performance, though the effect 

was weaker for implicit compared to explicit evaluations. Importantly, when causal CSs were 

presented as primes, no statistically significant priming effect was observed. However, for 

preventative CSs, subjects responded on average more favorably to CSs that had been paired with 

USs– than to CSs that had been repeatedly paired with USs+.  

 
47 Here’s another difference, though its importance is debatable. Hu and colleagues did not include the recognition 
memory task that had been included in the previous two studies. The decision to omit a memory assessment from this 
study (the rationale for which is never provided) may strike some as puzzling, given that this procedure is far more 
demanding on memory than the previous two. In this experiment, not only are subjects tasked with learning twice as 
many unique CS-US pairings as subjects in the previous two studies, these subjects also must learn the precise relation 
that obtains between each CS-US pairing. Recall that in the previous two studies, relational information was manipulated 
as a between-subjects factor, so that subjects could always be sure that the same relation obtained between each CS-US 
pair. It is also worth noting that even for the less demanding studies, subjects showed strong but imperfect recollection 
for each CS-US pair (the average performance across both studies hovered at around 90%, though interaction effects on 
recollection were observed for both valence and relation). Moreover, as contingency awareness is known to be positively 
correlated with the efficacy of evaluative conditioning, this omission seems especially glaring. 
 The reason why the importance of this difference is debatable for the purposes at hand is that subjects’ explicit 
measure performance showed a strong relation effect, suggesting that subjects were able to accurately recall to which CS 
bore which relation to specific USs. Whether this effect could be explained on the assumption that subjects had poor 
memory is unclear. 
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 In broad brush strokes, the explanation of these findings that I favor is as follows: by 

presenting the relational information alongside CS-US co-occurrence information trial-by-trial, the 

procedure shifts from a standard evaluative conditioning procedure to a type of instruction 

procedure. In line with standard instruction studies, subjects were explicitly told how to think of the 

relation that obtains between each CS and US. Crucially, there is strong evidence that the memory 

systems that subserve conditioning differ from those that subserve instructed CS-US contingency 

learning. Moreover, whereas the former frequently implement model-free learning algorithms, the 

latter are best modeled as model-based learning systems (see Atlas 2019). For these reasons, it is 

reasonable to suppose that relation effect on EPT performance observed in this study is driven 

primarily by the memory systems that subserve instructed learning as opposed to conditioned 

learning. If this explanation holds, then we have on hand a plausible format pluralist resolution to 

the C/R controversy, as the relation effect is driven primarily by propositional memory systems and 

the co-occurrence effect is driven by amygdala-based associative states and processes. The 

remainder of this section is devoted to elaborating on and defending this proposal. 

 When I claim that the present study is best understood as employing an instruction 

procedure as opposed to a conditioning procedure, what exactly does this claim amount to? To 

illustrate the difference, contrast a fear learning study in which subjects are merely instructed that 

presentations of blue squares (CS) will be accompanied by electric shocks (US–) with a study in 

which subjects come to learn that blue squares accompany electric shocks through repeated pairings 

of blue squares with electric shocks. Call the former instruction only (IO) studies and the latter 

conditioning studies. 

 This distinction is absolutely crucial for a pair of reasons. First, large body of research shows 

that instruction-based fear learning is as effective as merely conditioned fear-learning with respect to 

provoking fear-related CRs (Hugdahl 1978, Hugdahl, Ohman 1977, Chase et al. 2015). Analogous 
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effects have been demonstrated across multiple learning domains, including instrumental reward 

learning, pain-learning, and evaluative learning (see Koban et al. 2017 for a review). We discuss some 

of these findings in greater detail below. Second, an equally compelling body of research 

demonstrates that the memory systems that respond to mere instruction about how a CS-US pair are 

related differ from the memory systems update in response to actually observed CS-US pairings. 

Dissociations between the systems that are sensitive to instruction and those that are sensitive to 

actually observed CS-US pairings have been reported across various learning domains. For instance, 

in the domain of amygdala-dependent aversive learning, it has been shown that IO-fear inducing 

procedures influence left but not right amygdala activation (Phelps, O’Connor, Gatenby, et al. 2001, 

Butler et al. 2007, Funayama, Grillon, Davis, Phelps 2001). By contrast, human and animal research 

shows that the right amygdala updates only in response to CS-US pairings (Atlas, Doll, Li, Daw, 

Phelps 2016, Braem, De Houwer, Demanet, Yuen, Kalisch, Brass 2017).  

Another important source of evidence concerning such dissociations comes from recent 

research on instructed reversals in the domain of fear learning (see Atlas 2019). In such studies, subjects 

are exposed to two CSs, say, a green circle that is occasionally accompanied by an electric shock and 

a blue square that is never accompanied by an electric shock. After a number of conditioning trials, 

subjects are then told that the relationship between electric shocks and the CSs are now reversed 

(i.e., blue squares accompany shocks and green circles do not). Atlas’ (2019) description of her and 

her colleagues’ findings is as follows: 

 

Individuals underwent aversive reversal-learning in a combined within-subject and 

between subject design and we measured responses to unreinforced CSs during 

fMRI scanning. Differential SCRs reversed immediately upon instruction in an 

Instructed Group, replicated previous work. We also observed immediate reversals 
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in the striatum, insula, ACC [anterior cingulate cortex], and the VMPFC/OFC 

[ventral medial prefrontal cortex/ orbital frontal cortex], and the strength of reversal 

learning in striatum and VMPFC correlated with dorsolateral PFC (DLPFC) 

activation during the presentation of verbal instructions. […] Most notably, however, 

the right amygdala did not update immediately upon instruction. Instead, differential 

amygdala responses reversed after actual reinforcement, indicating that it was more 

responsive to experiential, rather than instructed, learning. (Atlas 2019: 123) 

 

It is worth emphasizing that the finding that the VMPFC and the DLPFC are critically involved in 

the representation of instructions during this task replicates and extends previous findings 

demonstrating the importance of these two regions in a wide range of other contexts that involve 

instructed learning (see Koban et al. 2017). 

 Atlas’s findings are consistent with a large body of research that demonstrates that even 

though the brain networks that respond to instruction differ from those involved in conditioning, 

the memory systems that subserve instructed learning frequently exert powerful top-down effects on 

the systems that are most responsive to experiential forms of learning (see Koban et al. 2017 for a 

review). In the first empirical demonstration of the effects of instructions on fear learning, Cook and 

Harris (1937) measured SCRs in response to green light presentations (a) after subjects were told 

that a green light would be followed by a shock, (b) after these initial instructions were reinforced, 

and once more (b) after participants were told that shocks would no longer be delivered. The 

researchers found that SCRs increased in response to instructions, didn’t change in response to 

conditioned reinforcement, and extinguished immediately after subjects were told that there would 

be no more shocks. Follow-up studies replicated these early findings (Hugdahl 1978, Hugdahl, 

Ohman 1977, Chase et al. 2015). These findings concerning the top-down modulation of networks 
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involved in instructed learning on those involved in conditioning parallel results obtained in adjacent 

fields. For instance, human research on instructed reward learning, shows that the PFC maintains 

instructions and modulates learning in the striatum, either by abolishing prediction errors when the 

instructions are accurate (Li, Delgado, & Phelps 2011), or by biasing learning toward instructions 

when instructions and feedback conflict (Doll, Jacobs, Sanfey, & Frank 2009). Similar effects have 

been observed in research on the placebo effect and the nocebo effect (see Koban et al. 2017 for an 

extensive review of these and various other top-down effects).  

 Suppose one is willing to grant both that instructed contingency learning occurs in HGBex3 

as a consequence of their decision to embed relational information on each CS-US presentation, and 

that the memory system that subserves instructed learning in this case differs from the memory 

system(s) that drives learning in HGB’s previous two studies. One might nevertheless deny that 

these assumptions help us to explain the relation effect, on the grounds that I have provided no 

evidence that instructed CS-US contingency learning manifest evaluative priming effects. The idea is 

that if instructed CS-US contingency learning generally have no effect on EPT performance, then 

there is good reason to think that instructed CS-US learning does not drive EPT performance here. 

If so, the objection continues, then the relational effect obtained in this context cannot be 

understood as involving instructed learning.  

 The available evidence on the effects of instruction on EPT performance is mixed. One 

study that investigated the so-called “instructed mere-exposure effect” on different indirect 

measures attitude found that mere instructions that a novel non-word would frequently occur over 

the course the experiment influenced performance on the IAT and the affective misattribution procedure 

(AMP) but not the EPT (Van Dessel, Martens, Smith, De Houwer 2017). Other instruction effects 

on EPT performance in attitude research have been demonstrated (Moran, Bar-Anan, & Nosek 

2017, Van Dessel, De Houwer, Gast, Smith 2015). Some have suggested that these inconsistent 
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patterns are likely a function of the EPT’s relatively low reliability (Bar-Anan & Nosek 2017). While 

it would be wise for researchers to take its relatively low reliability into account when designing 

studies and interpreting results, there is no reason why instruction should give rise to EPT effects in 

every case even on the assumption that instruction in a particular instance provoked a change in 

attitude. Whatever the reason for the mixed results, we cannot dismiss the view on offer solely on 

the grounds that sometimes instruction does not influence EPT performance.48 

 But perhaps there is another objection lurking here. Even if one were to grant that instructed 

learning can influence EPT performance, one might nevertheless insist that I do not have a plausible 

story to tell about how the activation of instruction-induced CS attitudes come to facilitate responses 

to similarly valenced words on an EPT. Without such a story, the objection goes, the view ought to 

be rejected. 

 First, even if we grant that central premise of the objection, it must be stressed that the 

propositional perspective (which, recall, is the only other view that is consistent with the relation 

effect) likewise has no plausible story to tell about how the retrieval of a propositionally structured 

representation with the content DRUG A PREVENTS EYE INFECTIONS facilitates faster responses to 

positive related words. Moreover, if there is a plausible story for propositional theorist to tell here, 

there is no reason, in principle, that the MSP theorist couldn’t produce a similar story. So, even if the 

above objection presses on a genuine weakness of the account, it is a weakness shared by MSP 

theory’s chief rivals. 

 
48 There’s good reason to think that the MSP theory sheds some light on these seemingly inconsistent patterns of effects. 
As Van Dessel and colleagues acknowledge, neither regular mere exposure to non-words nor merely instructed mere 
exposure to non-words produces an EPT effect when non-words appear as primes (Van Dessel et al. 2017: 25). If the 
amygdala typically plays an important role in mediating EPT performance, then there is no reason to expect any form of 
mere exposure would generate an affective priming effect, as there is no reason to think that mere exposure to non-
words would induce amygdala-dependent changes. By contrast, Van Dessel and colleagues report that mere instructions 
that a CS should be approached or avoided do produce corresponding affective priming effects (e.g., subjects are faster 
to classify target words as positive when they follow the presentation of a CS that subjects were instructed to approach). 
But we should expect amygdala involvement here. 
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 Having said that, there is no reason to think that the MSP theorist cannot eventually fully 

meet this challenge. The caveat here is justified: in order to give a full accounting of how instruction 

induced CS attitudes produce priming effects when the corresponding CS presented in the context 

of an EPT, one would need to know (a) whether priming effects are mediated by response priming 

or shared valence (see §3), whether the learning procedure employed in HGBex3 also results in the 

formation of CS attitudes via repeated CS-US pairings, and (b) how the memory systems responsible 

for instruction effects interact with the mechanisms responsible for conditioning effects during EPT 

performance. And while I think we are in a good enough position to make a reasonable pass at 

addressing (a), additional empirical research is needed before we can adequately address both (b) and 

(c). (After addressing (a), I will go on to recommend some studies that could help shed light on (b) 

and (c).) 

 Here’s one possible explanation of how the memory systems that subserve instructed 

learning drive the relation effect that Hu and colleagues observe. On each trial of the learning phase 

subjects are explicitly informed as to how to think of the relationship between the CS and the US. 

Consequently, we can think of this study as containing eight sets of instructions (one set for each 

unique CS-Relation-US triad), such that each instruction is presented multiple times over the course 

of the learning phase. On the assumption that subjects are able to commit to memory how each CS 

is precisely related to each US, by the end of the learning phase subjects should have encoded eight 

instructed states (i.e., cognitive representations of instructional content) (see Koban et al. 2019: 38). 

These PFC-dependent instructed states exert top-down influence on the relevant evaluative 

networks, training them to respond to each CS in a manner congruent with the content of the 

instructed state. For instance, the instructed state DRUG A PREVENTS EYE INFECTIONS trains the 

relevant evaluative network to produce a positive affective response to Drug A presentations, while 

the instructed state DRUG Z PREVENTS HEALTHY HAIR trains the relevant evaluative network to 
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generate a negative affective response to Drug Z presentations. Let’s speculate that both of these CS 

representations are left-amygdala dependent (recall that only the left amygdala been shown to be 

responsive to CS-US instructions).49 Because the left amygdala also responds to word valence, the 

presentation of a negatively valenced CS activates the same region responsible for processing a 

negatively valenced target word during EPT performance, thereby facilitating the identification of 

the target as having negative valence. This account of affective priming, then, is a version of the 

shared valence account described in our discussion of co-occurrence effects. 

 One virtue of this proposal is that it potentially renders irrelevant questions about whether 

the repeated CS-US pairings gives rise to right-amygdala-dependent standard evaluative conditioning 

effects. Recall the relevant empirical research suggests that instruction-induced CS representations 

exert more influence on CRs than conditioning-induced CS representations, even in cases of conflict 

either by inhibiting regions that respond to conditioning or by modulating their learning rates (see 

Koban et al. 2019). So, it is possible that the activation of instruction-induced CS representation 

inhibits the production of right-amygdala dependent expectancies that may shape EPT performance 

in HGBex1. 

 One might object that while this account explains the modest relation effect observed with 

respect to preventative-CSs, it fails to explain why no statistically significant priming effect was 

observed for causal CSs. In response, there are a number of reasonable explanations of the null-

effect consistent with the account just offered. For instance, the null-effect for causal CSs may have 

been a product of the EPT’s unreliability (see Bar-Anan & Nosek 2017). Also, instruction effects on 

EPT performance are generally modest (see Van Dessel et al. 2017); so, it may have been that the 

study wasn’t sufficiently powered to detect a modest effect. Third, recall that Hu and colleagues did 

 
49 This is not as big of a stretch as it may seem, as the same region appears to track safety-relevant cues in addition to 
threat-relevant cues (see Olsson, Knapska, & Lindström 2020). 
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not include an assessment of memory in this experiment. Because the number of unique CS-US 

pairings that subjects needed to memorize increased two-fold relative to their previous two 

experiments (both of which had included memory assessments) and left amygdala activation is 

strongly correlated with contingency awareness during aversive conditioning (Atlas 2019), poor 

memory for causal CSs in particular could explain the absence of an EPT effect. Of course, none of 

these possibilities are mutually exclusive with the other. For these reasons, it would be a mistake to 

infer from the null-effect that the account on offer is flawed sans additional research.  

Before leaving this topic entirely, I had mentioned as an aside that I would be motioning 

toward some studies that could aid us in evaluating my proposal. First, recall that we do not know 

whether the highly idiosyncratic instructed learning procedure used in HGBex1 generates standard 

evaluative conditioning effects through repeated CS-US pairings in addition to the hypothesized 

instructed learning effects. Relatedly, we do not yet know whether the same EPT effects would be 

observed had Hu and colleagues used a more typical instruction only paradigm. But a single study 

could clear up both sources of ambiguity. This is how the study might look. Holding the types of 

stimuli used fixed, researchers could simply compare EPT performance across (i) a standard 

instruction only condition (e.g., The red pill prevents eye infections; the green pill prevents beautiful 

flowing hair), (ii) an instruction with conditioned reinforcement condition, and (iii) a version of the 

idiosyncratic learning phase as actually employed in Experiment 3. If EPT performance in (iii) is a 

function of mere instruction effects, then the results of (i) should not significantly differ from the 

results of (iii). If EPT performance in (iii) is a function of the interactive effects of both instruction 

and conditioning, then EPT performance in (ii) should not significantly differ from performance in 

(iii). 

Second, in order to get a better sense of which memory systems are involved, researchers 

may consider running similar types of study using different types of US. To illustrate, consider there 
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is strong evidence that fearful faces elicit strong amygdala responses. In order to better understand 

the amygdala’s role on evaluative priming performance, investigate relation effects by (a) pairing CSs 

(e.g., images of pharmaceuticals) with emotion-laden faces (e.g., angry faces (US–), joyful faces (US+)) 

and (b) explicitly informing subjects precisely how each pharmaceutical relates to each emotion-

laden face (e.g., Drug A causes anger; Drug Z prevents anger). By using the different paradigms 

discussed (e.g., instruction only, instruction with conditioning, and conditioning only), researchers 

can arrive a better sense of both how each of these factors influence EPT performance and the 

amygdala’s role in driving affective priming.  

Lastly, because we should be interested in understanding the relative influence of co-

occurrence information and relational information on evaluations when evaluative implications of 

each conflict in general as opposed to understanding the relative influence of each on EPT 

performance specifically, researchers investigating these questions ought to address these questions 

using different types of indirect task (a la Moran, Bar-Anan, & Nosek 2017). Indeed, alongside the 

indirect measurement tasks typically used in attitude research (e.g., the EPT, IAT, and affective 

misattribution procedure (AMP)), they should also include various physiological measures where 

appropriate (e.g., cortisol levels, startle-eyeblink responses, SCRs, etc.). The use of different types of 

measure would not only afford us with a better sense of the mechanisms that subserve evaluation, 

but they should also help us to arrive at more secure conclusions as to the extent to which changes 

in evaluation actually took place. 

 

5  Conclusion and Future Directions 

  

The central goal of this chapter was to motivate a format pluralist, MSP theoretical approach 

to resolving the format problem by addressing just one of the three controversies that animates it–– 
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viz. the co-occurrence/relation (C/R) controversy. Rather than use the conclusion to review the 

details of the proposal on offer, I will instead end the chapter by offering some general remarks 

regarding how the insights afforded by the discussion of the C/R controversy might help us resolve 

other two controversies. 

I’ll briefly review the two controversies, smoothing over the details for the sake of 

facilitating a broader discussion (see Chapter 4 for more detailed descriptions of each). 

 

The Gradual/Rapid change controversy: In the domain of impression formation, Rydell 

and McConnell (2006) found that initial implicit evaluations of a fictional individual 

Jones updated gradually and in direct proportion to the number of counter-attitudinal 

statements presented. By contrast, Cone and Ferguson (2015) found that a single 

intensely negative and highly diagnostic behavioral statement attributed to Jones 

could reverse an implicit evaluation of Jones that had been formed after 100 positive 

conditioning trials. 

 

 The Inferential Updating Controversy. Several studies suggest that the contents of implicit 

attitudes, unlike explicit attitudes, are not influenced by inferential processing. One 

influential study found that implicit attitudes of fictional groups (e.g., Niffties and 

Luupites) that are formed through conditioning are not influenced by the newly 

acquired information that the information that had been paired with one group 

should actually have been paired with the other group (Gregg et al. 2007). By 

contrast, Mann and Ferguson (2015) observed that rapid inferentially induced 

changes in implicit evaluations of a fictional individual, Francis West, can occur 
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when newly acquired information casts previously acquired information in a new 

evaluative light. 

 

Upon revisiting these controversies, some commonalities between these two controversies and the 

C/R controversy are made readily apparent. All three controversies involve questions about the 

relative influence of, what might be described as, learning through observation of mere CS-US 

contingencies and some form of social learning on implicit evaluation. Moreover, what animates 

each debate are the findings that, in some contexts, observational contingency learning seems to be 

the primary driver of evaluative responses on indirect tasks, and forms of social learning, in other 

contexts, take precedence over contingency learning in driving evaluative responses on indirect 

tasks.  

 Despite these commonalities, the MSP theory does not automatically license the assumption 

that the mechanisms appealed to in resolving the C/R controversy can be relied upon to solve the 

other two controversies. (If I thought that the key that unlocks one door unlocks them all, then we 

would not be having this discussion!) Nothing about the MSP theoretical approach rules out this 

possibility either. Whether the accounts offered here generalize is, of course, an empirical question.  

Having said that, there is good reason to think that the explanations of the co-occurrence 

and relation effects will bear little resemblance to the explanations of the effects that animate these 

other controversies. One of the main reasons for thinking this is that there is good reason to believe 

that the memory systems centrally involved in impression formation tasks differ from those that 

subserve forms of aversive learning. While the amygdala is centrally involved in aversive learning, 

the ventral striatum is a critical circuit for both instrumental learning and trait-based impression 

formation. For instance, Hackel and colleagues (2015) found evidence that representations of 

generosity and instrumental reward were encoded separately, and while both were correlated with 
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striatal activity, trait representations of generosity also correlated with brain regions previously linked 

to explicit trait updating. As both systems can be modeled as model-free learning systems and these 

systems are consistent with both gradual and rapid updating as a function of the magnitude of 

prediction error together with the quantity of past learning, it is conceivable that both the 

diagnosticity effects and reinterpretation effects can be accounted for without appeal to 

propositional memory systems. 

 Lastly, memory systems research also offers key insights that may help us understand the 

nature of the reinterpretation effect demonstrated by Mann and Ferguson (2015). The default mode 

network (DMN) is a network of brain regions that exhibit higher levels of activation than other 

brain regions even when individuals are at rest (i.e., the DMN exhibits increased activity than other 

brain regions at baseline). Brain regions that constitute the DMN include the medial prefrontal 

cortex (MPFC) and the posterior cingulate cortex (PCC). The DMN has been found to be reliably 

engaged during various tasks that involve self-reflection, mindreading (i.e., inferences about other’s 

mental states), and imagination (Jenkins 2019). Interestingly, heavy cognitive load has been found to 

deactivate the DMN (i.e., cognitive load results in a decrease in the activity of DMN relative to 

baseline). Crucially, Mann and Ferguson (2015) argued that the reinterpretation effect (i.e., the effect 

whereby an implicit evaluation of an individual undergoes rapid change in response to newly 

acquired information that changes the evaluative implications of previously acquired information) 

requires minimal cognitive resources on the grounds that the reinterpretation effect is not observed 

for subjects under heavy cognitive load. While propositional theorists may delight in this finding, as 

it suggests that even implicit evaluation is driven by propositional states and processes, memory 

systems research on the DMN suggests an alternative explanation: heavy cognitive load deactivates 

the regions involved in mental state attribution simpliciter (Jenkins 2019). Thus, evidence that the 

reinterpretation effect does not occur under heavy cognitive load cannot, by itself, be taken as 
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unambiguous evidence in favor of the propositional perspective of attitude formation (ibid.). 

Attitude researchers ignore memory systems research at their own peril.  
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CHAPTER 7 

CONCLUSION 

 

In this final chapter, I begin by summarizing the content of the dissertation so far (§1), 

before moving on to address some theoretical loose ends. In particular, I describe the account of 

explicit attitudes that falls out of memory systems pluralism (§2), urge a memory systems pluralist 

grounded interdisciplinary investigation of socio-cultural norms (§3), and offer some ecumenical 

remarks concerning the relationship between MSP theory and its putative rivals (§4). The 

dissertation concludes with a brief discussion of the models of prejudice reduction that are best 

supported by MSP theorizing (§5). 

 

1 Summary 

 

Monists about implicit attitudes believe that implicit attitudes form a single homogenous 

kind. The standard dual-process position, exemplified by Gawronski and Bodenhausen’s 

Associative-Propositional Evaluation (APE; Gawronski & Bodenhausen 2006) model, holds that all 

implicit attitudes are semantic associations stored in long term memory. The single-process position 

(De Houwer 2014), by contrast, holds that all implicit attitudes (and explicit attitudes) are 

propositionally structured representations stored in long term memory. Even those who carve out 

for themselves positions according to which implicit attitudes are sui generis are likewise committed to 

the view that implicit attitudes are a homogenous kind of representation stored and retrieved from a 

single memory system (Gendler 2008, Levy 2015, Madva & Brownstein 2018). And while monists 

largely accept the view that implicit attitudes are functionally heterogenous (i.e., some implicit 

attitudes may tend to influence judgements or impressions of others more than behaviors toward 
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them and vice versa (see Holroyd & Sweetman 2017)), they tend prefer monist theoretical 

explanations of functional heterogeneity that appeal to differences in content (e.g., stereotyping 

someone as angry might have a larger effect on behavior than does stereotyping someone as good at 

math), differences in how they were formed (e.g., were associations directly formed via the perceived 

spatiotemporal contiguity of x and y, or were the associations formed indirectly formed via 

propositional processes (a la Gawronski & Bodenhausen 2006)?), or differences in retrieval (e.g., 

were the attitudes retrieved via a process of similarity matching or via conscious recall (a la De 

Houwer 2018) over the sort of explanations that would commit us to the existence of many kinds of 

implicit attitude (Brownstein 2017, Holroyd & Sweetman 2017).  

I argued that we ought to reject monism given its failure to adequately address two sets of 

anomalies. On the one hand, implicit attitudes are poor predictors of behavior (Greenwald, 

Poehlman, Uhlmann, & Banaji 2009, Oswald, Mitchell, Blanton, Jaccard & Tetlock 2013, Forscher, 

Lai, et al. 2019), and the standard measures of implicit attitude poorly correlate with each other 

(Bosson, Swan, Pennebaker 2000, Olson & Fazio 2003, Payne, Govorun & Arbukle 2008, Sherman 

2008) and are such that the outcome of any given indirect measure seems to covary in theoretically 

unanticipated ways as a functioning of seemingly trivial changes in experimental procedure 

(Dasgupta & Greenwald 2001, Schaller, Park & Mueller 2003, Rudman & Lee 2002). Machery (2016) 

exploited the existence of these anomalies in motivating a trait view, an implication of which is that 

to even speak of implicit (or explicit) attitudes is to make a category mistake. And while Machery 

maintains that these anomalies are fall out of an account of implicit attitudes are mental states, I 

argued that this was a misdiagnosis. The correct diagnosis is that these anomalies are symptomatic of 

implicit attitude monism, on the grounds that monism, ceteris paribus, predicts higher than actually 

observed predictive power for implicit attitudes, stronger than actually observed correlations across 
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indirect measures of attitude, and less variance in the outcome of a single indirect measure 

completed on two separate occasions as a function of seemingly irrelevant situational factors. 

In addition to the set of anomalies that Machery capitalizes on in motivating his trait view, 

we have the set of format anomalies that jointly constitute the format problem. In brief, implicit 

attitudes appear to be (a) both insensitive and sensitive to explicitly presented relations between 

stimuli (Hu et al. 2017a, Moran & Bar Anan 2014), (b) capable of gradual and rapid updating in 

response to newly acquired information (see McConnell & Rydell 2014, and Cone & Ferguson 2015, 

respectively), (c) both responsive and unresponsive to reason (Ferguson et al. 2019). Each set of 

findings is a source of tension for monist theories of implicit attitude regardless of whether they are 

committed to associationism, propositionalism, or to a view on which implicit attitudes are sui generis. 

And while an account according to which implicit attitudes are a general type the subtypes of which 

are such that their instances can be either propositions or associations (but never both) is capable of 

reconciling these seemingly inconsistent findings, one cannot endorse such an account without 

thereby abandoning monism, as this would be to admit that a single, unified theory of implicit 

attitude cannot be provided. 

In place of monism and eliminativism, I have urged that psychologists and philosophers 

adopt memory systems pluralism. Memory systems pluralism is largely inspired by David Amodio 

and colleagues’ Multiple Memory Systems Model of Social Cognition (MMS-SC; Amodio 2019, 

Amodio & Devine 2006, Amodio & Ratner 2011). Memory systems pluralism holds that (a) there 

exists in the mind-brain multiple independent yet interactive memory systems, (b) these memory 

systems contribute in many important ways to the production of the various explananda phenomena 

that social cognition researchers have posited implicit attitudes to explain, and (c) implicit attitudes 

are the general type of thing each subtype of which is individuated by the memory system that 

governs the encoding, maintenance, updating, and retrieval of its instantiations. Whether MMS-SC, 
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as developed by Amodio (2019) and colleagues is an instance of memory systems pluralism turns on 

a further question of whether MMS-SC is committed to (c), as it is clearly committed to both (a) and 

(b). Memory systems pluralism, then, is best understood as a theoretical framework or a general 

approach to accounting for phenomena of central interest to social cognition researchers rather than 

a fully developed model of social cognitive phenomena. Having said that, I have taken care to ensure 

that, wherever possible, my applications of memory systems pluralism do not turn on controversial 

views in cognitive neuroscience. When the conclusions that I do reach are inconsistent with specific 

memory systems models, as was the case in Chapter 5, I have gone to great lengths to provide 

independent evidence that these memory systems models ought to be rejected anyway. So, while I 

neither endorse nor articulate a specific model of memory systems pluralism, this does not (I hope) 

undermine the plausibility of any of the more substantive conclusions at which I arrive. 

I argued that memory systems pluralism yields the best available account of the three 

anomalies that drives Machery’s eliminativist challenge and is best positioned amongst its rivals to 

resolve the format problem. With respect to Machery’s eliminativist challenge (articulated in Chapter 

2), I argued that memory systems pluralism not only vindicates the view that implicit attitudes are 

mental states, it also reveals that the predictive-explanatory power of Machery’s trait view is wholly 

parasitic on the very research that animates memory systems pluralism (Chapter 3). With respect to 

the format problem (articulated in Chapter 4), I have attempted to pave the way for a memory 

systems pluralist solution by pursuing two aims; the first aim involved establishing that propositional 

states and processes can make important and direct contributions to various kinds of indirect 

measure, all of which have been understood as tapping states and processes that are either (a) 

unavailable to self-report, (b) not-dependent on working memory, (c) unintentional in their 

activation, or (b) uncontrollable once activated (Chapter 5). The second aim was to showcase just 

what goes into a memory systems pluralist explanation of any given controversy in social cognition 
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research that involves the contributions of multiple memory systems by taking a narrow focus on 

the co-occurrence/relational effect (C/R) controversy (Chapter 6). While I do not pretend to have 

offered a complete solution to the C/R controversy and, much less, to the format problem simpliciter, 

I do hope to have demonstrated the general utility of the memory systems approach and the 

superiority of this approach over its rivals. 

In sum, I have argued that the anomalies that have accumulated over the past four decades 

of sustained social cognitive research on implicit attitudes serve as an indictment of the dominant 

picture in implicit social cognition research according to which (a) implicit attitudes are a natural 

kind (i.e., the term ‘implicit attitudes’ picks out a kind, K, such that the members of K have 

scientifically relevant properties in common) and (b) the single memory system in which all implicit 

attitudes are stored plays the role of the causal mechanism that explains the many scientifically 

relevant properties shared by all implicit attitude tokens. In place of this picture, I have urged that 

we instead embrace a picture according to which (a*) implicit attitudes are not a natural kind; rather, 

it is much more likely that many scientifically relevant generalizations are true of the members of 

subclasses of implicit attitude and (b*) each subclass of implicit attitude is underwritten by a 

different causal mechanism, namely the specific memory system involved in the encoding, updating, 

and retrieval of each kind of implicit attitude. Not only does this picture either resolve a number of 

the more pressing and longstanding psychometric anomalies that many people (both within the field 

of social cognition research (Forscher, Mitamura, Dix, Cox, & Devine 2017, Machery 2016, 2017a, 

2017b) and without (Bartlett 2017, MacDonald 2017)) have seized upon in an attempt to discredit or 

dismiss this critical area of social cognitive research, it also provides us with the most promising path 

toward resolving many anomalies concerning the representational format of implicit attitudes.  

Worries about parsimony are largely misplaced, as the architectural assumptions that ground 

the memory systems pluralist approach are already built into the theoretical foundations of many of 
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the most successful programs in cognitive and social cognitive neuroscientific research. Insofar as 

social cognitive theorizing about attitudes should attempt to not only produce internally (relative to 

the field) consistent theories of implicit attitudes but also theories of implicit attitude that cohere 

well with the most well established theoretical perspectives in adjacent fields of cognitive scientific 

research, there is no reason to think that the memory systems approach necessarily commits us to 

any theoretical entities over and above those that best theories in cognitive science already commit 

us to (c.f., Amodio 2020). The virtue of the memory systems approach, then, is that it resolves a 

range of otherwise crisis-inducing anomalies and maximizes external consistency of implicit social 

cognitive theorizing, all while carrying the added benefits of preserving the most well established 

empirical findings of “old school” social cognitive research, increasing the explanatory power of 

social cognitive theories of attitude without also increasing the overall number of theoretical posits, 

and promoting the very sort of interdisciplinary collaboration that cognitive scientists of various 

disciplines had long ago recognized as being necessary for understanding the mechanisms that 

produce intelligent behavior social or not. The remainder of this chapter is devoted to tying up some 

loose ends and to drawing connections between philosophical topics and future work in the memory 

systems paradigm. 

 

2 What of Explicit Attitudes?  

 

In this dissertation, discussions about the nature of explicit attitudes have taken a backseat to 

discussions about the nature of implicit attitudes. When explicit attitudes were the subject of more 

or less sustained theorizing, this theorizing typically occurred in contexts in which understanding 

why implicit attitudes and explicit attitudes sometimes dissociate was necessary for deepening our 

understanding of the mechanisms that underwrite various subclasses of implicit attitudes and 
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processes through which implicit attitudes are expressed in behavior. To be sure, throughout the 

dissertation one finds various strands of discussion about the nature of explicit attitudes, which, if 

collected, reveal how explicit attitudes and their relation to implicit attitudes should be treated by the 

memory systems approach. It is now time to collect these strands to get a better sense of how the 

memory systems pluralist ought to approach explicit attitudes. 

Since implicit attitudes are often characterized in opposition to explicit attitudes, and vice 

versa, let’s kick off this discussion by posing the question, how should we best understand the 

relation between implicit attitudes and explicit attitudes given memory systems theoretical 

framework? This is one question whereby the answer that memory systems theorist gives may 

depend on whether one prefers, say, Squire and Zola-Morgan’s (1991) medial-temporal lobe (MTL) 

model, to the family of memory systems models that most impress Schacter and Tulving (1993; see 

also Tulving 1995). Recall that Squire and colleagues MTL model divides memory systems into two 

broad categories, namely (a) explicit/declarative, and (b) implicit/non-declarative. It is the MTL 

model, moreover, that most directly contribute to the rise of dual-systems (as opposed to dual-

process) theories of social cognition (Smith & DeCoster 2000). If one accepts the MTL model, then 

it looks as though we have reason to preserve the conventional view of explicit attitudes according 

to which explicit attitudes as a kind of mental state distinct from the perhaps motley assortment of 

states that we call ‘implicit attitudes.’ In other words, the MTL model is consistent with both a 

rejection of IA-monism and a view on which explicit attitudes do form a natural kind.50 With that 

said, I argued at length in Chapter 5 that we have good empirical and theoretical grounds for 

rejecting a Squire-esque division between implicit memory systems and explicit memory systems. 

 
50 The MTL model, recall, treats explicit attitudes as those that are stored, maintained, and expressed via the operations 
of the semantic and/or episodic memory systems. Implicit attitudes are those that are stored, maintained and expressed 
via the operations of the non-declarative memory systems (e.g., the priming system, the procedural memory system, the 
conditioning system, etc.). Since explicit attitudes depend on different memory systems from implicit attitudes, we should 
think of these different types of attitudes as having distinct representational bases. 
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Once this taxonomy is rejected, where does this leave us? As noted earlier, I am inclined to 

endorse Schacter and Tulving’s (1994) view according to which the terms ‘implicit memory’ and 

‘explicit memory’ pick out different ways in which a mnemonic representation might be expressed in 

a particular context (Tulving and Schacter call these different forms of memory, though I find the 

notion of a ‘form of memory’ to be somewhat obscure). On their view, an output of a memory 

system retrieval process is explicit when, for instance, the retrieval involves a voluntarily initiated 

search (e.g., when I search memory for the name of the pop album that the Vatican had rated as the 

second best of all time) or when the memory is expressed such that I have conscious access to its 

output (e.g., the search of memory yields David Crosby’s solo-debut If I Could Only Remember My 

Name). If one would like, one could also tack onto this list another standard disjuncts (viz. explicit 

expressions of memory are working memory dependent, an expression of memory is explicit if the 

search that led to its expressions could have been halted after it had been initiated). By contrast, an 

expression of memory in a given context is implicit if (a) the retrieval process that led to its 

behavioral expression was initiated without intent, (b) the output of the retrieval process does not 

drive verbal report, (c) the expression of the memory was not heavily dependent on working 

memory capacity, or (d) the retrieval process is ballistic (i.e., its expression cannot be halted once the 

retrieval process has been initiated (short of things like knocking the person unconscious prior to its 

expression, or applying transcranial magnetic stimulation (TMS) to a critical pathway prior to its 

expression, etc.). It is an open empirical question as to whether there are any memory systems such 

that their retrieval processes and their outputs are always best characterized as being either implicit 

or explicit (or, weaker, whether there are any memory systems such that their retrieval processes or 

their outputs are typically characterized as implicit or explicit). Should this turn out to be the case, 

then there is a sense in which it would be appropriate to describe the memory system as explicit or 

implicit as elliptical for describing its characteristic mode of expression. On this view, it is possible 
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for the same mnemonic representation to be expressed explicitly in one context and implicitly in 

another. 

Proponents of the propositional view have argued that while a retrieval process or its output 

may be described in either implicit or explicit terms, the process of learning is always explicit (De 

Houwer 2014)–– that is, learning is in all cases involves the conscious formation and assent to some 

proposition or another. While this position on explicit learning can be accommodated by a memory 

systems pluralist framework, there is good reason to think that at least some propositional memory 

systems sometimes engage in implicit learning (see Chapters 5 & 6). Though, again, which specific 

memory systems are capable of learning implicit/explicitly is question that can only be settled 

empirically.  

Upon returning to the guiding question of this section, we find that it is underspecified to 

the point that it is difficult to even know what it is that’s being asked. Understood as a question 

about the difference between implicit modes of expression and explicit modes of expression, the 

question has already been answered. But if the question is understood as asking about the general 

relation between the mnemonic representations that are expressed implicitly and those that are 

expressed explicitly, then it begins to sound as though it is premised on a category mistake. So, what 

is the nature of explicit attitudes on this account? If empirical investigation leads to the discovery of 

one type of mnemonic structure that is only ever expressed explicitly and another type of mnemonic 

structure that is only ever expressed implicitly, then I suppose that we might be able to offer an 

answer to this question. If, however, it turns out that there are no such memory systems the outputs 

of which are only ever expressed implicit/explicitly, it is not at all obvious that this question admits 

of an answer. An upshot of this discussion, then, is that there may be no meaningful distinction to 

be drawn between implicit/explicit representations. And if attitudes are simply mnemonic 

representational structures that causally contribute to various categories of evaluative response in the 
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right sort of way, then there is no distinction between implicit and explicit attitudes. Attitudes can be 

learned implicitly or explicitly, retrieved implicitly or explicitly, and/or expressed implicitly or 

explicitly, and we can meaningfully inquire as to the nature of these different kinds of process. But 

we should nevertheless abandon the view that explicit attitudes are a kind of attitude.51 

 A related question worth addressing is this: when subjects are asked to self-report their 

attitudes and subjects comply by offering sincere attitude reports, what exactly are they reporting? 

Put another way, which kinds of causal structures and processes generate attitude reports? 

Moreover, assuming that subjects are able to accurately report on the contents of certain types of 

attitude, what explains this? These are important questions for future research, and a full exploration 

of these issues would take us well-beyond the scope of the dissertation. With that said, I suspect that 

question about the types of structure and process that drive attitude reports admits of multiple 

substantively different yet nevertheless compatible answers. It may be that, under certain conditions, 

sincere verbal attitude reports are primarily driven by the outputs of a single memory system (e.g., if 

one were to put a live tarantula in close proximity to a severe arachnophobe and were to ask this 

person to rate their attitude toward tarantulas on a scale of 1 to 7 (1 = extreme disliking, 7= extreme 

liking), then it may be that the ‘1’ rating reflects the relevant contents of the PAC system). In other 

contexts, sincere verbal reports of liking may be tracking states that represent the socio-cultural 

norms or mores that govern attitudes about the relevant domain (Hesslinger et al. 2017)(e.g., I report 

that I like The Office (U.S.) because disliking The Office (U.S.) is apparently a socio-cultural more). In 

yet other contexts, it may be that sincerely self-reported attitudes are more aspirational than merely 

descriptive (e.g., it may be that self-reporting egalitarian attitudes conveys information that the 

individual aspires to have or is, in some sense, committed to having egalitarian attitudes even if the 

 
51 One might complain, however, that I have not offered answers to any of these more specific questions about 
implicit/explicit learning, retrieval processing, or expression. And the basis of the complaint is accurate. But these are 
best treated as questions for future research. 
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individual does not presently possess such attitudes) (cf. Alfano 2014). Perhaps self-reported 

attitudes are best conceived of as the output of a self-report module that receives its inputs from 

various memory systems, where the set of memory systems that feed into the self-report module 

vary with context. This mechanism (or these mechanisms) could one of any number of 

computational algorithms. For instance, it may be that the self-report module takes the average of 

the evaluative strength of its inputs, and it is the product of this averaging process that contributes 

to verbal report. This may vindicate the classical view of attitudes as summary evaluations that are 

spontaneously constructed, on-the-fly, in response to task demands (a la Krosnick, Judd, & 

Wittenbrink 2014). Perhaps the self-report module operates on a winner-takes-all basis, thereby 

generating a self-report that reflects the contribution of the most active memory system (see O’reilly 

1998). These are just a few of the many possibilities about the causal structures that drive attitude 

reports, and there is no reason to think that theorists are limited to picking just one. It may come as 

a shock to you, but I am drawn toward pluralism here.  

Second, future empirical and theoretical investigations should aim to account for the factors 

that determine whether a mnemonic representation stored in a specific memory system is expressed 

implicitly in one context and explicitly in another. And, again, memory systems pluralism is 

consistent with a range of theories. It may be that whether the output of a memory system drives 

verbal report (i.e., the output of a memory system is explicitly expressed) in some context is partly 

determined by the number of redundant representations (i.e., the number of psychological-level units 

that possess the same representational content) active in that memory system (see Rupert 2011: 112). 

Perhaps whether an attitude is expressed implicitly or explicitly depends on whether a vehicle that 

with that attitude’s representational content makes its way into working memory, which, on this 

account might serve as a global workspace (Baars 1988, 1997, 2002). Maybe only those attitudes that 

can be explicitly expressed are those that are stored in a memory system that has some sort of 
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content monitoring mechanism as a part (a la Nichols & Stich (2003)). Perhaps the representational 

structures that contribute to verbal report are never themselves expressed explicitly; rather, we either 

come to self-attribute likings and dislikings on the basis of some theory, developed from infancy on, 

about what we like and/or dislike (a la Gopnik & Meltzoff 1997) or come to make these self-

attributions on the basis of some faculty that infers our likings and dislikings on the basis of the 

input it receives from the minds various memory systems (a la Carruthers 2011). Some of these 

accounts are compatible with each other, while others are not. Sorting these issues out is a matter for 

future research.  

Before we leave the topic of the nature of explicit attitudes entirely, a related question is 

worth addressing. Peter Carruthers (2017: 70) has recent defended the view that “the causal 

structures underlying both explicit and implicit attitudes are the same.” This view, if true, has 

important implications about whether attitude research can teach us anything new about the 

ontology of the mind. He summarizes his position thusly: 

 

I have argued that it is the same types of underlying representation that give rise to both 

explicit (communicative) and implicit (non-communicative) behavior. Because the behavior-

types dissociate, this can create the impression that there are two kinds of representation on 

play: explicit and implicit. But this may be an illusion, resulting from our lack of familiarity 

with the different causal processes involved in each case. Once these are detailed it becomes 

plausible that the underlying representations don’t really differ in type. Indeed, in many cases 

it can be the very same token representation that is involved in the causation of both kinds 

of behavior under different conditions. (ibid.) 
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Memory systems pluralism can accommodate this view––nothing articulated in this passage 

is inconsistent with memory systems pluralism. Moreover, it appears as though Carruthers and I 

agree that the implicit/explicit distinction, insofar as it is worth preserving, cannot accurately be 

employed to identify two distinct kinds of representation.52 But it is one thing to note that memory 

systems pluralism can accommodate this view, and another thing to assert that the memory systems 

pluralist should accept this view. So, should we maintain that the types of states and processes that 

factor into self-report are the same as those that drive indirect performance?  

The short answer is, “probably not.” I am skeptical of this position for three reasons. The 

first is that, as argued in the previous chapter, it might be the case that some indirect measurement 

tasks like the EPT do not draw from the same set of memory systems as self-report measures. 

Whereas self-report measures may reflect contributions from, say, the episodic memory system, it is 

difficult to see how the subset of episodic memory structures that express evaluations or stereotypes 

could exert influence on EPT performance.53 If so, then this would be a case in which the set of 

causal structures that drive indirect measurement task performance is not the same set of causal 

structures that drive self-report. Now, can one in principle design an indirect measurement task that 

draws from the same memory systems as direct tasks? This certainly is not inconceivable. But the 

proof is in the pudding.  

The second reason for skepticism is this: Kurdi and Banaji (2018) had subjects complete an 

instrumental learning task in which subjects were conditioned to associate interactions with the 

fictitious social group called “the Luupites” with reward and another fictitious group called “the 

 
52 I hedge as I am most inclined to quibble with the penultimate claim. But I’ll expand on this below. 
53 To be sure, episodic memory might influence EPT performance in other ways. For instance, I might retrieve 
information from episodic memory in generating response routine such that whenever a prime of the target category is 
presented, I hit the “negative” key. If the implementation of this response strategy is driving responses, then EPT 
performance in this instance tells us nothing about what the subjects thinks of or feels toward members of that category. 
So, episodic memory may contribute to EPT performance in ways that reveal nothing substantive about the construct of 
interest. 
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Niffites” with punishment. At a certain stage in the experiment, an instructed reversal was 

introduced (i.e., subjects were told that the expected value of interacting each group is now reversed) 

and subjects then completed both an IAT and a measure of self-reported likings. The researchers 

found that while model-free learning algorithms predicted subjects’ IAT performance both before 

and after reversal, self-reported attitudes of the Niffites and the Luupites seemed to reflect the 

contributions of both model-free and model-based learning algorithms. These findings suggest that 

while there may be a great deal of overlap between the causal structures that contribute to 

performance across both measurement tasks, self-report measures sometimes draw on causal 

structures that are not implicated in IAT performance. Again, it is possible, in principle, to develop 

an indirect measurement task that draws on the same types of model-based structures as those that 

drive self-report responses on Kurdi and Banaji’s (2018) studies? And, again, I provide the same 

response: I have no reason to doubt this. The point, however, is that our best available empirical 

evidence suggests that performance on direct measurement tasks sometimes recruit causal structures 

that do not influence performance on indirect tasks. Moreover, since the memory systems 

framework gives us reason to be skeptical of the hypothesis, each actually used measure is such that 

it is in principle capable of drawing from the same set of memory systems, we should not share 

Carruthers’ confidence that the causal structures that drive indirect task performance are the same as 

those that drive direct task performance.  

Here’s the third reason. Above, I suggested that the putative mechanism that transforms the 

outputs of various memory systems into a product that can be used to guide verbal report may 

vindicate the summary evaluation account of attitudes. On one version of such an account, the 

relevant mechanism maps the representational outputs of the contributing mechanisms onto a 

representation that serves, in this context, as a summary evaluation. This summary evaluation is a 

representational structure that is generated on-the-fly in response to task demands. Is it possible that 
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such representations could be constructed on-the-fly in response to demands imposed by some an 

indirect measurement task? For the last time, there is no principled reason for rejecting this 

possibility. But the current state of empirical evidence is such that we have no good reason for 

thinking that this actually occurs.  

The lesson here is that because we don’t have a firm grasp of which memory systems tend to 

be recruited by the various indirect tasks, and which memory systems tend to be recruited by self-

report tasks, it follows that we do not have a firm grasp on whether both types of task tend to 

recruit the same causal structure. Therefore, without further research, we simply have no way of 

knowing the extent to which implicit attitude research has ontological import. Contra Carruthers 

(2017), I am willing to place my empirical bets on the claim that further empirical research will 

eventually reveal that this area of attitude research has led to the discovery of at least one type of 

mental state that may not have been otherwise discovered. 

In sum, the MSP theoretical stance toward explicit attitudes mirrors its stance toward 

implicit attitudes. That is, memory systems pluralism recommends that we reject the hypothesis that 

explicit attitudes form a homogenous, unified kind. Future research should be aimed at explaining 

(a) which memory systems tend to contribute to self-report tasks under a variety of contexts, and (b) 

how these memory systems contribute to self-report, and (c) whether there are any representational 

structures that uniquely contribute to self-report measures or indirect measurement tasks. But the 

primary lesson to take away from this discussion is this: the standing assumption that explicit 

attitudes are far better understood than implicit attitudes is false. 
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3  The Psychology of Socio-Cultural Norms 

 

One might find objectionable that, until now, there has been little to no discussion of the 

role that socio-cultural norms play in shaping all manner of responses, evaluative and otherwise. 

Here are just a few examples. There is strong evidence that the social norms play an important role 

in governing aesthetic judgements (Hesslinger, et al. 2017), fear responses (Mu, Han, & Gelfand 

2017), the degree to which a stimulus is considered painful (Koban & Wager 2016), perceptual 

judgements (Sherif 1936), moral judgements (Henrich, et al. 2010), etc. Some of the studies on the 

effects of social norm acquisition, moreover, rely on measures of self-report while others do not (see 

Sripada & Stich 2005 for review). Similarly, there is strong evidence that socio-cultural norms also 

help to shape mechanisms, presumably early on in development, that have long been thought to be 

resistant to exogenous influences (ibid.). In other words, the effects that one’s culture has on the 

development of various perceptual and cognitive faculties, one’s evaluative responses to a range of 

stimuli, and one’s perceptual judgements run deep. 

I share this concern. A full accounting of the mechanisms that drive various types of 

evaluative response must also account for the role played by socio-cultural norms in shaping these 

responses. In defense of my neglect of this critically important topic, research on the impact of 

socio-cultural norms, described as such, on indirect measure performance is scant. To be sure, 

debates about whether stereotypes reflect one’s “true attitudes” toward members to which the 

stereotype applies or merely socio-cultural associations are ubiquitous in the literature. But such 

debates typically conflate the encoding of statistically normal regularities found in one’s socio-cultural 

environs (e.g., that Blacks are more likely to be arrested, charged, and convicted of crimes than 

Whites) with the encoding of socio-cultural norms (e.g., one ought to use “sir” or “ma’am” when 

addressing an unfamiliar elder). While it may be that the encoding of statistical normal regularities 
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may serve an important causal role in coming to acquire or encode socio-cultural norms, it is 

nevertheless the case that the constructs are distinct (e.g., Smith may respond with disgust upon 

hearing that Jones, an American citizen, regularly uses an American flag to clean his toilet, despite 

Smith’s never having directly experienced anyone engage in this behavior). Despite the long and 

venerable history that the social-norm construct has played in social psychological theorizing 

(Ascher 1951, 1956, Sherif 1937), there is comparatively little empirical and theoretical research on 

the mechanisms that underly social-norm acquisition and the role norms play in shaping various 

types of evaluative response. As such, there are few if any major puzzles about social norms in the 

implicit social cognition literature. Since I have been primarily concerned with addressing 

outstanding puzzles in attitude research, I hope this helps to explain my neglect of this critical topic.  

MSP theory promises to play an important role in regimenting future empirical and 

theoretical investigations of social-norms and the mechanism (or mechanism) that subserve their 

encoding, maintenance and expression. While I will not offer my own view here (it is far from being 

fully developed), I will make some brief suggestions as to where the memory systems pluralist ought 

to focus her attention.  

Sripada and Stich (2006) argue for the existence of a norm system. This norm system 

contains a mechanism for extracting norms from one’s immediate socio-cultural environment, a 

database that stores the acquired norms, a mechanism that governs norm expression or compliance, 

and a mechanism that governs norm enforcement (which, in some cases, involves taking punitive 

action–– expressed either in terms of overt behavior or in terms of private judgement) when socio-

cultural norms are violated. Having said this, it appears as though Sripada and Stich are positing the 

existence of a type of memory system that differs from the other memory systems that we have 

discussed. An immediate question, to be addressed by future research, is this: Should this type of 

special purpose norm system be included in the final memory systems model of social cognition? If 
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so, then how does it interact with the other memory systems models that also govern similar kinds 

of evaluative response. For instance, I might know that I ought to remove my shoes before entering 

a traditional Japanese household, and yet fail to do so as a result of habit (which, perhaps, is an 

expression of the model-free, striatum-based, instrumental learning system). Of course, it may be 

that the memory system that supports knowledge of a socio-cultural norm (where, ‘knowledge’ here 

is used as psychologists use it) is not the same as the norm’s having been successfully encoded in the 

norm-system’s data base, in which case my failure to comply with the norm can be regarded as 

(defeasible) evidence that the norm has not been successfully registered in the hypothesized norm-

data-base. On the other hand, it may turn out that there is no special purpose norm-system at all–

– rather, behaviors that we would countenance as either norm-compliant or norm-violating in a 

particular social context emerge from either the expression of (i) a single more domain general 

memory system (e.g., the instrumental learning system) or (ii) the interaction of multiple memory 

systems. Let’s call the refer to the former possibility as a reductive account and the latter as a distributed 

account. Future theoretical work within the memory systems tradition should aim to identify which of 

the three accounts is most plausible. 

Empirical investigations of the influence of socio-cultural norms on various types of 

evaluative response need not, and should not, wait until the above theoretical questions have been 

addressed before proceeding. In the meantime, researchers can begin to address the role that norms 

play in shaping indirect task performance by engaging in more cross-cultural research. A researcher 

might also investigate the roles that norms play in social norms by having subjects complete direct 

and indirect measures of attitudes after taking part in a learning procedure in which subjects are first 

conditioned to associate an individual with, say, high instrumental reward before revealing that the 

individual routinely violates certain norms (e.g., it may be revealed that Jones engages in safe, 

consensual sex with his sibling). Moreover, previous studies have shown that perceptual judgements 
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mediated by the acquisition of social norms are temporally stable (Endler 1960). Further empirical 

research ought to be conducted so as to determine whether the same is true of various types of 

social-norm mediated evaluative responses. Lastly, several theories of norm-acquisition identify 

stable cross-cultural patterns of ontogenesis (see Sripada & Stich 2005). For instance, it is found that 

the norm system tends to come online between the ages of three to five. Social-psychologists, 

therefore, ought to collaborate with developmental psychologists in investigating whether children 

are able to exhibit the relevant forms of norm-relevant behavior before the period in which the 

norm systems come online, which may yield critical insight as to which forms of seemingly norm-

compliant behavior are actually governed by social-norms and which forms of norm-compliant 

behavior are explicable without appeal to social-norms. 

 

4 A Theory of Everything? 

 

 Though I have been highly critical of how attitude researchers have gone about investigating 

attitudinal phenomena, I would like to end by stressing that at a sufficiently abstract level of analysis, 

MSP theory is largely compatible with many, but by no means all, of the most influential theories of 

attitudes that have been developed. To illustrate, consider the MSP theory’s relationship between the 

associative view, the propositional view, the summary evaluation view, and the situationist view. 

The MPS theory assumes that some implicit attitudes are associative structures, and so 

extant associative accounts may help us to account for those behaviors that such structures manifest. 

Such views may even offer valuable insights as to how the semantic-associative system interacts with 

the systems that govern self-report a la the APE model. We ought to reject, however, the standard 

assumptions that all implicit attitudes are associative structures encoded in a single long-term 
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memory system; some attitudes are associations between concepts and affect; and all measures of 

implicit evaluation tap such structures.  

 The MSP theory that has been developed here assumes that some implicit attitudes are 

propositional structures, and so extant propositional accounts may explain the properties of these 

states and the behaviors they manifest. The MSP theory recommends that we reject, however, De 

Houwer and colleagues’ assumptions that all attitudes are the products of conscious propositional 

formation and assent, and that all such states are encoded in a single long-term memory store. By 

contrast, MSP theory better coheres with Mandelbaum’s (2015) belief theory of implicit attitudes, on 

which implicit attitudes are sometimes unconscious beliefs the tokens of which are not all stored in 

the same belief-box.  

Recall that the summary evaluation view is classically conceived of as a monist theory of 

attitudes, according to which various components of an attitude come to be crystalized into a 

summary evaluation of an attitude object. The summary evaluations are expressed, under the right 

circumstances, on self-report measures and its putative components manifest evaluative responses 

on the various indirect tasks (Krosnick, Judd & Wittenbrink 2011). The MSP theory is consistent 

with the view that summary evaluations manifest responses on self-report tasks. It denies, however, 

that the representations that drive behavior across various indirect measures are, in any sense, 

components of summary evaluations. A more plausible view is one on which the putative mechanism 

that produces summary evaluations takes as its inputs the globally broadcast outputs of some class 

of memory systems (cf. Carruthers 2011). To be sure, it may be that a stable summary evaluation is 

never itself stored in long-term memory and that, instead, summary evaluations are constructed on 

the fly in response to situational demands (Schwarz 2005). Whatever the case may be, the MSP 

theory is consistent with both views. Indeed, by framing this debate in terms of the interactions of 

various memory systems and the mechanisms that operate over their respective outputs, the hope is 
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that we’ll be better positioned to make new progress on this relatively idle yet longstanding 

theoretical dispute. 

 Back in Chapter 1, I had briefly described Payne, Vuletich and Lundberg’s situationist theory 

of implicit attitudes (or the bias-of-the-crowds model) according to which measures of implicit bias are 

“meaningful, valid, and reliable measures of situations rather than persons” (Payne, Vuletich, & 

Lundberg 2017: 236) and suggested that this theory of bias is not obviously at odds with MSP 

theory. It may be that these accounts operate at different levels of analysis–– whereas MSP theory, 

properly understood, is meant to account for intelligent social behavior and their underlying 

mechanisms, the situationist view is primarily interested in accounting for social-level phenomena 

and their causes (which may or may not ultimately be reducible to properties at the individual level) 

by aggregating responses measures of bias.  

` Though the MSP theory may be unable to account for all phenomena of interest to the 

situationist attitude theorist, the MSP theory helps to explain both (a) why individual-level 

evaluations so-often supervene on environment-based contingencies, and (b) why, in some cases, 

individual-level evaluations float-free from environment-based contingencies. To illustrate, recall the 

research on instructed reversals described the previous chapter. There we discussed how the right 

amygdala tracks actually experienced aversive outcomes and is not responsive to social instruction 

(Atlas 2019). Moreover, recall that certain forms of amygdala-based representations, once formed, 

are highly resistant to extinction. These bodies of research jointly account for why evaluative 

responses elicited by indirect measures of attitudes sometimes shift dramatically as a function of the 

situation and why evaluative responses sometimes fail to update in response to sudden and dramatic 

changes in the relevant environment-based contingencies. Because the bias-of-the-crowds model 

treats implicit tests of, say, racial evaluations to “reflect the net accessibility of all attributes linked to 

the social categories of black people and white people (Payne, Vuletich & Lundburg 2017: 237)” 
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shared by a sample of research subjects (as opposed to individuals) the situationist research will not 

lead to the discovery of important forms of cross-situationally persistent individual bias much less 

explain them. The moral of this story is not that situationist attitude research is not worth pursuing 

but that this line of research is incomplete without the kind of individual-level theory that MSP 

offers. 

  

5 Fighting Racism with Solidarity 

 

Finally, let’s shift our focus to describing some of the implications of MSP theory for the 

development tools or interventions for mitigating real world social harms caused by the activation of 

prejudicial attitudes, implicit or otherwise. MSP theory predicts that the most effective interventions 

are those in which individuals are afforded the opportunity to retrain multiple memory systems in 

parallel, resulting in the production of multiple pro-social attitudes toward members of the target 

social group. For instance, a successful intervention may provide an individual with an opportunity 

to (i) form positive episodic memories of encounters with outgroup members, (ii) to treat 

interactions with outgroup members as being instrumentally valuable, (iii) reduce any learned fear or 

threat responses to outgroup members, (iv) associate outgroup members with appetitive rewards, 

and (v) create a sense of community, perhaps facilitated via categorization processes, amongst what 

would otherwise be a mere aggregate of members of disparate groups. Because these mnemonic 

representations are subserved by different neural systems for storage and expression, a targeted 

approach in which one intervenes on only a subset of memory systems may have little or no effect 

on the representations in the other.  

This assumption serves as a partial explanation for why targeted, implicit bias training 

seminars have proven to be ineffective at producing sustained change to subjects’ implicit attitudes 
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and reducing discrimination. To illustrate, consider the standard suite of prescriptions for reducing 

bias that include (i) imagining counter-stereotypical exemplars of stigmatized groups (Blair, et al. 

2001), (ii) maintaining constant vigilance for when one might be tempted to act in a way that is 

contrary to one’s egalitarian values, (iii) forming implementation intentions (e.g., IF I SEE A BLACK 

PERSON, THEN I SHOULD THINK ‘SAFETY’!) and (iv) acknowledging one’s own sources of 

privilege. From the MSP theoretical perspective, these interventions may fail because they (a) 

produce changes in the kinds of attitude that are not functionally yoked to the discriminatory 

outcomes that we’re most interested in addressing, (b) leave too many forms of prejudicial attitude 

intact, (c) produce changes in attitude that are quickly extinguished upon leaving controlled 

conditions, (d) result in the generation of new context-specific attitudes that are operative only in the 

environment in which they are formed (Bouton 2004), or (e) some combination thereof. 

On a more positive not, MSP theory recommends more promising forms of prejudice-

reducing interventions. Consider intergroup contact theory (Allport 1954, Sherif 1954, 1958, 1961), which 

has historically been and continues to be the gold-standard for prejudice reduction (see Pettigrew 

and Tropp 2006 for review). This theory assumes that sustained intergroup contact under favorable 

conditions will reduce prejudice between members of the relevant groups. Gordon Allport (1954) 

identified four factors, which are by no means intended to be exhaustive, that tend to facilitate 

prejudice reduction as a consequence of repeated intergroup contact: (1) equal status of groups (i.e., 

one should not be in a position of authority over another), (2) common goals, (3) intergroup 

cooperation, (4) contact is supported via law or custom.  

Just as MSP theory correctly predicts the failures of the implicit bias training approach to 

prejudice reduction, it also predicts the successes of intergroup contact theory. But in order to see 

this, first consider the following scenario. Imagine that both Smith and Jones are workers at a 

distribution facility for a delivery company, Shamazon, owned by the richest person on the planet, 
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Jed Bozos. Smith, a black woman from a residentially segregated neighborhood, is highly suspicious 

of Whites and generally avoids interacting with them whenever possible out of fear of 

discrimination. Jones, a White man, also lives in a residentially segregated neighborhood and 

subscribes to various, reactionary, pernicious stereotypes about Black people in generally. Suppose 

that Smith and Jones are members of the same labor union, and this labor union calls a strike in 

protest of Shamazon’s failure to provide dignified working conditions and a living wage. Out of self-

interest, both Smith and Jones join the picket line. Day in and day out, Smith and Jones chant and 

march in unison. As the strike stretches on, Smitch notices that Jones’ morale begins to flag to 

which she responds by giving him an encouraging pep-talk. Perhaps Smith takes this action only 

because he knows that bad morale is contagious, and so her prospects for better financial conditions 

depends on this admittedly out of character behavior. Days later, Jones reciprocates and shares with 

Smith some of his meal; they bond over the fact that they each learned to make variants of the same 

dish as children. The next day on the picket line, Jones notices a scab berating Smith as he prevents 

the scab from crossing the picket line, causing the scab to hurl at her racial epithets. Out of solidarity 

for his fellow worker, he quickly steps into defend her, though she quickly makes clear that she is 

quite capable for handling herself. Nevertheless, she’s grateful for the Jones’ act and acknowledges 

Jones as someone who she can trust to have her back. Though the strike is ultimately crushed by 

Bozos’ unlimited financial resources, Smith and Jones each find that they no longer harbor the same 

prejudicial attitudes. They now see each other and the rest of their fellow workers, regardless of race 

or gender, as engaging in a common struggle while pursuing shared goals. 

How would the MSP theorist account for these attitudinal changes facilitated through (more 

or less) optimal intergroup contact? Consider the change in attitudes that Smith undergoes. While 

mere exposure to Jones may influence her attitudes toward Jones and her fellow White workers (see 

Zajonc 1968), frequent positive exposure to Jones may result in the extinction of an amygdala-
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mediated threat response. The unexpected pep-talk might help to retrain Smith’s striatal based 

model-free instrumental learning system, causing Smith to gradually associate interactions with Jones 

as having positive value, which is then reinforced by Smith’s coming to Jones’ defense. Her 

acknowledgement that her own economic gains, and therefore those of her family and community 

are inextricably linked to his, exerting a top-down influence on the learning rate of the instrumental 

learning system. We further can assume that their shared meals facilitate liking through appetitive 

reward and through the cultural understanding it affords. Finally, when Smith retrieves from 

episodic memory particular positive experiences of Jones while regaling her family with stories about 

her time on the picket line may further reinforce the positive affect that she associates with him and 

her fellow workers. I leave it as an exercise for the reader to consider how this form of intergroup 

contact may have influenced Jones attitudes toward Smith and his black comrades. Note that none 

of the monist accounts of attitudes is capable of telling a similarly rich story about the mechanisms 

that subserve the various forms of attitude change afforded by intergroup contact. 

Lest one think that this story is too fanciful to describe actual forms of prejudice reduction, 

there is a growing body of research on the effects of various forms of bottom-up collective action 

on prejudice that corroborates this basic picture (see Dixon, Levine, Reicher & Durrheim 2012 for 

review). Of this body of research, one study offers a particularly vivid look at the various ways in 

which intergroup contact in the context of engaging in a common struggle reduces intergroup 

prejudice. Acar and Ulug (2016) interviewed a number of activists from marginalized groups who 

came together to protest a developer-friendly urban renewal project in Turkey: 

 

On May 27, 2013, a small number of activists gathered in Gezi Park after bulldozers arrived 

to cut down trees in the park. Over the next few days, more and more people, who 

witnessed what they considered disproportionate force on the part of the police, joined the 
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activists. In the end, thousands gathered in the park and pushed out the developers and the 

police. Activists spent the next 15 days camped out in the park, where they created 

discussion forms, classes, cooked, cleaned, and lived together communally. The protests 

spread to 79 of 81 provinces in Turkey, without at least three million people participating in 

the protests around the country. […] The protests were unique in their ability to bring 

together a number of different groups whose central–– and sometimes only–– common 

ground was their opposition to the AKP [the ruling political party in Turkey at the time]. 

Religious and ethnic minorities (i.e. Kurds, Alevis, and Armenians had a large presence in 

the protest, as a part of and alongside leftist political parties and organizations (e.g., socialist 

and main opposition parties), as well as nationalist and Kemalist-minded groups who, until 

the AKP came into power, maintained a more comfortable, advantaged position in society. 

Although participants had different backgrounds and different political positions, they were 

able to come together for a common cause, and managed to prevent the destruction of the 

part and resist injustice inflicted upon them. (ibid: 169) 

 

Those interviewed described the ways in which the disparate, sometimes antagonistic groups, came 

to express solidarity with each other. For instance, one nationalistic group, members of which 

initially chanted homophobic slurs aimed at the police later stood in solidarity with the LGBT 

groups by chanting their pro-LGBT slogans in unison with the LGBT groups (ibid.). Indeed, the 

effects of these protests were found to have lasting effects long after the protests ended as indicated 

by the emergence of various leftist political coalitions and fronts composed of disparate groups that 

had participated in the Gezi Park demonstrations.  

That MSP theory is particularly, if not uniquely, well-positioned to explain both the 

successes of the intergroup contact and collective action models of prejudice reduction and the 



 257 

failures of the various more targeted implicit bias interventions carries with it at least two important 

implications for the future of attitude research in particular and social cognition research more 

generally. First, it further bolsters the case for an unabashedly interdisciplinary approach to attitudes 

of the sort pursued in this dissertation and championed by Amodio (2019). Second, the field of 

social psychology has historically had an uneasy (to put it mildly) relationship with the very programs 

that the best available prejudice reduction models recommend for combatting various forms of 

prejudice. The fields’ present preoccupation with the development of the kinds of failed intervention  

have helped to shield Fortune 500 companies from legal liability for racial and gender-based 

discrimination (Newkirk 2019). Moreover, corporations routinely hire social psychologists to screen 

out likely union members among job applicant and to administer surveys to existing employees to 

identify workplaces that are at risk of unionization (Lott 2013). The field’s neglect of the effects of 

labor-based collective action on prejudice reduction is particularly appalling given people of color 

are disproportionately represented amongst the working class (Chowkwanyun & Reed, Jr. 2020) and 

the existence of evidence that present and past union members exhibit less racial prejudice relative 

to non-union members (Frymer & Grumbach 2020). In any case, the successes of collective action 

models of prejudice reduction taken together with a theoretical perspective on attitudes that 

accounts for their successes suggests that the field ought to turn now to the development of what 

we might call solidarity models of prejudice reduction and the implementation of the interventions 

that such models prescribe. 
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