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Negative ion photoelectron spectroscopy is a very useful tool to investigate the properties of anions and their related neutral molecules. The neutral molecules that are formed when an electron is photodetached are often short-lived reactive radicals, which are difficult to study using other optical spectroscopy techniques. This thesis comprises several investigations that I performed on a series of related gas-phase anionic systems; these systems highlight the advantages and challenges associated with negative ion photoelectron spectroscopy. Additionally, a new innovative velocity mass filter was integrated into the existing instrument and its design and performance is described in detail.

The systems studied in this thesis can be coarsely divided into two classes of molecules. First, a series of six-membered aromatic rings are studied, where a nitrogen atom(s) is either inserted into the phenyl ring or is added as a substituent. Anilinide (C₆H₅NH⁻) offers a straightforward example of a rigid molecular system having a simple photoelectron spectrum where all the spectral features are easily assigned. A series of five azinide anions (CₙHₙNₙ⁻) are then investigated to understand how the number of nitrogen atom(s) inserted into the phenyl ring and their position within the ring affect the thermochemical properties of the anion and neutral molecules. The photoelectron spectra of all five azinide anions have similar structure, though the measured electron affinities strongly depend on the proximity of the deprotonation site relative to the nitrogen atom(s).

The second class of molecules are anions which undergo drastic geometry changes when an electron is photodetached to form the neutral molecule. A series of halocarbene anions (CX₂⁻ with X =Cl, Br, I) was investigated to definitively determine the energy difference between the ground state singlet and excited triplet state in the neutral carbene. The related dihalomethyl anions (CHX₂⁻) are a much more challenging system to understand. The photoelectron spectra display an extended, structured vibrational progression due to the large geometry change between the anion and the neutral. A similar phenomenon is also found in the final two anions
studied, \( c\text{-C}_4\text{F}_8^- \) and \( \text{SF}_6^- \), where high-level theoretical modeling is required to analyze the photoelectron spectra.
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Figure 7.4  The magic angle 351 nm photoelectron spectrum of SF$_6^-$ measured using ions cooled to $\sim$ 150 K. The inset highlights the regular peak spacing corresponding to a vibrational frequency of 750(20) cm$^{-1}$ (black line) in the neutral. An additional set of interloping peaks is also present (dashed blue lines) which has the same characteristic spacing but is offset from the main progression by 440(10) cm$^{-1}$. ...

Figure 7.5  Comparison of the (c) 351 nm photoelectron spectrum of SF$_6^-$ reproduced from Figure 7.4, and (a and c) spectra taken at Yale University using a double focusing tandem time-of-flight pulsed spectrometer. The photoelectron spectrum in trace b is of bare SF$_6^-$ and trace a is of the SF$_6^-$•Ar complex.
1 Introduction

1.1 Anion Photoelectron Spectroscopy

Photoelectron spectroscopy is a very powerful spectroscopic technique to study the physical and chemical properties of both neutral molecules and ions. Neutral photoelectron spectroscopy is generally more common than its negative ion counterpart, and though both techniques share many similarities, each has its own unique advantages. The following discussion attempts to highlight the differences between these two techniques and the distinct advantages of negative ion photoelectron spectroscopy. Additionally, a brief introduction to negative ion photoelectron spectroscopy is given below in order to better understand the experimental results presented in later chapters.

Photoelectron spectroscopy is a special case of electronic spectroscopy, namely the spectroscopy of bound-free electronic transitions. Electronic spectroscopy is the study of transitions of electrons from one electronic state to another, induced by the emission or absorption of a quantum of electromagnetic radiation.\(^1\) In order to induce a transition between two states, the energy of the photon satisfies resonance condition,

\[ E_2 - E_1 = h\nu = \frac{hc}{\lambda} \quad \text{Equation 1.1} \]

where \(E_1\) and \(E_2\) are the energies of the states involved in the transition and \(\lambda\) is the wavelength of the light used to probe the system. Photoelectron spectroscopy differs from conventional electronic spectroscopy in that the photon energy is sufficiently great to eject an electron following photoabsorption. The resonance condition stated in Equation 1.1 is still met (hence
energy is still conserved), but the ejected electron carries away with it any energy in excess of ionization following photoabsorption in the form of electron kinetic energy (eKE). In other words, the photon energy is partitioned between the energy required for the transitions from the initial to final state and the kinetic energy of the departing electron. So, unlike conventional electronic absorption spectroscopy where photon energies are measured, the electron kinetic energies are recorded in photoelectron spectroscopy.

Negative ion photoelectron spectroscopy is analogous to neutral photoelectron spectroscopy, except that the initial state is an anion instead of a neutral molecule. When an electron is photodetached from an anion, a neutral molecule is formed. Since the anion valence electrons are weakly bound relative to their counterparts in neutral molecules, the minimum amount of energy required to remove an electron from an anion is correspondingly lower than what is required to ionize a neutral molecule. Thus, by measuring the kinetic energy of the photodetached electron, one obtains a vibrational and electronic spectrum of the transitions between the anion and the final neutral state(s).²

Before discussing the complexities of anion photoelectron spectroscopy, it is useful to overview the basics of the technique using a diatomic molecule as an example. Figure 1.1 is a schematic that illustrates the photodetachment process for a simple diatomic anion (AB⁻), forming a neutral (AB). The potential energy curves shown are for the ground state of AB⁻ and AB, as well as the first excited state of AB, and are represented by Morse oscillators. In this figure, photons with fixed energy (E_{hv}) induce transitions from the ground vibrational state of the AB⁻ anion to a virtual level in the [AB + e⁻] continuum. Electrons are then ejected with kinetic energies equal to the difference in energy between the laser photon energy and various vibrational energy levels in the neutral, illustrated as blue arrows in Figure 1.1. The
corresponding photoelectron spectrum is displayed on the right vertical axis, which is on the same energy axis as the potential energy curves. This model diatomic example is useful in understanding negative ion photoelectron spectroscopy and the spectroscopic quantities which can be experimentally measured. It is now convenient to introduce the concept of binding energies, which is defined as

\[ eBE = h\nu - eKE \]

Equation 1.2

Though we measure electron kinetic energies (eKE), the photoelectron spectra present in this thesis are plotted in terms of electron binding energies (eBE), as this quantity is independent of the photon energy used.

One of the most useful and important spectroscopic quantities measured in negative ion photoelectron spectroscopy is the energy difference between the ground vibrational and rotational state of the anion \((v = 0, J = 0)\) and the neutral \((v' = 0, J' = 0)\); this energy difference is defined as the adiabatic electron affinity (EA) and is schematically shown in Figure 1.1 as the red vertical arrow. Physically, this is the minimum amount of energy required to remove an electron from the lowest energy state of the anion and is analogous to the ionization energy in neutral photoelectron spectroscopy.
Figure 1.1 Diagram of the photodetachment process for a diatomic anion (AB⁻) and the resulting photoelectron spectrum. Potential energy curves are represented by a Morse oscillator and are a function of the internuclear bond distance. Figure is adapted from previous figure by Dr. Leonid Sheps.
It is also possible to determine the energy difference between electronic states of the neutral, if both excited states are low enough in energy to be accessed by the photon energy used. In Figure 1.1, the energy difference between the lowest vibrational and rotational levels of the ground and first excited neutral states is designated as the term energy $(T_0)$. Furthermore, since the spin selection rule for a photodetachment process is $\Delta S = \pm 1/2$, neutral states of different spin multiplicities can be observed in the photoelectron spectrum. For example, many of the anions studied are doublet states, which when an electron is removed, can form either a singlet or a triplet state. The term energy between the singlet and triplet states is known as the singlet–triplet splitting $(E_{ST})$ and is an important quantity to measure (as will be highlighted in Chapter 6). Transitions between states of different spin multiplicity are strongly forbidden in optical spectroscopy, leading to a unique advantage of anion photoelectron spectroscopy.

The position and relative intensities of the vibrational transitions in the photoelectron spectrum offer additional information about both the anion and the corresponding neutral photodetachment product molecule. As Figure 1.1 illustrates, the peak spacing in a photoelectron spectrum corresponds to the difference in energy between vibrational energy levels in the neutral. This vibrational structure leads directly to determination of the vibrational frequencies and often anharmonicities of active modes in the neutral molecule. Additionally, as will be discussed more in Section 1.4, the intensities of peaks in photoelectron spectra are governed by the Franck-Condon overlap of the vibrational wavefunctions of the anion and the neutral. If there is a large geometry change between the anion and the neutral, as in the neutral excited state A in Figure 1.1, an extended vibrational progression will be observed. This occurs because the best overlap with the anion ground state vibrational wavefunction is with higher vibrational levels in the neutral, which shifts spectral intensity away from the origin. Therefore,
the observed vibrational structure directly relates to the relative geometry changes between the anion and the neutral.

Lastly, the inherent advantage of using an anion as our initial state is that we can select a specific ion of interest by mass filtering our ion beam. This identifies the signal carrier in the photoelectron spectrum. Furthermore, the anion is a chemically distinct species from the neutral that is formed after photodetaching an electron. Therefore, many stable anions have very reactive and unstable neutral counterparts which are very difficult to study by other experimental methods.

1.2 Atomic Species

Photodetachment of electrons from atomic anions is the simplest case of negative anion spectroscopy. Energy is conserved in the photodetachment process and can be represented by

\[ A^- (E_{\text{elec}}) + h\nu \rightarrow A (E_{\text{elec}}') + e^- (eKE) \]

where \( A^- \) is an atomic anion, \( A \) is the neutral, \( E_{\text{elec}} \) is the electronic energy, and the double prime denotes the initial state (anion) and the single prime denotes the final state (neutral).

For atomic species, the only transitions available are between different electronic states; therefore, all the peaks in the photoelectron spectrum correspond to different states of the neutral atom within the photon energy. As an example, Figure 1.2 shows the photoelectron spectrum of atomic oxygen anion (O\(^-\)) taken both at 300 K (solid black line) and 150 K (dotted blue line). The inset energy level diagram represents the different transitions possible between the ground states of the anion (\(^2\)P\(_{3/2,1/2}\)) and neutral (\(^3\)P\(_{2,1,0}\)). Due to spin–orbit coupling, electronic fine structure splittings are present and five of the six known transitions are resolved under experimental conditions optimized for best energy resolution (~ 5 meV).\(^3\) The line width in
atomic spectra is determined by the instrumental resolution. In Figure 1.2 the energy resolution is approximately 8 meV, which is typical for normal operation and representative of the conditions of the experiments in this thesis. The energies of the spin–orbit transitions, represented by red sticks in Figure 1.2, are placed at the known experimental values. Peak (c) corresponds to the EA for oxygen atom (1.461112 eV), which is the transition from the ground state of O\(^{-}\) (\(^2\)P\(_{3/2}\)) to the ground state of O neutral (\(^3\)P\(_{2}\)). When the O\(^{-}\) anions are cooled to 150 K, there is a reduced population in the higher energy \(^2\)P\(_{1/2}\) state in the anion, which causes a decrease in the relative intensity of peak (a) and a slight narrowing of peak (c).
Figure 1.2 Photoelectron spectrum of atomic oxygen anion (O⁻) taken both at 300 K and 150 K. Inset energy level diagram is a schematic illustrating the possible transitions from the different spin-orbit energy levels in the anion and neutral. The red sticks indicate the positions of the experimentally measured energy levels of the transitions in the inset diagram.
1.3 Molecular Anion Photodetachment

Electron photodetachment from molecular species is much more complicated than from atoms due to the presence of vibrational and rotational degrees of freedom. Both anions and neutral molecules have vibrational and rotational energy levels accessible, which dramatically increases the number of allowed transitions and the complexity of the photoelectron spectra. Equation 1.3 can be rewritten to include the molecular vibrational and rotational energy levels, $E_{\text{vib}}(v)$ and $E_{\text{rot}}(J)$, respectively:

\[
\text{Equation 1.4}
\]

\[
\text{AB}^{-}[E_{\text{elec}} + E_{\text{vib}}(v^\nu) + E_{\text{rot}}(J^\nu)] + h\nu \rightarrow \text{AB}[E_{\text{elec}} + E_{\text{vib}}(v^\nu) + E_{\text{rot}}(J^\nu)] + e^-(eKE)
\]

However, as mentioned above, our experimental resolution is $\geq 5 \text{ meV}$ ($40 \text{ cm}^{-1}$), and thus we are unable to resolve individual rotational transitions. In our final analysis (determining the EA) and in spectral simulations we do account for unresolved rotational transitions, which broaden the experimental peak shapes. However we will omit the rotational energy contribution in Equation 1.4, to obtain

\[
\text{Equation 1.5}
\]

\[
\text{AB}^{-}[E_{\text{elec}} + E_{\text{vib}}(v^\nu)] + h\nu \rightarrow \text{AB}[E_{\text{elec}} + E_{\text{vib}}(v^\nu)] + e^-(eKE)
\]

We can solve for $e^-(eKE)$ in Equation 1.5 obtain an expression that reflects what is actually measured in our photoelectron spectra

\[
\text{Equation 1.6}
\]

\[
e^-(eKE) = h\nu + \text{AB}[E_{\text{elec}} + E_{\text{vib}}(v^\nu)] - \text{AB}^{-}[E_{\text{elec}} + E_{\text{vib}}(v^\nu)]
\]

Mathematically, this restates what the blue arrows illustrate in Figure 1.1 where the energy of the measured photodetached electrons correspond to the energy difference between the final and
initial states less the photon energy. For example, the transition corresponding to the EA, where \( \nu' \) and \( \nu'' \) are both zero, would be

\[
e^-(eKE) = h \nu + EA
\]

where \( EA = E_{\text{elec}}' - E_{\text{elec}}'' \).

The flowing afterglow anion source used in our experiments produces anions with a near-thermal (300 K) distribution of vibrational levels in the ground electronic state of the anion. If additional vibrational levels of the anion are populated, we will observe further transitions from excited vibrational states of the anion to the neutral. These vibrational progressions, called “hot bands”, are located at smaller binding energies than the origin peak.

### 1.4 Selection Rules and Photoelectron Intensities

Before carrying out a more complete analysis of a photoelectron spectrum, we need to develop an expression for the intensity of any particular transition in a photoelectron spectrum. The total photodetachment cross section can be written as

\[
\sigma = \frac{32 \pi^4 m_e^2 e^2 v_e h \nu}{3hc^2} |\textbf{M}|^2
\]

where \( m_e \) and \( e \) is the mass and charge of the electron, \( v_e \) is the electron velocity, \( h \nu \) is the photon energy, \( h \) is Planck’s constant, \( c \) is the speed of light. However, by far the most important component in the expression for the photodetachment cross section is the transition dipole moment, \( \textbf{M} \), which is defined as

\[
\textbf{M} = \left( \psi^*(r, q) \left| \textbf{\mu}(r, q) \right| \psi'(r, q) \right)
\]
where $\psi^\prime$ and $\psi^\prime \prime$ are the initial (anion) and final state (neutral plus $e^-$) wavefunctions, which are a function of nuclear ($q$) and electronic ($r$) coordinates. The vector quantity $\mu$ is the electronic transition dipole moment operator between the initial and final wavefunctions. In general, the total intensity of an electronic transition is given by $M$, which is obtained by summing over all initial and final state energy levels. A transition is allowed under the electric–dipole approximation if the transition dipole moment in Equation 1.9 is non-zero. We invoke the Born–Oppenheimer approximation and factor the total wavefunction into electronic, vibrational, and rotational parts

$$\psi(r, q) = \psi_{\text{elec}}(r)\psi_{\text{vib}}(q)\psi_{\text{rot}}(q)$$

Equation 1.10

For fixed nuclear coordinates, the rotational wavefunction, $\psi_{\text{rot}}$, is only dependent on the orientation of the molecule relative to arbitrary laboratory coordinates and the rotational overlap integrals will be the same for all vibrational states. \cite{1,2} Therefore, the rotational wavefunction in Equation 1.10 will be ignored for this treatment. Inserting the partitioned wavefunction from Equation 1.10 into Equation 1.9, we obtain

$$M = \left< \psi^\prime \psi_{\text{vib}}^\prime | \mu_{\text{elec}}(r) + \mu_{\text{nuc}}(q) | \psi^\prime \psi_{\text{vib}}^\prime \right>$$

Equation 1.11

where the transition moment operator is expressed as the sum of the electronic and nuclear parts. We can further separate Equation 1.11 into two expressions that are solely a function of either nuclear or electronic coordinates. However, the term that includes $\mu_{\text{nuc}}$ is zero because it involves two electronic wavefunctions that are orthogonal; this requires the overlap integral to be zero. Thus, we are left with the following simplified expression for $M$

$$M = \left< \psi^\prime | \mu_{\text{elec}} | \psi^\prime \right> \cdot \left< \psi_{\text{vib}}^\prime | \psi_{\text{vib}}^\prime \right>$$

Equation 1.12
where, using the Condon approximation, the electronic transition moment is assumed to be constant over the range of vibrational coordinates sampled.\textsuperscript{2} Equation 1.12, the product of two terms, is very useful as the first term is the basis for electronic selection rules and the second term is the basis for vibrational intensities. Using Equation 1.12, we obtain an expression that is proportional to the cross section for photodetachment

\[ \sigma \propto \nu_e \cdot |\mathbf{M}|^2 = \nu_e \cdot \left| \left\langle \psi_\text{elec}^\prime (r) \right| \mu_\text{elec} \right| \psi_\text{elec} (r) \rangle \cdot \left| \left\langle \psi_\text{vib}^\prime (q) \right| \psi_\text{vib} (q) \right\rangle \right|^2 \]

where the constant common factors in Equation 1.8 have been dropped. The integral that includes the electronic wavefunctions in Equation 1.13 is very similar for all vibrational transitions of a given electronic transition.\textsuperscript{7} It is therefore the second integral that determines the relative intensities of the band features for a particular electronic transition.

The overlap integral of the vibrational wavefunctions in Equation 1.13 is better known as the Franck–Condon Factor (FCF) for a \( \nu'' \rightarrow \nu' \) transition

\[ \text{FCF} = \left| \left\langle \psi_\text{vib}^\prime (q) \right| \psi_\text{vib} (q) \right\rangle \right|^2 \]

which determines the vibrational contribution to the transition probability, \(|\mathbf{M}|^2\). The overlap of the anion and neutral vibrational wavefunctions is governed by the Franck–Condon principle, which states that an electronic transition is so fast, compared to nuclear motion, that the nuclei still have nearly the same position and momentum immediately before and after the transition.\textsuperscript{7}

The simple diatomic example in Figure 1.1 illustrates how the Franck–Condon overlap affects the band structure and peak intensities observed in photoelectron spectroscopy. In this example, there are two neutral states accessible, which have very different bond lengths (R). The ground state (X) has a very similar equilibrium bond length to the anion, which leads to both
similar potential energy curves and vibrational wavefunctions. The best overlap of vibrational wavefunctions in Figure 1.1 is between the \( \nu = 0 \) and the \( \nu' = 0 \) wavefunctions, which will produce a relatively large Franck–Condon factor and corresponds to the most intense peak in the photoelectron spectrum. However, the excited neutral state (A) has a different equilibrium bond length compared to the anion, which shifts the potential energy curve. Thus, the best vertical overlap with the anion wavefunction will be at much higher vibrational energy levels of the neutral. Mathematically, if the amplitude and phase of two wavefunctions are very different, the positive and negative contributions to the overlap will tend to cancel in the integral in Equation 1.14, yielding very small Franck–Condon factors.

Polyatomic molecules have many more degrees of freedom than a diatomic and the vibrations cannot be described in a simple two-dimensional picture. In the harmonic oscillator limit, the vibrational motion of polyatomic molecules can be reduced to a superposition of vibrations in \( 3N - 6 \) normal modes (\( 3N - 5 \) for linear molecules).\(^1\) The total vibrational wavefunction can then be expressed as a product of individual normal mode wavefunctions

\[
\psi_{\text{vib}}(Q) = \prod_{3N-6} \psi_1(Q_1)\psi_2(Q_2)\cdots\psi_{3N-6}(Q_{3N-6})
\]

where \( Q_i \) is the normal mode coordinate for vibrational mode \( \nu_i \). For polyatomic molecules, the total vibrational wavefunction represented by Equation 1.15 for the anion and neutral is inserted into Equation 1.14. Therefore, instead of having one vibrational overlap integral, there is a product of overlap integrals, one for each normal mode. In this approach, each vibrational mode is assumed to be independent and uncoupled from the other modes, though in later chapters it will be shown that this is not always the case.
If all the vibrations in a molecule had non-negligible FCFs, or are active, the photoelectron spectrum of even a small molecule would quickly become very difficult to analyze. Fortunately, not all vibrations are active. In contrast, only totally symmetric vibrational modes\(^\dagger\) generally dominate the photoelectron spectra. However, unlike diatomic wavefunctions, polyatomic vibrational wavefunctions can be either totally symmetric or non-totally symmetric depending on the symmetry of the normal coordinates and the vibrational quantum number. Additionally, non-totally symmetric normal coordinates will have a vibrational wavefunction that will alternate between being totally symmetric and non-totally symmetric as \(\nu\) changes from even to odd. The consequence of this alternating symmetry of the vibrational wavefunction is that non-totally symmetric modes can be active, but only \(\Delta \nu = 0, \pm 2, \pm 4, \pm 6, \cdots\) transitions are allowed. However, under most circumstances only the \(\Delta \nu = 0\) (0–0) transition will have any appreciable intensity.

Using the ideas presented above, we can make some general conclusions about vibrational selection rules. In general, totally symmetric vibrational modes will tend to have the only significant intensity in a photoelectron spectrum. Furthermore, totally symmetric vibrations that reflect the geometry change between the anion and neutral will carry most of the signal strength and dominate the photoelectron spectrum. For example, if the bond angle in a nonlinear triatomic molecule has a dramatic change from the anion to the neutral, one would expect the symmetric bend vibration to be active in the photoelectron spectrum. Lastly, modes that are non-totally symmetric can be active, but only if certain conditions are met.

As mentioned previously, traditional electronic spectroscopy has the strict spin selection rule that only transitions between states of the same multiplicity are allowed; therefore \(\Delta S = 0\). Photoelectron spectroscopy still has the constraint that the total spin of the system must be

\(^\dagger\) totally symmetric vibrations maintain the same point group symmetry throughout the entire vibration
conserved; however the detached electron departs with a spin of $\pm 1/2 \hbar$ and the spin of the neutral molecule change by the same amount. Since only one electron is involved in a transition, the general spin selection rule for photodetachment is $\Delta S = \pm 1/2$. The consequence of this selection rule is that the spin multiplicity must change for a transition to occur. It also allows for the possibility to make transitions to both singlet and triplet states of the neutral if the ground state of the anion is a doublet state.

1.5 Photoelectron Angular Distributions

The intensity of the photoelectron signal varies with the angle between the laser polarization vector and the electron collection direction; the orientation of the laser polarization can be manipulated by rotating a half-waveplate in the laser beam. In the electric dipole approximation for one photon photoabsorption, the angular dependence of the photodetached intensity is given by the well-known relation \(^8\)

$$I(\theta) = \frac{\sigma_{\text{total}}}{4\pi} (1 + \beta \cdot P_2(\cos \theta))$$

where $\theta$ is the angle between the electric field vector of the laser light and the direction of the ejected electron, $\beta$ is the asymmetry parameter ($-1 < \beta \leq +2$), $\sigma$ is the total photodetachment cross section, and $P_2(\cos \theta)$ is the second associated Legendre polynomial given by

$$P_2(\cos \theta) = \frac{1}{2} (3\cos^2 \theta - 1)$$

When the laser polarization is adjusted such that $\theta = 54.7^\circ$, referred to as the “magic” angle, the second associated Legendre polynomial vanishes and the photoelectron signal is proportional to the total cross section, independent of the value of $\beta$. Therefore, at the magic angle, the
photoelectron signal is independent of \( \beta \) and corresponds to the total detachment cross section \( (\sigma_{\text{total}}) \).

The anisotropy parameter \( \beta \) is an especially useful physical property to determine. Measurement of \( \beta \) is achieved by rotating a half waveplate in small (5°) increments through at least 180° (which corresponds to 360° rotation of the laser polarization) while collecting photoelectrons from a narrow kinetic energy range corresponding to a single peak/feature. Then, a least squares fit of the data to Equation 1.16 extracts the \( \beta \) parameter. A less accurate method (but generally sufficient for determining the anion orbital from which photodetachment occurred) for determining \( \beta \) employs measuring photoelectron intensities at two angles, 0° and 90°, and using the relationship

\[
\beta = \frac{I_0 - I_{90}}{(1/2)I_0 + I_{90}} \tag{1.18}
\]

Angular distribution measurements provide qualitative insight about the angular momentum state from which the electron was detached. When an electron is detached from an atom, \( \beta \) is dependent on the momentum contained by the photoelectron. This is because the total angular momentum must be conserved by the system. The angular momentum selection rule for atomic photodetachment is \( \Delta \ell = \pm 1 \), as the photon imparts one unit of angular momentum to the electron. Therefore, an electron detached from an s orbital \( (\ell = 0) \) departs as a pure p-wave \( (\ell = 1) \) which corresponds to a \( \beta \approx 2 \). In this situation, the maximum photoelectron intensity is along the electric field vector of the light \( (\theta = 0^\circ) \). On the other hand, if an electron is detached from a p orbital \( (\ell = 1) \), the electron will depart as both s-wave \( (\ell = 0) \) and d-waves \( (\ell = 2) \), where partial-wave interference will influence the measured \( \beta \) value. Close to the detachment threshold, the lower angular momentum state will dominate and only s-wave detachment will be
observed, producing isotropic angular distribution of ejected electrons ($\beta \approx 0$). Away from threshold (1 eV or higher), both angular momentum states with be present and the partial waves will interfere which will tend to produce negative $\beta$ values.

The photoelectron angular distributions arising from molecular photodetachment are much more complicated. Atomic systems have inherent spherical symmetry so the atom’s orientation does not affect the angular distribution. However, this is not the case for molecules, where random orientation leads to averaging of the observed photoelectron angular distribution over molecular orientations. It is possible to measure *molecular frame* photoelectron angular distributions, but this procedure is complex and generally involves dissociative photodetachment and requires using coincident detection of molecular fragments and photodetached electrons. The mathematical treatment is beyond the scope of this work, but we can still obtain valuable qualitative anion orbital information from the $\beta$ values in molecular photodetachment. It has been shown from previous negative ion photoelectron studies that each electronic state of a particular neutral is expected to have a characteristic value for $\beta$. Therefore, the peaks in a vibrational progression belonging to transitions to a single neutral state will have very similar $\beta$ values, though these values will vary slightly over extended energy ranges. Furthermore, past results have indicated that detachment from $\sigma$-type orbitals typically have large positive $\beta$ ($> 1$), while detachment producing 0.5 – 1.5 eV photoelectrons arising from $\pi$-type orbitals will have a negative $\beta$, indicating interference between s- and d-partial waves. Therefore, the $\beta$ value can be used as an indicator of the symmetry of the orbital from which the electron is detached.

### 1.6 Thermodynamics

As mentioned earlier, the primary result from a photoelectron spectrum of a molecular anion is the electron affinity of the corresponding neutral radical, EA(R). The EA can be
combined with the measured enthalpy of deprotonation ($\Delta_{\text{acid}} H_{298}^{\text{RH}}$) and the known ionization energy of the hydrogen atom\textsuperscript{15} in a thermochemical cycle\textsuperscript{16, 17} to determine the bond dissociation energy $D_{298}(\text{RH})$. This negative ion cycle is shown schematically below in Figure 1.3

\[
\begin{align*}
\text{•R} + \text{H}^+ + e^- \\
\uparrow \text{EA(•R)} \\
\text{R}^- + \text{H}^+ \\
\uparrow \Delta_{\text{acid}} H(\text{RH}) \\
\text{RH} \\
\downarrow D(\text{RH}) \\
\end{align*}
\]

Figure 1.3 Negative ion thermochemistry cycle that can be used to determine the bond dissociation energy of a R–H bond. In the figure, EA(R) is the electron affinity of the radical, $\Delta_{\text{acid}} H(\text{RH})$ is the enthalpy of deprotonation of the hydrogenated neutral, IE(H) is the well-known ionization energy of hydrogen atom, and D(RH) is the homolytic bond dissociation energy. In order to obtain information from this thermochemical cycle, two of the three unknown values need to be experimentally determined.

We can employ this thermochemical cycle with our measured EA(R) to determine either the ($\Delta_{\text{acid}} H(\text{RH})$) or the D(RH) if either is already known. Fortunately, many of the enthalpies of deprotonation of the systems presented in this thesis have been measured,\textsuperscript{18-23} which allows for determination of many previously unknown C–H bond strengths using the following relationship:

\[
D(\text{RH}) = \text{EA(R)} + \Delta_{\text{acid}} H(\text{RH}) - \text{IE(H)}
\]

Equation 1.19
The enthalpies of deprotonation are based on experiments typically measured at 300 K\textsuperscript{17,18,23} and the electron affinity and ionization energy are 0 K measurements; therefore, a small thermal correction is needed when using Equation 1.19 to associate the bond dissociation energy with a temperature (either 0 or 300 K). However, this thermal correction is always smaller than 0.3 kcal mol\textsuperscript{-1} so it is commonly ignored.\textsuperscript{24} Alternatively, D(RH) can be measured with very accurate spectroscopic techniques,\textsuperscript{25} which when combined with our EA, lead to very accurate values for the enthalpy of deprotonation (and the related gas phase acidity).

### 1.7 Survey of Thesis Topics

I have had the opportunity to be involved in many different projects as a graduate student, many of which are contained within this dissertation. The molecular systems presented here are collected into chapters which share similar themes and properties. Chapters 2 and 3 focus on the instrumentation and experimental techniques used to collect the photoelectron spectra presented in the following chapters. Chapter 2 presents a comprehensive overview of the critical components of the apparatus including the ion source, ion optics and mass filter, the laser system, electron analyzer, and detection method. Chapter 3 goes into detail on the new velocity mass filter that was recently installed in our instrument along with an overview of how such filters operate. Figure 1.4 illustrates the organic ions which are studied using photoelectron spectroscopy in Chapters 4 – 7. A short summary of these experimental chapters are given below.

Chapter 4 reports the photoelectron spectra of anilinide. This photoelectron spectrum is very simple and easily analyzed compared to the other molecular species in this thesis. A regular vibrational progression with a clear origin is observed in the photoelectron spectrum, which readily allows for the determination of the electron affinity of the anilino radical. Additionally,
the anilino radical is isoelectronic with previously studied benzyl and phenoxy radicals and the structures in the photoelectron spectra are very similar with the analogous active vibrations.

Chapter 5 investigates the thermochemistry of a series of five azine anions: pyridinide, 1,2-diazinide, 1,3-diazinide, 1,4-diazinide, and 1,3,5-triazinide. Studying six-membered rings with one, two, and three inserted nitrogen atoms allows for an understanding of how the nitrogen affects the energetics and structure of the azinide anions and azinyl radicals. The structure in the five photoelectron spectra is very similar with only two dominant active modes contributing to the majority of the spectral features. Using recent gas-phase acidity measurements, the C–H bond strengths in all five azines are determined.
Figure 1.4 Organic anions which have been studied using photoelectron spectroscopy in this thesis. Chapter 4: Anilinide. Chapter 5: Pyridinide, 1,2-diazinide, 1,3-diazinide, 1,4-diazinide, 1,3,5-triazinide. Chapter 6: CCl$_2^-$, CBr$_2^-$, CI$_2^-$, CHCl$_2^-$, CHBr$_2^-$, CHI$_2^-$.
Chapter 7: SF$_6^-$, c-C$_4$F$_8^-$.
Chapter 6 focuses on a series of small halogen-containing molecules, which present unique experimental and theoretical challenges. The dihalocarbenes (CX$_2$ with X = Cl, Br, I) had been previously studied and singlet-triplet energy splittings determined in our laboratory, but recently high-level calculations called these results into question and prompted our reinvestigation. The neutral carbenes formed from the doublet state of the anion can have either singlet or triplet multiplicity, which have very different chemical and energetic properties. The singlet-triplet splitting in these dihalocarbenes was the source of the discrepancy, and we were able to determine the limited mass resolution in the earlier experiment had allowed previously undetected dihalomethyl anions (CHX$_2$) to contaminate the earlier data. We were able to make the CHX$_2$– cleanly and subtract their contribution from the CX$_2$– spectra. In an independent study, we investigated the previously unknown CHX$_2$– photoelectron spectra. These spectra display a broad, structured vibrational progression due to a large geometry change between the anion and corresponding neutral. Sophisticated calculations are necessary to understand the origins of the vibrational structure observed in the photoelectron spectra.

Finally, Chapter 7 describes the photoelectron spectra of C$_4$F$_8$– and SF$_6$–, obtained in a joint experimental effort between two research labs. The photoelectron spectra for these systems illustrate broad vibrational progressions which have very harmonic peak spacing. This extended progression is due to a large relative geometry change from the equilibrium structure of the anion to the corresponding neutral. This large geometry change makes determination of the origin experimentally unfeasible and provides a challenge in our ability to theoretically model the photoelectron spectrum. As in Chapter 6, we rely on the assistance of high-level calculations to better understand the experimental results.
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2 Experimental Methods

2.1 Introduction

The photoelectron spectrometer used for the experiment described in this thesis has been in operation, in one form or another, since 1967.\textsuperscript{1} Many changes, improvements, and additions have occurred over the past 40 years, but the basic technique of negative ion photoelectron spectroscopy was born in the basement of JILA on our apparatus. The current instrument can be summarized in five main sections, which are illustrated in Figure 2.1. Ions are formed using a flowing afterglow in the ion source region. Following formation, ions are accelerated and focused using a series of ion optics, and then pass through a Wien velocity filter. The ions that pass through the filter undeflected intersect a fixed frequency laser beam in the interaction region. Photodetached electrons are collected using a hemispherical energy analyzer and then imaged onto a position sensitive detector.

Each of the sections mentioned above are described in detail in this chapter. For more detailed and exhaustive descriptions of this apparatus, readers are referred to previous accounts.\textsuperscript{2-5}
2.2 Ion Source

Though several ion sources have previously been used on this apparatus\textsuperscript{6,7}, all of the experiments presented here were conducted using a microwave discharge flowing afterglow ion source.\textsuperscript{8,9} There are several advantages of this type of ion source. First, we can generate continuous and stable ion beams of a single target anion with nanoampere ion currents. Second, we can perform rational stepwise gas-phase reactions in our flow tube to synthesize anions that are difficult or challenging to make otherwise. Third, we use high densities (~ 1 Torr) of helium buffer gas which will, on average, collide with the anions formed $10^4 \sim 10^5$ times to rotationally and vibrationally thermalize the ions. The rotational temperature of ions made in the source, without external cooling, has been measured to be ~ 300 K.\textsuperscript{2} An external liquid nitrogen jacket, which surrounds the flow tube, can additionally cool the ions in the synthesis region to ~ 150 K. Finally, the flowing afterglow is very versatile; we can easily

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{schematic.png}
\caption{Schematic illustrating the main components of the negative ion photoelectron spectrometer}
\end{figure}
extend or shorten the flow reactor tube and the entire source region can be easily disassembled and cleaned.

The microwave discharge is composed of two main parts: a brass 2.45 GHz Evenson-type microwave cavity and a quartz discharge cylinder that is inserted through the cavity. A schematic of the microwave discharge is shown in Figure 2.2. Helium buffer gas, which has first been purified by passage through a molecular sieve trap cooled with liquid nitrogen, is introduced into the discharge cylinder. The gas flow rate of helium (3–10 atm L sec\(^{-1}\)) is controlled by a feedback-stabilized mass flow controller (Tylan FC 262) to maintain a constant pressure in the source region of approximately 0.5 Torr. Trace amounts of oxygen (2–5 cm\(^3\) min\(^{-1}\)) is seeded in the helium. The microwave discharge is operated by a microwave power generator (Opthos, MPG 4). To form the plasma, \(\sim 70\) W of forward power is applied to cavity with a Tesla coil used to initiate the plasma in the discharge cylinder. Once a stable discharge plasma is obtained, the forward power is reduced to \(\sim 10\) W. Reducing the power of the generator minimizes the reflected power and limits any excess heating of the ions created in the plasma. The plasma absorbs almost all of the forward power under these conditions leading to the low reflected power.

![Figure 2.2 Schematic of the flowing afterglow microwave discharge. The position of the reaction inlets can be adjusted independently.](image-url)
A number of different species are formed in a pure helium discharge including He, He\(^+\), He\(_2\)\(^+\), electrons, and metastable He atoms (2 \(^3\)S and 2 \(^1\)S).\(^8\) Ions are produced by addition of neutral gas reagents directly into or after the helium plasma. One mechanism by which negative ions are formed in the discharge is by dissociative electron attachment in the microwave discharge region.\(^{10}\) Oxygen radical anion (O\(^−\)), which is used extensively in our experiments, is formed using this mechanism and is shown in the reaction below

\[
\text{Scheme 2.1}
\]

\[
\text{O}_2 + e^- \rightarrow (O_2^*)^- \rightarrow O^- + O
\]

where \(e^-\) is a low energy electron produced in the plasma that attaches to an oxygen atom, which then dissociates to form O\(^−\) and a neutral oxygen radical.\(^{11}\)

In order to produce the ion of interest, a neutral precursor molecule is added downstream of the discharge through a ring reagent inlet, illustrated in Figure 2.2. The reaction of O\(^−\) with organic molecules (RH\(_2\)) has been studied in great detail\(^{10,12}\) but the general product channels are:

\[
\text{Scheme 2.2}
\]

\[
\begin{align*}
\text{O}^- + \text{RH}_2 & \rightarrow \text{R}^- + \text{H}_2\text{O} \\
\text{O}^- + \text{RH}_2 & \rightarrow \text{RH}^- + \text{OH} \\
\text{O}^- + \text{RH}_2 & \rightarrow \text{RH} + \text{OH}^- \\
\text{O}^- + \text{RH}_2 & \rightarrow \text{RHO}^- + \text{H}
\end{align*}
\]

The first two reactions are the dominant channels observed in our ion source: the abstraction of either H\(_2\)\(^+\) or H\(^+\). In the first reaction, where a net H\(_2\)\(^+\) is abstracted from RH\(_2\), the hydrogen atoms can either be on the same carbon center or on different carbon atoms in the molecule. Often, only the removal of one proton is desired. In this case, methane (CH\(_4\)) is introduced downstream of O\(^−\), forming hydroxide (OH\(^−\)) by the following reaction:
Scheme 2.3

\[ O^- + CH_4 \rightarrow OH^- + CH_3 \]

Following OH\(^-\) formation, the organic precursor is added through a reagent inlet downstream of the methane inlet and the following reaction occurs

Scheme 2.4

\[ OH^- + RH_2 \rightarrow H_2O + RH^- \]

In order to make sure all the O\(^-\) has been removed through Scheme 2.3, excess methane is added until all the measurable O\(^-\) signal (both ion current and photoelectron counts) is depleted. The flow rates of helium, oxygen, and the precursor molecules are optimized to maximize ion current at the interaction region. The reagent inlet positions can also be varied during the course of an experiment to optimize ion signal.

Under typical experimental conditions, ions are thermalized in the ion source to approximately room temperature. A jacket that surrounds the flow tube can be filled with liquid nitrogen to further cool the ions to approximately \(~ \sim 150\) K. As will be shown in later chapters, cooling the ions suppresses hot bands, which often results in a less congested and cleaner photoelectron spectrum with an unambiguous origin peak. Cooling the flow tube can reduce the ion current and is best used for experiments with appreciable ion signal at room temperature (\(> 100\) pA) or for ions with large photodetachment cross sections.

The ion source region is maintained at a constant pressure of \(~ 0.5\) Torr by a Stokes roots blower pump is used to pump away the helium, which provides 330 L sec\(^{-1}\) of pumping speed. A skimmer nosecone (1-mm diameter) is placed at the end of the flow tube, which serves two purposes: to gently extract the ions with a small potential bias (0–3 V), and to create a pressure differential between the source region and the remainder of the apparatus.
The potential bias is kept relatively low to avoid heating the thermalized ions in the extraction process.\textsuperscript{13}

2.3 Ion Optics and Mass Selection

Figure 2.3 is a schematic overview of the instrument illustrating the relative position of all the ion optics and major components of the apparatus. After extraction from the flow tube through the nosecone, the ions pass through a series of adjustable ion lenses used to focus, accelerate, and steer the ion beam. The first set of lenses (L1–6) accelerates the ion beam from the nosecone extraction voltage to the beam voltage of 735 V. Elements L1–4 and are independently controlled, while L5 and L6 have constant applied potentials (400 and 735 V)
Figure 2.3 Schematic overview of the major components of the photoelectron spectrometer. The different regions of pressure and ion beam energy are label on the bottom and top axis, respectively.
respectively). The first deflector (D1) has independent horizontal and vertical deflectors and is referenced to the voltage of L3, while D2 is referenced to the voltage of L4. The third deflector (D3) horizontally steers the ions through a $10^\circ$ bend in the ion beam flight path, while any neutral molecules or photons generated in the source region continue undeflected and collide with the chamber walls. This region of the instrument is pumped with a 2000 L sec$^{-1}$ six-inch diffusion pump that maintains a pressure of $10^{-4}$ Torr.

After the $10^\circ$ bend, the ions encounter the first of four quadrupole lenses (Q1–Q4) which are used to focus and steer the ion beam. The purpose of the quadrupoles is to focus and deflect the ion beam using static electric potentials. Each quadrupole lens unit is made of 12 elements which are divided into three separate quadrupole elements, shown in Figure 2.4. The middle element also acts primarily as an independent vertical and horizontal deflectors used to steer the ion beam. The three quadrupole lens elements also are used to spatially focus the ion beam. The quadrupole lenses are designed to spatially flatten the ion beam in a two-dimensional plane. Q1 and Q3 shape the ion beam in a horizontal plane and Q2 and Q4 shape the ion beam into a vertical plane. The net result of paired quadrupole focusing is a highly focused ion beam at the entrance of the Wien filter (Q1 and Q2) and at the interaction region (Q3 and Q4). Recently, Q1, Q2 and Q3 were refurbished; the pole elements were not changed, but the connecting wire and spacers between the poles were replaced with vacuum compatible insulated wire and Ultem spacers, respectively (see Section 3.4). Directly after Q1 is a 1.5 mm skimmer aperture (A2) used to measure the current of the ion beam produced in the source region. A2 is biased to the ion beam voltage (735 V) and electrically isolated from the rest of the instrument, where typical

---

* * * this mode of operation is very different from quadrupoles used as a mass filter, which use both dc electric fields and radio frequencies to control the trajectory of ion beams
ion currents of 10 nA are measured. The voltages of the ion optics preceding A2 can be optimized by monitoring and maximizing the ion current while maintaining a “dip” signal created by ions passing through the aperture.

Figure 2.4 Side-view picture of refurbished Q2 quadrupole. The middle elements, which deflect the ion beam, are twice as long as the first and third elements used for focusing ions. The four horizontal poles on the first and third elements share a common voltage, as do the four vertical poles. The four middle deflecting poles each are supplied independent voltages. Therefore, there are six independent voltages used in each quadrupole assembly.

After the A2 aperture, the ions pass through the third set of deflectors (D3) which steer the ions into the Wien filter assembly. This assembly consists of the Wien filter and two quadrupoles (Q2 and Q3), pictured in Section 3.4. The Wien filter consists of perpendicular magnetic and electric fields, which are both orthogonal to the ion beam. Only ions with a unique velocity, where the forces of the electric and magnetic field balance, will pass through the filter undeflected. The current redesigned Wien filter was recently installed (early 2010), replacing the original filter that had been in use for nearly 40 years. Data presented in Chapters 6 and 7
used the new Wien filter, which has an improved mass resolution of approximately $m/\Delta m = 80$.

The new Wien filter has two isolated faceplates with 5 mm apertures used to measure ion current entering and exiting the filter. Total ion current on the exit aperture (maximum current when ions are deflected onto plate) is typically between 5–10 nA. The details of the theory and function of the original and new Wien filters is presented in Chapter 3.

Ions undeflected by the Wien filter pass through the third quadrupole (Q3) and travel through a field free region before encountering a 2 mm aperture (A3). This aperture serves two functions: to separate ions that have been spatially dispersed by the Wien filter and to measure the ion current. The ability to measure ion current (typically 1–3 nA) on A3 is crucial to forming a focused ion beam in the interaction region and for troubleshooting when the ions are unstable or misguided. Selected ions pass through A3 and are focused and steered first by Q4 and then deflected by the last set of deflectors (D5) into the deceleration lens stack. Ions are decelerated to 35 V to both reduce the effects of Doppler broadening – which degrades the resolution of our electron energy analyzer – and to increase the anion residence time in the photodetachment region. The first and last lens elements in the deceleration lenses (D1 and D4) are maintained at a constant potential; D1 is at the ion beam voltage (735 V) and D4 is at the final decelerated potential (35 V). The second and third elements can be varied between 35 and 400 V to optimize the ion current at the interaction region as well as the photoelectron counts.

Once the ions are decelerated, they enter the interaction region where the ion beam is crossed perpendicularly with a laser beam. The ion current is measured on a carefully isolated Faraday cup, placed after the interaction region. The Faraday cup is sensitive enough to measure ion currents down to 1 pA, with typical O$^-$ ion signals ranging between 500–1000 pA. Ion currents at A2, A3, and the Faraday cup are simultaneously measured (Keithley 600A and 602
electrometers) to provide information on the magnitude and focusing of the ion beam at
difference points in the instrument. Operational pressures in the interaction region of \( \sim 10^{-9} \) Torr
are maintained by two turbomolecular pumps (Varian 6 and 8 inch turbo pumps; 250 L sec\(^{-1}\) and
280 L sec\(^{-1}\), respectively).

2.4 Ultraviolet Laser System

The decelerated ion beam is intersected by a fixed frequency laser beam in the interaction
region. The design and operation of the laser system used has been described in great detail
previously,\(^3, 5, 6, 15\) and will be summarized below. Figure 2.5 illustrates the major components of
the current laser system. We use an argon ion laser (Spectra Physics 2085-25) to obtain roughly
1 W of continuous fixed-frequency laser light at wavelengths of either 351 or 364 nm. The
current laser recently replaced the previous laser (Spectra Physics 2045), but very few major
changes were made between the new and previous systems and they will be treated as the same
for this description.\(^\dagger\dagger\)

Our experiment requires a fixed frequency laser to determine the appropriate energy of
the photodetached electrons, as shown in Equation 1.3. However, there are several lines of the
argon ion laser that can lase, which span several hundred nanometers.\(^13\) To produce light at a
single frequency (of a single line in the laser), special attention much be paid to the optics used
in the laser cavity. A custom high-reflective optic (0.25 in CVI Y3 mirror) is used as the back
mirror; this optic has a coating that is highly reflective for light in a narrow range (80 nm
bandwidth center around 355 nm). The other cavity mirror (a wavelength-selective output
coupler) has a 10 nm bandwidth so only one line of the argon ion laser will be able to lase.

\(^\dagger\dagger\) The etalon now uses an automated heater unit to obtain single frequency operation, and a position-stabilizing
feedback system was added to the output coupler mirror (which we deactivate when using our servo).
Different output couplers are used to select the specific UV line in the argon ion laser we wish to use, either 364 nm or 351 nm. Finally, an etalon is used to select one longitudinal mode in the gain profile of the selected laser line. We use a spectrum analyzer (Coherent, 300 MHz FSR) to ensure that only one mode is present in the output of the laser beam.

Figure 2.5 Schematic of the laser system illustrating the major components. The light from an argon ion laser is steered, focused, and manipulated before entering the vacuum chapter, which serves as an external build-up cavity. An AOM is used to shift and modulate the laser frequency while the half-waveplate rotates the laser polarization.
The laser light is coupled into an external build-up cavity that amplifies the power inside the interaction region by a factor of ~ 100. High circulating laser powers are necessary due to the low number density of ions in the interaction region and the small collection efficiency of our electron energy analyzer (see Section 2.5). The external build-up cavity is essentially a Fabry-Perot interferometer that is locked to resonance. The condition for build up inside the vacuum chamber is that the resonant frequency of the laser and build-up cavity be exactly matched. However, the resonant frequencies of both the laser and build-up cavities will vary over the course of a day due to variables such as thermal drift, mechanical vibrations, and fluctuations in the laser plasma density. In order to keep the resonant frequencies matched, a custom servoamplifier system adjusts the lengths of both the laser and build-up cavities with piezoelectric discs mounted to the cavity mirrors.

A major component of the laser/servoamplifier system is an acousto-optic modulator (AOM) which is used to modulate the laser light. The AOM (Inter-Action model AOM 704) serves several important purposes. First, the AOM shifts the laser light by 50–80 MHz, which isolates the laser and build-up cavities and prevents light reflected off the build-up cavity mirror from returning to the laser cavity and causing interference. Second, the AOM can make very fast (> 5 kHz) adjustments to the laser frequency which the piezos cannot handle. Lastly, the AOM adds a 1 MHz dither onto the laser light which provides an error signal for the servoamplifier. Using this error signal, the servoamplifier can adjust the build-up cavity piezo, the laser cavity piezo, or the AOM frequency shift to maintain resonance conditions between the two cavities.

Two other critical components in the laser system are the telescope and half-waveplate. The telescope is used to adjust the spatial mode parameters of the laser beam in order to match the diameter of the wave-front curvature of the build-up cavity TEM\(_{00}\) mode. The half-
waveplate is used to rotate the polarization of the laser beam, which is required to obtain angular-dependent photoelectron spectra.

2.5 Photoelectron Energy Analysis and Detection

The laser and ion beams cross in the interaction region, where electrons are photodetached in all directions. Only the electrons that pass through a 5° solid angle cone (0.065” circular aperture, 3/8” away from the interaction spot) are collected; this represents less than 0.2% of the ejected electrons. Figure 2.6 shows a cross-sectional view of the electron energy analyzer and the interaction region. Electrons that pass through the acceptance aperture are then accelerated and focused into the hemispherical energy analyzer. The hemispherical analyzer is made of two concentric hemispheres, which provides a radial electric field that disperses the electrons spatially at the analyzer’s output according to the electron’s kinetic energy. The analyzer is operated at constant transmission energy (presently ~ 4 eV), which defines the energy an electron must have to successfully pass through the hemispheres. Photodetached electrons will have kinetic energies ranging from 0 eV to the photon energy (~3.5 eV). Therefore, in order to pass through the analyzer and be detected, the electrons must be accelerated to the transmission energy. This is accomplished by a series of cylindrical input lenses ($V_{IR}$, $V_1$, $V_2$, $V_{HC}$). The first three lenses ($V_{IR}$, $V_1$, and $V_2$) together form a zoom lens which accelerates the ions. A second zoom lens is formed by $V_2$, $V_3$, and $V_{HC}$, which serves to focus and accelerate the electrons to the transmission energy. The lenses at the entrance and exit of the hemispheres are Herzog correction lenses ($V_{HC}$), which help prevent any fringe fields from entering the hemispheres. The voltages applied to the input lenses, and the inner and outer hemispheres are determined by simple relationships to the kinetic energy of electrons that are
Electrons that enter the hemispheres will experience different forces depending on their energy and spread out spatially, with high-energy electrons passing near the outer hemisphere and low-energy electrons traveling near the inner hemisphere. If the electron kinetic energy is too little or high, it will have a trajectory that will cause it to collide with the hemispheres, and will not be detected. Electrons within 2% of the transmission energy will be transmitted through the analyzer, which is \( \sim 100 \text{ meV} \) for the current transmission energy. In this manner, the
photoelectron spectrum is obtained by collecting overlapping 100 meV segments of electrons at a time by varying the voltages on the input lens stack and allowing electrons of different energies to be transmitted. The energy dispersed electrons are then accelerated and focused onto a position sensitive detector that includes a stack of five microchannel plates coupled to a resistive anode. The position sensitive detector is a two-dimensional array that correlates the electron impact position with a specific kinetic energy. The detector is divided into 256 channels in the energy dispersion direction, the x-axis, and 16 channels in the y-axis, which corresponds to electron counts (or impact events). The data in the 16 channels that correspond to counts are simply integrated to produce an integer number of counts per channel in the x-direction. Electrons with kinetic energies less than about 0.3 eV are not detected very efficiently due to the effects of stray fields and degraded resolution.

2.6 Data Acquisition and Analysis

The position sensitive detector is coupled to an external position analyzer (Quantar Technology 2401B), which analyzes the raw data from the resistive anode and determines the position of the detected electron. The position analyzer sends the processed signals to a PC computer which collects and stores the data. The analyzer is also connected to an oscilloscope where real-time signals of the electron impact position on the detector can be monitored. Details of how the position analyzer interfaces with the position sensitive detector and the PC computer is outlined in Ramond’s thesis. A custom LabVIEW program is used to interface and coordinate with the position analyzer to collect data. This program also communicates with a voltage programmer (JILA L036), which controls the voltages in the hemispherical analyzer assembly.
The raw data that are stored in the computer (counts versus detector channel) must be calibrated and converted from detector position into an absolute electron kinetic energy scale. This is done by measuring the photoelectron spectrum of an atomic system with well-known energy transitions. In our case, it is convenient to use O\(^-\) because it is present as a precursor in our ion source and the electron affinity of neutral oxygen atom, \(EA(O) = 1.46111\) eV, is precisely known.\(^{17}\) This calibration is performed several times throughout the day, generally before and after acquiring data sets. There is also a slight nonlinearity of the kinetic energy analyzer scale that must be corrected for; this is typically performed whenever there are major adjustments of the laser beam position. A kinetic energy compression factor, which is an empirical correction to the relative energy scale, is made by measuring energy of well-known transitions of either tungsten (W\(^-\)) or oxygen (O\(_2\)\(^-\)) anions.\(^3\) A correction, which is dependent on the transmission energy, of less than 1\% is generally observed.

2.7 Ab initio Calculation and Franck-Condon Simulation

Electronic structure calculations have proven to be a valuable, and often necessary, component of assigning and interpreting photoelectron spectra. Most of the calculations presented in this thesis use the B3LYP method of density functional theory (DFT)\(^{18,19}\) with basis sets ranging from modest (6-311++G(d,p)) to more sophisticated (aug-cc-pVTZ). We often use this DFT method as it has been shown to yield reliable frequencies and is computationally efficient for large molecules.\(^{20,21}\) The GAUSSIAN 03 program package\(^{22}\) is used to obtain optimized equilibrium molecular geometries, harmonic vibrational frequencies, and vibrational normal coordinates for both the anion and corresponding neutral.
In order to simulate the photoelectron spectrum of an anion, the Franck-Condon factors (FCF) for all allowed vibronic transitions must be determined. The expression for determining the FCF, derived in Chapter 1, is

$$\text{Equation 2.1}$$

$$\text{FCF} = \left| \left\langle \psi_v(Q^-) \right| \psi_v(Q^+) \right|^2$$

where $\psi_v(Q^-)$ is the multidimensional wavefunction in quantum state $v^-$ ($v^- = v_{1}^-, v_{2}^-, ..., v_{n}^-$) as a function of the normal coordinates of the anion $Q^-$, and $\psi_v(Q^+)$ is the corresponding vibrational wavefunction of the neutral in terms of its normal coordinates $Q^+$.\(^2\) In order to complete the integration in Equation 2.1, the wavefunctions must be expressed in terms of the same coordinates for both states. This can be accomplished by using the Duschinsky transformation\(^{23}\), which expresses the normal mode coordinates of the neutral in the basis set of the normal mode coordinates of the anion. The transformation between the normal coordinates ($Q^-$ and $Q^+$) is given by

$$\text{Equation 2.2}$$

$$Q^+ = J^- Q^- + K^-$$

where $J^-$ is the Duschinsky rotation matrix and $K^-$ is a vector of geometry displacements given in the basis of the normal coordinates of the anion.\(^2\) The Duschinsky rotation matrix accounts for the vibrational mixing of the normal modes that result from a relative rotation of the normal coordinates between the anion and neutral states.\(^{24}\) In order to determine $J^-$ and $K^-$, a Fortran program (FCFGAUS) is used to extract the calculated normal coordinate vectors and geometries from the electronic structure calculations. Another Fortran program (PESCAL\(^{25}\)) uses the output files from FCFGAUS to calculate the Franck-Condon factors. PESCAL uses the Sharp-
Rosenstock-Chen method in the harmonic oscillator approximation including Duschinsky rotations. The raw FCFs are sorted according to their energies and then convoluted with a Gaussian lineshape representative of the experimental resolution (~ 10 meV).

Using only the results from the electronic structure calculation, one can simulate the photoelectron spectrum that is independent of experimental observations. However, it is often the case that some experimental data has previously been determined (vibrational frequencies, vibrational anharmonicities, electron affinity, and geometries), which can be inputted into PESCAL when simulating the spectrum. We generally include the experimental vibrational frequencies of active modes and the position of the origin peak (the EA) in the simulation if they can be determined from the photoelectron spectrum. PESCAL also has a nonlinear least-squares optimization procedure that can be used to fit the experimental spectrum. The values for the anion and neutral vibrational constants, geometries, the electron affinity, the anion vibrational temperature, and a scaling factor for the relative intensity are used as adjustable parameters which are optimized to minimize the differences between the simulated and experimental spectra.

Many molecular systems studied in our lab have excellent agreement between experiment and simulated spectra. However, the type of normal mode analysis described above can be insufficient for systems that have a large change in geometry between the anion and neutral states or when there are non-adiabatic effects present. In these cases, a more tailored and sophisticated treatment is required, with several examples presented in Chapters 6 and 7 in this thesis.
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3 Wien Velocity Filter: New Mass Filter

3.1 Introduction

One of the defining advantages of studying charged particles in the gas phase is the ability to control the trajectory of ions with applied electric and magnetic fields. The forces on the charged particles from the external fields can additionally be used to separate ions based on their mass-to-charge ratio. Being able to filter anions based on their mass is a powerful tool which allows us to select one specific anion from the mixture of ions created in our source region. This ability to select an individual anion is critical for our experiment, and limited resolution of the mass filter will likely be detrimental to our measurements.

There are several techniques widely used for filtering a beam of ions, namely magnetic sector mass analyzers, RF quadrupole mass analyzers, linear time-of-flight mass spectrometers, and Wien filters.\textsuperscript{1,2} Determining which technique to use depends largely on whether the ion beam is pulsed or continuous, and the type of experiment, mass range and resolution required, and method of detection that will be employed. Our experiment requires a filter that has high transmission allowing a relatively large current from a focused ion beam ($10^{-9} - 10^{-12}$ A) to reach the laser interaction region due to the low collection efficiency of our energy analyzer. We also need moderate mass resolutions ($m/\Delta m \sim 40$) in order to separate small anions (roughly 40 amu) that only differ by 1 amu – specifically the loss of a proton. The Wien velocity filter meets the above requirements and has the additional advantage of producing an undeflected beam of selected anions. However, after over thirty years of dutiful service and several rebuilds, the Wien filter in our apparatus was not functioning as designed, which caused the instrument to
show badly degraded performance. After careful consideration, we decided to redesign the original Wien filter in order to improve its resolution and address structural issues present in the current filter. First, it is necessary to understand the theory of operation behind the Wien filter, which is discussed in Section 3.2.

### 3.2 Theory of Wien Velocity Filter

The Wien filter employs external electric and magnetic fields that are perpendicular to each other, which in turn are both normal to the ion beam trajectory as schematically shown in Figure 3.1. All the ions created in the source region are accelerated to 735 V by a series of electrostatic lenses and thus have the same nominal kinetic energy.

![Figure 3.1 Schematic of Wien filter depicting the directions of the electric and magnetic fields, as well as the forces on the anion as it passes through the filter.](image)

Therefore, mass selecting the ions is the same as selecting the ions based on their velocity – hence the term Wien velocity filter. The magnitude of the velocity of a particular ion can then be written as
Equation 3.1

\[ v_0 = \frac{\sqrt{2E}}{m_0} \]

where \( E \) is the kinetic energy of the ion and \( m_0 \) is the mass of the particular ion that we wish to select. Since \( E \) is determined by the potential difference (\( V \)) of the electrostatic lens on the anion, we can rewrite Equation 3.1 as

Equation 3.2

\[ v_0 = \frac{\sqrt{2eV}}{m_0} \]

where \( e \) is the net charge (\( q = |e| \)) of the anion.

An anion traveling through the Wien filter with velocity \( v_0 \) will experience opposing forces from the electric and magnetic fields; the Coulomb force (\( \vec{F}_E \)) and the Lorentz force (\( \vec{F}_B \)) respectively. The Coulomb force is given by Equation 3.3,

Equation 3.3

\[ \vec{F}_E = e\vec{E} \]

and is dependent on the charge of the ion and the electric field, which in turn is governed by the potential difference between the electrodes in the Wien filter. The Lorentz force is given by Equation 3.4,

Equation 3.4

\[ \vec{F}_B = e\vec{v} \times \vec{B} \]

In order for an anion to pass undeflected through the Wien filter, the forces from the electric and magnetic fields must be balanced. Mathematically, this condition is met when the forces described by Equation 3.3 and Equation 3.4 are equal and opposite, shown below.
Equation 3.5
\[ e\vec{E} = ev \times \vec{B} \]

Substituting the expression derived for the ion velocity in Equation 3.2, and solving for the magnitude of the magnetic field,

Equation 3.6
\[ B = E\sqrt{\frac{m_0}{2eV}} \]

to obtain Equation 3.6. Physically, this means that for a particular electric and magnetic field strength, only one unique \( m_0 \) will traverse through the Wien filter undeflected. Experimentally, we can control the magnitude of both \( E \) and \( B \) but we choose to keep the electric field constant and vary the magnetic field to select a desired anion.

For anions that have masses \( (m_x) \) where the forces from the electric and magnetic fields are not balanced, they will experience a centripetal force \( (\vec{F}_c) \) given by

Equation 3.7
\[ \vec{F}_c = \vec{F}_B - \vec{F}_E \]

We can rewrite Equation 3.7 using the definition of centripetal force and Equation 3.3 and Equation 3.4

Equation 3.8
\[ \frac{m_xv_x^2}{R} = ev_xB - eE \]

where \( R \) is the radius of the circular path that ions with mass \( m_x \) will be deflected. We can further simplify Equation 3.8

Equation 3.9
\[ \frac{m_xv_x^2}{R} = eE \left[ \sqrt{\frac{m_0}{m_x}} - 1 \right] \]

and then set Equation 3.9 equal to \( R \)
Equation 3.10 is approximately correct as long as deflection angles are small.  

\[
R = \frac{2V}{E \left[ \sqrt{\frac{m_0}{m_x}} - 1 \right]}
\]

Figure 3.2 schematically defines the relevant physical parameters of the Wien filter and illustrates how ions with mass \( m_x \) are dispersed and separated compared to undeflected ions with mass \( m_0 \). Ions with mass of \( m_x \) are deflected by \( \varphi \), assuming \( \varphi \) is small, in which case the deflection angle can be approximated as

\[
\varphi = \frac{a}{R}
\]

where \( a \) is the length over which the electric and magnetic fields act on the ion, which is effectively the length of the electrode and magnet pole pieces (~200 mm in our filter design). It should also be noted that in defining \( a \), all fringe fields (electric and magnetic) are assumed to be
negligible. Equation 3.11 can be rewritten by inserting the expression for $R$ determined in Equation 3.10 to obtain

$$\varphi = \frac{aE}{2V} \left[ \sqrt{\frac{m_0}{m_x}} - 1 \right]$$

Equation 3.12

Finally, we can relate the dispersion angle ($\varphi$) to the separating power of the Wien filter by considering the distance the ions travel before encountering an aperture with diameter $D$

$$D = L\varphi = \frac{aLeE}{2V} \left[ \sqrt{\frac{m_0}{m_x}} - 1 \right]$$

Equation 3.13

where $L$ in our apparatus is the distance from the center of the Wien filter to aperture $D$. We can further simplify Equation 3.12 to obtain

$$D \cong \frac{aLeE \Delta m}{4V m_0}$$

Equation 3.14

which can be rearranged to obtain an expression for the mass resolution of the mass filter, $m_0/\Delta m$

$$\frac{m_0}{\Delta m} \approx \frac{aLE}{4DV}$$

Equation 3.15

We can then calculate the theoretical limit for the mass resolution of our Wien filter, as all the values in Equation 3.15 are known. With $a = 200$ mm, $L = 500$ mm, $E = 130$ V cm$^{-1}$, $D = 2$ mm, and $V = 735$ V, the calculated resolution is then ~ 220. The values of $E$ can be linearly scaled to higher field strengths, which will in principle increase the mass resolution.
3.3 Previous Wien Filter Design

Equation 3.15 provides a simple mathematical relationship of how changing the electric field strength, aperture size, Wien filter size, distance to aperture, and ion beam energy affect the mass resolution. Even though the calculated $m_0/\Delta m$ is over 200 in our apparatus, in practice the best resolution we had achieved in recent years with the previous filter was far below this value, and closer to 40 under the best experimental conditions. However, often the resolution was much lower than 40, which greatly limited the ions we could study when we needed to separate ions differing by 1 amu. To better understand why the Wien filter was failing to operate, it is necessary to look at the previous Wien filter’s design.

The design of the original Wien filter in our apparatus has been documented in detail in the original paper by Wahlin$^3$ and later in the thesis of Gunion.$^4$ The horizontal magnetic field is provided by an external electromagnet that magnetizes iron pole pieces inside the vacuum system that act to concentrate the field. Two electrostatic deflector plates (electrodes) create the vertical electric field. Between the deflector plates and the magnetic pole pieces are pairs of parallel stainless steel shims (parallel to both the positive and negative electrodes), which are insulated from each other by Teflon shims. A simplified diagram is shown in Figure 3.3 to illustrate the main components of the Wien filter.
In Figure 3.3, the potential voltage on the electrodes is +20 V and -20 V relative to the ion beam voltage; thus, the potential difference between the electrodes is 40 V with a zero point at a distance halfway between the plates. The steel shims are used to help reduce the presence of fringe fields that would result at the edges of the electrodes if the potential suddenly dropped from the electrode voltage to ground. Instead, the voltage on the shims is stepped down from the
electrode voltage in small increments to the voltage of the ion beam (735 V), while the distance between the shims with equal voltage but opposite polarity (i.e. +15 and -15 shims directly across from each other in Figure 3.3) is decreased. This design is an attempt to create a uniform electric field which would resemble infinite parallel plates with a constant potential difference. Figure 3.4 illustrates the difference between finite and infinite electrode plates where inhomogeneous electric fields are created by fringe fields in the former case. The voltages on the shims can be varied using an external home-built voltage divider. In the example in Figure 3.3, the voltage on the electrodes is +20 V and -20 V (+755 V and +715 V taking into account the ion beam float voltage of 735 V) which is then stepped down by 5 V until reaching 0 V.

The actual construction of the original Wien filter was quite complicated and intricate. The entire unit was held together by a press fit where the magnetic pole pieces are attached to two cap sections to hold the electrodes and shims together in place. The entire Wien filter
assembly, including Q2 and Q3, fit inside a long rectangular housing with very tight tolerances. This has led to severe galling in the past where there is metal-metal contact between the housing and the Wien filter if great care was not taken when servicing the filter. The voltage to each of the pairs of shims (both positive and negative), as well as the electrodes, was made using spot-welded thin wires insulated with delicate ceramic tubing. Therefore, disassembling the Wien filter and accessing the shims was very tedious and time-consuming.

It is critical that all components of the Wien filter stay electrically isolated from one another in order for proper operation. However, over the course of servicing the Wien filter and several repairs over the years, nearly half of the shims were shorted creating inhomogeneous fields inside the filter. All efforts to isolate the shims failed and we were left with the decision to either undertake a major rebuild of the filter to isolate the shims, or devise a new way to eliminate fringe fields. We decided to completely redesign the Wien filter and eliminate the steel shims, while keeping the physical dimensions of the filter the same.

3.4 New Wien Filter Design

The new Wien filter employs the same crossed electric and magnetic fields to separate the ion beam, but has significant changes intended to make the electric field more uniform and increase the ease of service of the Wien filter. The distinguishing difference between the two filters is changing the stepped electric field associated with the shim plates to, essentially on with an infinite number of shim plates. This is accomplished by replacing the steel shims with two silicon coated pieces of glass that separate the magnetic pole pieces and the electrodes, shown schematically in Figure 3.5. These coated glass plates are electrically connected to the two electrodes, but have a very high sheet resistance so only a small current (approximately 100 μA) is drawn. This provides a uniform potential gradient across the plate which, in conjunction with
the electrodes, provides a uniform electric field inside the Wien filter. The new filter also uses non-metallic material in its design (see Figure 3.6), which act to prevent galling between the Wien filter casing and the chamber housing. Additionally, new isolated apertures have been added to monitor and measure ion current before and after the Wien filter. These design changes result in a mass filter that is simpler, with fewer connections and components, which has dramatically improved performance over the previous design.

In the deciding how to redesign the Wien filter, we looked at other methods for creating homogenous fields inside the ion flight path. Steel shims have been used to reduce fringe fields since the Wien filter was invented, though other designs have been suggested. The idea of using a material with high sheet resistivity that conducts a small electrical current is not new.
but its implementation has presented technical challenges which made construction difficult. The desired material or coating needs to have a high sheet resistance** (≥ 10 MΩ/sq) that is extremely uniform over the entire surface and is compatible with a high vacuum environment. There are very few conductive materials that have a sheet resistance this large that can withstand our experimental conditions. Initially, a coating of indium tin oxide (ITO) was deposited on glass plates using electron beam physical vapor deposition in the JILA special techniques laboratory. However, in order to achieve the proper resistivity, the coating thickness was too thin and easily scratched off. The material that best met our requirements was silicon deposited on glass using the same technique. Close attention was paid to ensure the thin film of silicon was uniform since the thickness of the film directly correlates to the local resistance. If the resistance varied over the coating, the potential gradient would also vary causing inhomogeneous fields in the filter.

We characterized the coatings using two spectroscopic techniques: UV-Visible spectra to investigate uniformity of the coatings, and ellipsometry to determine the approximate thickness of the film. The silicon coatings were thin enough that we could use a UV-Visible spectrometer to make transmission measurements on specific regions of the coated glass and observe how the absorption varied across the plates. A mask was used to limit the region of the slide that was probed to a 2 mm by 3 mm rectangle. If there was a large difference in thickness of the silicon film, it would be reflected in the UV-Visible spectra as an increase or decrease in the percent transmission. Spectra for a particular slide(s) in a single deposition run varied by less than 5%, which is consistent with a uniform coating. However, the spectra did vary for slides coated in different batches, which is to be expected. Therefore, the slides that were used in the Wien filter

** The sheet resistance ($R_s$) is a measure of the resistance across a thin film of uniform thickness and is analogous to resistivity used in three-dimensional systems. To calculate $R_s$, bulk resistance is multiplied by ratio of the dimensions of the film area: $R_s = (W/L) R$. Sheet resistance has the units of Ω/sq.
were deposited at the same time under identical conditions. The ellipsometry measurements were also made over several localized regions of the final coated plates. The results and corresponding fits indicated that there was a uniform coating of approximately 400 nm of silicon.

In order to make a robust connection between the silicon coated glass and the electrodes, two half-inch strips of gold were deposited (using the same deposition method as described above for the silicon) on top of the silicon coating where the two electrodes made contact with the glass.

Figure 3.6 Schematic of the new Wien filter assembly. A cross section in shown in (a) highlighting the electrodes and the silicon coated glass. The entire assembled filter is shown in (b). The two faceplates at the entrance and exit of the Wien filter are optional and can be easily removed. Four identical faceplates with varying apertures (4, 5, 6, 7 mm) were made in to allow for adjustments and optimization of the Wien filter’s performance.
Figure 3.6 schematically shows the fully assembled Wien filter (b) as well as a cross-section to highlight the electrodes and the coated glass (a). The electrodes are made from bead-blasted nonmagnetic 316L stainless steel. The steel was bead blasted as a precautionary measure to help limit any deflected ions from grazing the electrode surface and re-entering the selected ion beam. Both the iron plates and the electrodes are attached to the six Ultem blocks with screws. Ultem is a rigid polyetherimide polymer with low outgassing properties ideal for application in high vacuum. The coated glass is sandwiched between the electrode and the iron with a pressure fit holding the glass in place. In order to not put an excessive amount of stress on the glass, small squares of Buna rubber was inserted between the glass and the iron to act as a cushion. The electrical connections to the electrodes, faceplate, and to the iron (to float at the ion beam voltage) were provided with insulated wires (MDC coaxial single strand KAP 3 wire) which were connected with a steel fastener. The new assembled Wien filter with quadrupoles attached is shown in Figure 3.8a. A top view of the Wien filter is shown in Figure 3.8b, which shows the electrical connections to the elements in the filter.
The new Wien filter also has two isolated steel faceplates at the entrance and exit of the filter. These plates serve several important functions and are shown in more detail in Figure 3.7. First, the plates allow us to measure the ion current entering and exiting the Wien filter which is very useful in determining how the filter is functioning. Second, the aligned apertures also help ensure the ions enter and exit the filter on center. Lastly, the entrance faceplate acts to shield the ion beam from the edges of the glass plates, which is not at the beam voltage.

Figure 3.7 Schematic looking down the ion beam path of the Wien filter, shown with (a) and without (b) the faceplates. Besides being an aperture plate to measure the incoming and exiting ion current, the faceplate also acts to shield the ion beam from the edges of the glass plates.
The major goal of this project was to design a new Wien filter that was simpler, easier to service, more reliable, and more versatile than the previous design. However, improving the mass resolution is much more difficult as we limited our project to the physical constraints of the old filter; we decided to not change the length of the filter \((a)\) or the distance from the exit of the filter \((L)\) to the separation aperture \((D)\). Then, from Equation 3.15, the only variables left in our control are the magnitude of the electric and magnetic fields and the size of \(D\). If we reduce the aperture size of \(D\), we would also reduce the total ion current that reaches the interaction region. For the experiments in this thesis, reducing the ion current significantly would have made experiments much more difficult, so the aperture size was left at 2 mm. Therefore, only increasing the strength of the electric and magnetic fields is used to improve the resolving power.

Figure 3.8 Photographs of the Wien filter assembly with quadrupoles Q2 and Q3 (a), and a top view of just Wien filter with electrical connections (b).

3.5 Performance of New Wien Filter

The major goal of this project was to design a new Wien filter that was simpler, easier to service, more reliable, and more versatile than the previous design. However, improving the mass resolution is much more difficult as we limited our project to the physical constraints of the old filter; we decided to not change the length of the filter \((a)\) or the distance from the exit of the filter \((L)\) to the separation aperture \((D)\). Then, from Equation 3.15, the only variables left in our control are the magnitude of the electric and magnetic fields and the size of \(D\). If we reduce the aperture size of \(D\), we would also reduce the total ion current that reaches the interaction region. For the experiments in this thesis, reducing the ion current significantly would have made experiments much more difficult, so the aperture size was left at 2 mm. Therefore, only increasing the strength of the electric and magnetic fields is used to improve the resolving power.
of the filter. In principle, one can increase the field strength of both the magnetic field and electric field to the limits of their corresponding power supplies. However, due to the thin 400 nm silicon coating on the glass plates in the Wien filter, we want to be careful to not draw excessive amount of current through the film which could damage its integrity. Therefore, we limit the electric field to less than 150 V, though we have tested the films under vacuum conditions up to 200 V for twenty four hours with no measurable loss in performance. Six months after the new Wien filter was installed, the resistance (measured externally) had increased in resistance from 3.8 MΩ to 5.5 MΩ. Though this is a moderate change in the resistance, the performance of the mass filter has not noticeably changed or degraded.

Figure 3.9 illustrates how increasing the electric field strength dramatically improves the resolving power of the Wien filter. In our instrument, we choose to fix the electric field strength and scan the electromagnet’s voltage (and hence the magnetic field) to obtain a mass spectrum. The mass spectra shown in Figure 3.9 were taken after adding oxygen gas to the flowing afterglow and optimizing the ion optics for O\(^{-}\). The electric field was set to a fixed value ranging from 18 V in (a) to 84 V in (c) while the magnetic field was scanned to allow different mass ions to pass undeflected through the filter. The mass resolution increases dramatically as the electric field is increased, and the three dominant ion peaks are cleanly resolved in panel (c) when the voltage difference on the electrodes was 84 V.
However, the real test of the Wien filter is separating ions created from reactions in our flow tube and being able to resolve the ionic products. Figure 3.10 is a typical mass spectrum of the products of the reaction of pyridine (C₅H₆N) with O⁻. Under normal experimental conditions in which we make O⁻, our ion source always produces O⁻, O₂⁻ and NO₂⁻, which we use to calibrate our mass spectra. The measured m/Δm for the O⁻ in this spectrum is 71, which nearly a factor of two greater than the previous Wien filter’s best mass resolution.
3.6 Conclusion

The new Wien filter is a vast improvement over the previous design and offers a reliable way to mass separate our ions. The mass resolution was dramatically improved while
maintaining the same high throughput of selected ions. The entire Wien filter assembly (including Q2 and Q3) is much easier to service with electrical connections are much less prone to shorting. However, one of the most important improvements with the new filter is the ability to measure the ion current on the two faceplates when troubleshooting poor ion beams. Before these faceplates were added, we were limited to measuring the ion current on three permanent measurement plates over the nearly ten feet which our ion beam travels. These two additional plates have greatly improved our ability to align our ion beam through the Wien filter and optimize the focusing and trajectory of the undeflected ion beam as it travels to the interaction region.

Lastly, we have found that the Wien filter’s mass resolution changes dramatically with ion focusing and position. For a given electric and magnetic field setting, the mass resolution can change by 20–30% simply by adjusting the ion optics prior to the Wien filter. Therefore, when the best mass resolution is required, great care must be taken to optimize and maintain the ion beam position and spatial focusing during the course of an experiment.
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4 Photoelectron Spectroscopy of Anilinide: C₆H₅NH⁻

4.1 Introduction

Phenyl-substituted anions and radicals have been of considerable interest for the past thirty years. Aromatic amines are particularly important due to their presence in many biological molecules. Two of the simplest aromatic amines are anilinide (C₆H₅NH⁻) and the related anilino radical (C₆H₅NH), which has had surprisingly sparse theoretical or experimental investigations. Bartmess used a pulsed ion cyclotron resonance spectrometer to record the first electron affinity determination of the anilino radical of 1.61(13) eV in 1979.¹ Five years later, Brauman refined this measurement to 1.704(30) eV using photodetachment threshold spectroscopy.² A time resolved resonance Raman study was performed just two years later to measure, for the first time, several vibrational frequencies of the anilino radical.³ More recently, Ashfold and coworkers used photofragment translational spectroscopy to measure the N–H bond dissociation energy of aniline, BDE(N–H) = 90.44 kcal/mol⁻¹, forming the anilino radical as a product.

As mentioned in Chapter 1, the intensities of peaks in a photoelectron spectrum (or equivalently the intensities of transitions to the neutral vibrational levels) is governed by the Franck-Condon overlap between the ground vibrational wavefunction of the anion with the wavefunctions of the various vibrational levels of the neutral. If the geometries of the anion and neutral are similar, the best Franck-Condon overlap occurs between the ground vibrational wavefunction of the anion and the ground vibrational wavefunction of the neutral.
In this case, the most prominent peak in the photoelectron spectrum will correspond to the transition between the ground vibrational states of the anion and the neutral. This feature is designated as the origin, from which the adiabatic electron affinity can be readily determined. Furthermore, the width of the photoelectron spectral envelope is minimal in the case of a small geometry change; the Franck-Condon region of the spectrum is confined to an area near the potential minimum of the neutral molecule, where vibrational modes can be well-approximated as harmonic and uncoupled.4

Experimentally, there are no previously measured bond angles or lengths known for anilinide or the anilino radical. However, a recent theoretical report investigated the structure, electron affinity, and harmonic frequencies for series of substituted phenyl anions and radicals using a range of density functional methods.5 This study found that both the 1A' ground state of anilinide and 2A" ground state of the anilno radical have Cs symmetry. More importantly, their results indicated that there was no significant differences in the geometry of the neutral after an electron had been removed from the anion. Therefore, we would expect that the photoelectron spectrum would have narrow vibrational envelope with a prominent origin peak.

In this chapter, we present the first photoelectron spectrum of anilinide and report the most accurate electron affinity for the anilino radical to date. The measured spectrum is surprisingly simple for a molecule containing 13 atoms, with a clear origin peak and only one dominant vibrational progression. Anilinide represents a model system where small geometry changes between the anion and the neutral result in a simple photoelectron spectra that are straightforward to understand and analyze. Furthermore, the anilino radical is also isoelectronic benzyl (C₆H₅CH₂) and phenoxy (C₆H₅O) radicals, which have been previously studied with photoelectron spectroscopy.6 The three photoelectron spectra have almost identical vibrational
structure but very different electron affinities. We compare the series of phenyl-substituted anions and radicals to understand how the different substituent on the benzene ring affects the structure and thermochemistry of three related molecules.

4.2 Experimental Method

Anilinide (C₆H₅NH⁻) is generated using the flowing afterglow ion source described in Chapter 2. Methane is added downstream of O⁻ where H-atom abstraction from methane forms hydroxide (HO⁻), which is thermalized and subsequently reacts with aniline: ≥98.5%, Sigma-Aldrich) to generate anilinide anions via proton abstraction. Spectra was recorded with both ions at room temperature (~ 300 K) and cooled with a liquid nitrogen (~ 200 K). The mass resolution of the new Wien velocity filter for these experiments was m/Δm ~ 60. Typical anilinide ion beam currents were ~ 100 pA. The ~1 W output from a single-mode continuous-wave argon ion laser operating at 364 nm (3.40814 eV) is built up to approximately 100 W of circulating power using a high Q resonant cavity in the interaction region. The energy resolution of the hemispherical analyzer is approximately 11 meV under the experimental conditions used here.

Electronic structure calculations were performed with the Gaussian 03 software package. Geometry optimization and frequency calculations were carried out using density functional theory (DFT) method with Becke’s hybrid three-parameter functional and the correlation functional of Lee et al. (B3LYP) and with an augmented correlation-consistent polarized double-zeta basis set (aug-cc-pVDZ). The geometry of both the anilinide anion and anilino radical where constrained to Cₛ symmetry. No scaling factor is applied to the calculated vibrational frequencies.

The Franck-Condon profiles of the photoelectron spectra are simulated using the PESCAL program. The simulations employ the calculated theoretical geometries, normal
mode vectors, and vibrational frequencies of the anion and neutral states. The Franck-Condon factors are computed in the harmonic oscillator approximation including Duschinsky rotation using the Sharp-Rosenstock-Chen method. The individual vibronic peak contours are simulated by a Gaussian function with a FWHM of 11 meV, consistent with instrumental resolution.

4.3 Results and Discussion

The photoelectron spectrum of anilinide, shown in Figure 4.1a, consists of a very simple and regular vibrational progression. The most prominent peak in the spectrum, peak B in Figure 4.1a, is the origin corresponds to an electron affinity (EA) of 1.607(4) eV. The positions and assignments of all the peaks in the anilinide spectrum are given in Table 4.1. There is a very regular peak spacing of approximately 525 cm$^{-1}$ between peaks B–F, which appear to arise from a single vibrational progression. All calculated vibrational modes, along with a qualitative description of the atomic motion and available experimental measurements, are listed in Table 4.2. The measured frequency of the vibrational progression agrees well with the calculated frequency of the $\nu_{22}$ mode of the anilino radical: 531 cm$^{-1}$. Based on the excellent agreement between the simulated spectrum in Figure 1b with the experimental data, peaks B–F are predominately due to the $22^n_a$ transition. It is a little surprising that there is only one dominant active vibrational mode as the anilino radical has 33 vibrational modes, of which 23 are totally symmetric A' modes. However, as will be shown below, the photoelectron spectrum of related substituted phenyl anions have very similar simple vibrational progressions dominated by only one or two vibrational modes.
Figure 4.1 Magic-angle negative ion photoelectron spectrum of anilinide. (a) 364-nm experimental spectrum with ions at ~ 300 K. (b) Simulated photoelectron spectrum at 300 K (blue line) with red sticks corresponding to the Franck-Condon factors (FCF) for the vibronic transitions from the ground states of the anilinide anion to the anilino radical. Inset in (b) illustrates the calculated atomic displacements of the vibrational mode in the anilino radical which dominates the vibrational progression observed in the photoelectron spectrum.
Table 4.1  Peak positions and assignments for the photoelectron spectrum of anilinide anion.

<table>
<thead>
<tr>
<th>Peak</th>
<th>Frequency</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-517(10)</td>
<td>22_1^0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0_0^1</td>
</tr>
<tr>
<td>C</td>
<td>524(10)</td>
<td>22_0^1</td>
</tr>
<tr>
<td>D</td>
<td>1048(10)</td>
<td>22_0^2</td>
</tr>
<tr>
<td>E</td>
<td>1551(10)</td>
<td>22_0^3</td>
</tr>
<tr>
<td>F</td>
<td>2054(15)</td>
<td>22_0^4</td>
</tr>
<tr>
<td>G</td>
<td>2559(20)</td>
<td></td>
</tr>
</tbody>
</table>

a  Peak labels used in Figure 1  
b  Relative to the origin peak, B  
c  The ν_{22} mode involves symmetric ring deformation
Table 4.2 Calculated and experimental vibrational frequencies of anilinide anion (\(X^1A'\)) and the anilino radical (\(X^2A''\))

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
<th>Calculations(^a) (cm(^{-1}))</th>
<th>Experiment(^d) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_1)</td>
<td>N-H str</td>
<td>3392</td>
<td>3418</td>
</tr>
<tr>
<td>(v_2)</td>
<td>C-H sym str</td>
<td>3165</td>
<td>3206</td>
</tr>
<tr>
<td>(v_3)</td>
<td>C-H str</td>
<td>3149</td>
<td>3199</td>
</tr>
<tr>
<td>(v_4)</td>
<td>C-H str</td>
<td>3122</td>
<td>3186</td>
</tr>
<tr>
<td>(v_5)</td>
<td>C-H str</td>
<td>3106</td>
<td>3179</td>
</tr>
<tr>
<td>(v_6)</td>
<td>C-H str</td>
<td>3097</td>
<td>3169</td>
</tr>
<tr>
<td>(v_7)</td>
<td>C-C sym str</td>
<td>1618</td>
<td>1587</td>
</tr>
<tr>
<td>(v_8)</td>
<td>C-C str</td>
<td>1538</td>
<td>1565</td>
</tr>
<tr>
<td>(v_9)</td>
<td>C-C str + C-N wag</td>
<td>1479</td>
<td>1478</td>
</tr>
<tr>
<td>(v_{10})</td>
<td>C-C str + C-N str</td>
<td>1501</td>
<td>1460</td>
</tr>
<tr>
<td>(v_{11})</td>
<td>C-C str + N-H wag</td>
<td>1358</td>
<td>1360</td>
</tr>
<tr>
<td>(v_{12})</td>
<td>C-H sym wag</td>
<td>1328</td>
<td>1340</td>
</tr>
<tr>
<td>(A')</td>
<td>(v_{13})</td>
<td>C-N str + C-C str</td>
<td>1369</td>
</tr>
<tr>
<td>(v_{14})</td>
<td>C-H wag + C-C str</td>
<td>1167</td>
<td>1175</td>
</tr>
<tr>
<td>(v_{15})</td>
<td>C-H wag + N-H wag</td>
<td>1135</td>
<td>1162</td>
</tr>
<tr>
<td>(v_{16})</td>
<td>C-H wag + N-H wag</td>
<td>1168</td>
<td>1161</td>
</tr>
<tr>
<td>(v_{17})</td>
<td>C-H wag + C-C str</td>
<td>1058</td>
<td>1084</td>
</tr>
<tr>
<td>(v_{18})</td>
<td>Ring breathing</td>
<td>1019</td>
<td>1025</td>
</tr>
<tr>
<td>(v_{19})</td>
<td>Ring deformation</td>
<td>968</td>
<td>978</td>
</tr>
<tr>
<td>(v_{20})</td>
<td>Ring deformation</td>
<td>816</td>
<td>828</td>
</tr>
<tr>
<td>(v_{21})</td>
<td>Ring deformation</td>
<td>619</td>
<td>614</td>
</tr>
<tr>
<td>(v_{22})</td>
<td>Ring deformation</td>
<td>527</td>
<td>531</td>
</tr>
<tr>
<td>(v_{23})</td>
<td>C-C-N bend</td>
<td>416</td>
<td>417</td>
</tr>
<tr>
<td>(v_{24})</td>
<td>C-H wag</td>
<td>942</td>
<td>1000</td>
</tr>
<tr>
<td>(v_{25})</td>
<td>C-H wag</td>
<td>933</td>
<td>982</td>
</tr>
<tr>
<td>(v_{26})</td>
<td>C-H wag</td>
<td>706</td>
<td>917</td>
</tr>
<tr>
<td>(v_{27})</td>
<td>C-H wag</td>
<td>794</td>
<td>826</td>
</tr>
<tr>
<td>(A'')</td>
<td>(v_{28})</td>
<td>C-H wag + ring torsion</td>
<td>822</td>
</tr>
<tr>
<td>(v_{29})</td>
<td>C-H wag + N-H wag</td>
<td>663</td>
<td>690</td>
</tr>
<tr>
<td>(v_{30})</td>
<td>C-H wag</td>
<td>670</td>
<td>672</td>
</tr>
<tr>
<td>(v_{31})</td>
<td>Ring flap</td>
<td>493</td>
<td>489</td>
</tr>
<tr>
<td>(v_{32})</td>
<td>Ring torsion</td>
<td>430</td>
<td>390</td>
</tr>
<tr>
<td>(v_{33})</td>
<td>o-o-p–Ring deformation</td>
<td>179</td>
<td>199</td>
</tr>
</tbody>
</table>

\(^a\) Reference 14  
\(^b\) Reference 3  
\(^c\) This work
Tripathi measured band at 1167 cm$^{-1}$, which could be assigned to three different calculated modes involving C–H bending motion (1161, 1162, and 1175 cm$^{-1}$), and is left unassigned.

Table 4.3 summarizes the calculated optimized geometry and associated geometry change between the anilinide anion and the anilino radical following the photodetachment of an electron. There is very modest but localized geometry change of the $\angle$C3–C4–C5 and $\angle$C6–C1–C2 bond angles, which correlate with the atomic displacements in the $\nu_{22}$ vibrational mode of the anilino radical and illustrated in the inset of Figure 4.1b. If the negative charge in the anion was localized on the nitrogen atom, one would expect the $\angle$C1–N–H bond angle to change substantially. Our calculations indicate that there is only a modest 1° change in this bond angle when an electron is removed from the anion. Other studies have suggested that the negative charge is indeed delocalized over the phenyl $\pi$-system.$^{15}$ This conclusion agrees with our experimental results, including the photoelectron angular distribution measurements, and indicate negligible activity in vibrational modes involving the N – H bond or $\angle$C1–N–H bond angle.
Table 4.3 Optimized Geometry of anilinide anion (\( \tilde{X}^{1}A' \)) and the anilino radical (\( \tilde{X}^{2}A'' \)) and the calculated net geometry change after removing an electron from the anion to form the radical (B3LYP/aug-cc-pvdz). Bond lengths are in units of angstroms (\( \text{Å} \)) and bond angles are in units of degree (°). The geometry change is defined as the difference between the values of the internal coordinates from the anion to the radical.

![Diagram of anilinide and anilino radicals]

<table>
<thead>
<tr>
<th>Internal Coordinate</th>
<th>Anilinide ( \tilde{X}^{1}A' )</th>
<th>Anilino ( \tilde{X}^{2}A'' )</th>
<th>Geometry Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1–C2</td>
<td>1.449</td>
<td>1.436</td>
<td>–0.013</td>
</tr>
<tr>
<td>C2–C3</td>
<td>1.388</td>
<td>1.385</td>
<td>–0.003</td>
</tr>
<tr>
<td>C3–C4</td>
<td>1.412</td>
<td>1.408</td>
<td>–0.004</td>
</tr>
<tr>
<td>C4–C5</td>
<td>1.408</td>
<td>1.408</td>
<td>0</td>
</tr>
<tr>
<td>C5–C6</td>
<td>1.391</td>
<td>1.386</td>
<td>–0.005</td>
</tr>
<tr>
<td>C6–C1</td>
<td>1.451</td>
<td>1.438</td>
<td>–0.013</td>
</tr>
<tr>
<td>C2–H</td>
<td>1.093</td>
<td>1.089</td>
<td>–0.004</td>
</tr>
<tr>
<td>C3–H</td>
<td>1.095</td>
<td>1.091</td>
<td>–0.004</td>
</tr>
<tr>
<td>C4–H</td>
<td>1.091</td>
<td>1.090</td>
<td>–0.001</td>
</tr>
<tr>
<td>C5–H</td>
<td>1.096</td>
<td>1.091</td>
<td>–0.005</td>
</tr>
<tr>
<td>C6–H</td>
<td>1.095</td>
<td>1.092</td>
<td>–0.003</td>
</tr>
<tr>
<td>C1–N</td>
<td>1.337</td>
<td>1.341</td>
<td>+0.004</td>
</tr>
<tr>
<td>N–H</td>
<td>1.025</td>
<td>1.027</td>
<td>+0.002</td>
</tr>
<tr>
<td>( \angle ) C1–C2–C3</td>
<td>122.7</td>
<td>120.9</td>
<td>–1.8</td>
</tr>
<tr>
<td>( \angle ) C2–C3–C4</td>
<td>122.0</td>
<td>120.4</td>
<td>–1.6</td>
</tr>
<tr>
<td>( \angle ) C3–C4–C5</td>
<td>117.1</td>
<td>120.1</td>
<td>+3</td>
</tr>
<tr>
<td>( \angle ) C4–C5–C6</td>
<td>121.9</td>
<td>120.3</td>
<td>–1.6</td>
</tr>
<tr>
<td>( \angle ) C5–C6–C1</td>
<td>122.7</td>
<td>120.9</td>
<td>–1.8</td>
</tr>
<tr>
<td>( \angle ) C6–C1–C2</td>
<td>113.7</td>
<td>117.5</td>
<td>+3.8</td>
</tr>
<tr>
<td>( \angle ) C6–C1–N</td>
<td>126.1</td>
<td>124.5</td>
<td>–1.6</td>
</tr>
<tr>
<td>( \angle ) C1–N–H</td>
<td>108.5</td>
<td>109.5</td>
<td>+1</td>
</tr>
<tr>
<td>( \angle ) C1–C6–H</td>
<td>117.9</td>
<td>118.6</td>
<td>+0.7</td>
</tr>
<tr>
<td>( \angle ) C1–C2–H</td>
<td>117.0</td>
<td>117.4</td>
<td>+0.4</td>
</tr>
</tbody>
</table>
The simulated anilinide spectrum also indicates there are several other minor transitions that contribute to peaks B–D that are spaced by 20 cm\(^{-1}\). These transitions are due to sequence bands from the low–frequency out-of-plane \(v_{33}\) vibrational mode (\(33^{n}\)). Due to the low frequency of this mode, these sequence bands will still have some intensity even when the ions are cooled to \(\sim 200\) K; for this reason, we do not measure appreciable peak narrowing in our cold spectrum (shown in Figure 4.2). Peak A, to the lower binding energy of the origin, is a hot band assigned to the \(22^{0}\) transition from vibrationally excited anions. When the ions were cooled to \(\sim 200\) K, the intensity of this peak is reduced significantly, confirming its assignment as a hot band.
Since the photoelectron spectra of two other phenyl-substituted anions have been previously recorded in this lab\textsuperscript{6}, it is informative to compare them with the results of anilinide. Benzyl anion (C\textsubscript{6}H\textsubscript{5}CH\textsubscript{2}\textsuperscript{−}) and phenoxide (C\textsubscript{6}H\textsubscript{5}O\textsuperscript{−}) are isoelectronic with anilinide and share many similarities. All three anionic substituents (NH\textsuperscript{−}, CH\textsubscript{2}\textsuperscript{−}, and O\textsuperscript{−}) are powerful π-electron-donor substituents\textsuperscript{16} whose π-donating ability increase in the order of O\textsuperscript{−} \sim NH\textsuperscript{−} < CH\textsubscript{2}\textsuperscript{−}. Additionally, based on the results for anilinide in this work, we would expect only modest geometry changes when an electron is detached from benzyl and phenoxide anions.

Figure 4.2 The 364 nm magic angle photoelectron spectrum of anilinide at \sim 300 K (black line) and \sim 200 K (blue line). The spectrum measured with cold ions has lower counts and was normalized to the room temperature spectrum. Both spectra look very similar except for the intensity of the hot band peak at approximately 1.55 eV, which is reduced in when the ions are cooled.
Figure 4.3 compares the three photoelectron spectra, which were all recorded using similar experimental conditions; 364 nm spectra recorded at magic angle using room temperature ions. The three spectra look remarkably similar, in that there is a single vibrational progression with ~ 515 cm\(^{-1}\) peak spacing. This isn’t too surprising since all three anions and corresponding radical geometries have many similarities, as we anticipated\(^{15,17}\). Only small difference are calculated in the \(C_1-C_2\) and the \(C_3-C_4\) bonds in the radicals, whose lengths decrease in going from phenoxy to benzyl radical. This variance in bond lengths has been attributed to the differences in the electronegativity of the substituents\(^{17}\). In a computational study on these three radicals, Adamo and coworkers found that there was no significant mixing in the vibrational modes characteristic of the six-membered ring and those representative of the substituents\(^{17}\). Therefore, the vibrational normal modes in the anilino radical have analogous modes in the benzyl and phenoxy radicals. The 515 cm\(^{-1}\) mode in both benzyl and phenoxy radicals was assigned to a vibrational mode that involves the same atomic displacements seen in the \(\nu_{22}\) vibrational mode of the anilino radical.
Figure 4.3 The 364 nm magic angle photoelectron spectra of three phenyl-substituted anions. The spectra of benzyl anion (C₆H₅CH₂⁻) and phenoxide (C₆H₅O⁻) were previously recorded in our lab and shown in (a) and (b) respectively. The aniline spectrum with room temperature ions is shown in (c). The three spectra are plotted on independent energy scales with the origin peaks (0₀) aligned to highlight the similar vibrational progressions.
However, the EA’s of the three radicals are drastically different, spanning a range of almost 1.5 eV. The trend in the EA is found to increase in magnitude with the electronegativity of the substituent on the benzene ring: O$^-$ > NH$^-$ > CH$_2$$^-$. Phenoxyl has the largest EA value at 2.253(6) eV, followed by anilino at 1.607(4) eV, with Benzyl having the lowest EA at 0.912(6) eV.

### 4.4 Conclusion

The photoelectron spectrum of anilinide is measured for the first time and which allows for the most accurate EA determination of the anilino radical of 1.607(4) eV. The measured spectrum contains only one dominant vibrational progression corresponding to a ring-distortion vibrational mode. This molecule is a model system for when there is a small geometry change between an anion and the corresponding neutral, resulting in a very simple photoelectron spectrum that is straightforward to analyze. We also compared our results with two other previously studied phenyl-substituted anions to determine the effects of changing the substituent on a benzene ring. The photoelectron spectra are nearly identical since the changes in geometry are nearly the same for all three species. The EAs, however, are significantly different due to the different electronegativities of the substituents.
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5 Photoelectron Spectroscopy of Azinides: Pyridinide, 1,2-diazinide, 1,3-diazinide, 1,4-diazinide, 1,3,5-triazinide

5.1 Introduction

There is considerable interest in understanding the pyrolysis of nitrogen-containing heterocycles, especially five-membered (azole) and six-membered (azine) compounds.1-3 These nitrogen-rich compounds are abundant in coal,4, 5 and represent the fundamental unit of many high-energy density materials.6, 7 Combustion of these compounds leads to the production of nitrogen oxide (NOx) species, which play an important role in the formation and degradation of tropospheric ozone.8 A number of recent studies have focused on the pyrolysis of azine molecules containing one, two, and three nitrogen atoms (referred to as pyridine, diazines, and triazines, respectively).9-14 One of the main goals of these studies was to determine the strength and reactivity of specific C–H bonds that were shown to be critical in the decomposition process. For example, the generally accepted mechanism for decomposition of pyridine is initiated by the cleavage of the weakest C–H bond – the bond adjacent to the nitrogen atom.3 Clearly, knowledge of the bond dissociation energy (BDE) of various C–H bonds in azine molecules is needed to understand which decomposition pathways are most important.

Azines provide model systems to investigate how replacement of a C–H group with a nitrogen atom affects the thermochemical properties of six-membered aromatic rings. Only a limited number of experimental studies of gaseous azines exist, and those have been largely limited to shock tube experiments.9, 11, 12, 14-16 One of the most important shock tube results was the bond strengths for pyridine, 1,3-diazone, and 1,4-diazone. However, the shock tube
measurements rely heavily on modeling and fits to data, which in turn lead to fairly large error bars for the dissociation energy. There appear to be no experimental determinations of the BDE of 1,2-diazine or any triazines. These shock tube results were later complemented by a comprehensive theoretical investigation by Barckholtz et al., focused on computing the C–H and N–H BDEs of aromatic hydrocarbons. Both shock tube and theoretical studies concluded that when there was more than one possible C–H bond fission site, the most stable radical site was always adjacent to a nitrogen atom. Furthermore, both found that the strengths of all C–H bonds in pyridine and the diazines were less than the C–H bond strength in benzene (112.9(5) kcal mol\(^{-1}\)), the prototypical six-membered ring aromatic molecule.\(^{18}\)

The bond strength of benzene was determined using a combination of gas-phase ion chemistry and negative ion photoelectron spectroscopy utilizing the negative ion thermochemical cycle given by Equation 5.1 and depicted in Figure 5.1,

\[
D(R– H) = \Delta_{\text{acid}}H(RH) + EA(R) - IE(H)
\]

where \(D(R– H)\) is the BDE, \(\Delta_{\text{acid}}H(RH)\) is the gas-phase enthalpy of deprotonation, \(EA(R)\) is the electron affinity and \(IE(H)\) is the ionization energy of a hydrogen atom. In this chapter, we apply this well-established methodology to obtain the C–H bond strengths of the most acidic sites of several azines. To date, the EAs of any azinyl radical have not been measured. The gas phase acidities of pyridine and the diazines have been reported, but these measurements were made at elevated temperatures (450 – 650 K) with relatively large error bars (±2.4 kcal mol\(^{-1}\)). The identity of the deprotonation site was also not verified, but only surmised based on chemical intuition and the primitive theoretical calculations available twenty years ago. The gas phase acidity of 1,3,5-triazine has never been measured, though a recent study of its reactivity was
recently reported. Schafman and Wenthold investigated the site-specific deprotonation of pyridine and determined the gas phase acidities of each of the three pyridinide isomers. In contrast to the findings for pyridinyl radical in the shock tube studies, the position of the most stable anion arises from deprotonation of the carbon in the 4-position, farthest from the nitrogen atom.

A brief review of earlier work from this laboratory on the photoelectron spectroscopy of phenide (C₆H₅⁻, resultant anion after removing a proton from benzene) provides a framework for understanding the experimental results for the azinide anions, which are isoelectronic with phenide and have many similar properties. The photoelectron spectrum of phenide was, at the time of publication, unusually complex but was composed of extensive, resolved vibrational structure. The phenide spectrum, reproduced in Figure 5.2a, is dominated by two ring-
distortion vibrational progressions with frequencies of 600(10) cm$^{-1}$ and 968(15) cm$^{-1}$. The presence of only two dominant active vibrational modes is remarkable, given that there are ten allowed A$_1$ symmetry modes in the phenyl radical. The normal modes responsible for the vibrational progression are in-plane ring distortions principally involving the carbon atom where the ejected electron was localized. The reported EA was 1.096(6) eV, much higher than for other alkyl radicals that do not have a conjugated π electronic system.$^{22}$ This finding shows that the ring system contributes significantly to the stabilization of the electron pair on the carbon atom, from which a proton was removed.
Figure 5.2 Magic-angle negative ion photoelectron spectra of phenide (a), pyridinide (b), 1,2-diazinide (c), 1,3-diazinide (d), 1,4-diazinide (e), 1,3,5-triazinide (f).
The deprotonation enthalpy of benzene was determined to be $\Delta_{\text{acid}}H_{300}(\text{C}_6\text{H}_6) = 401.7(5)$ kcal mol$^{-1}$ in a detailed study by Davico et al.$^{19}$ This study measured the rate constants for proton transfer between amide ion and benzene, and between phenide ion and ammonia, obtaining the equilibrium constant between the forward and reverse proton transfer reactions.$^{19}$ Recent work has refined the acidity of ammonia – the reference acid in the Davico work – and the acidity of benzene was slightly reduced,$^{18}$ by 0.5 kcal mol$^{-1}$, to 401.2(5) kcal mol$^{-1}$. Using this $\Delta_{\text{acid}}H$ for benzene, and the EA of phenyl radical (0 K), the BDE of benzene was determined using Equation 5.1 to be $D_{300}(\text{C}_6\text{H}_6) = 112.9(5)$ kcal mol$^{-1}$. This benzene C–H bond strength provides the basic reference point for evaluating the C–H bond strengths of azines upon systematic addition of nitrogen atom(s).

In this Chapter we employ a combination of gas-phase ion chemistry, anion photoelectron spectroscopy, and ab initio calculations to investigate the gas phase acidities, radical EAs, and C–H bond strengths of five azine molecules: pyridine, 1,2-diazine (pyridazine), 1,3-diazine (pyrimidine), 1,4-diazine (pyrazine), and 1,3,5-triazine (s-triazine). We measure the EA of the azinyl radicals and gas phase acidity for each azine (with the exception of pyridine$^{23}$), which allows determination of the C–H BDE for the most acidic proton site in each azine molecule.

Due to the large number of molecules studied, the result section is divided into six sections. First, we present an overview of our experimental findings, followed by a detailed analysis of 1,3-diazine, which typifies the other four azines studied. Following the experimental results, we discuss the general trends in C–H bond strengths observed in the context of adding nitrogen atoms to azines.
5.2 Experimental Method

Negative Ion Photoelectron Measurements

The negative ion photoelectron spectrometer used in this experiment has been described in detail in Chapter 2. Negative ions are formed in a flowing afterglow ion source. A microwave discharge containing trace amounts of O\textsubscript{2} in He buffer gas (~0.4 Torr) generates atomic oxygen radical anion, O\textsuperscript{−}. Methane is added downstream of O\textsuperscript{−} where H-atom abstraction from methane forms hydroxide (HO\textsuperscript{−}), which is thermalized and subsequently reacts with an appropriate azine precursor (pyridine, 1,2-diazine, 1,3-diazine, 1,4-diazine, 1,3,5-triazine: ≥97%, Sigma-Aldrich) to generate azinide anions. Since many of the azine molecules have low vapor pressures, high-purity helium (General Air, 99.99999%) was bubbled through the sample which significantly increased the azinide ion signal. Spectra was recorded both with ions at room temperature (~ 300 K) and cooled with a liquid nitrogen (~ 150 K). The mass resolution of the new Wien velocity filter for these experiments was \( m/\Delta m \sim 60 \). Typical mass-selected ion beam currents were ~ 50 –120 pA. The ~1 W output from a single-mode continuous-wave argon ion laser operating at 364 nm (3.40814 eV) is built up to approximately 100 W of circulating power in the interaction region. The energy resolution of the hemispherical analyzer is approximately 11 meV under the experimental conditions used here.

Flowing Afterglow-Selected Ion Flow Tube (FA-SIFT) Measurements

The gas phase acidities of the azines were determined via proton transfer reaction kinetic measurements using a variety of anions in a tandem FA-SIFT instrument that has been described previously.\textsuperscript{24, 25} The experimental details for the acidity measurements have been reported in detail in previous publications\textsuperscript{16, 26} and will not be repeated here. However, a brief summary of
the method used to extract the gas phase acidities and related deprotonation enthalpies is
provided below.

The gas-phase acidity measurements for the most acidic proton of the azines (AH) are
made relative to a reference acid (RH) by measuring the forward (kf) and reverse (kr) proton-
transfer reaction rate constants at 298 K, shown below in Equation 5.2.

\[
\begin{align*}
\text{RH} + A^- & \rightleftharpoons k_f \quad \text{R}^- + AH \\
& \quad k_r
\end{align*}
\]

The ratio of the rate constants gives the proton-transfer equilibrium constant (Kequil $\equiv k_f / k_r$),
which can be used together with the known $\Delta_{\text{acid}} G_{298}(\text{RH})$ to determine $\Delta_{\text{acid}} G_{298}(\text{AH})$ using
Equation 5.3.

\[
\Delta_{\text{acid}} G_{298}(\text{AH}) = \Delta_{\text{acid}} G_{298}(\text{RH}) + RT \ln Kequil
\]

A small calculated entropy correction ($T\Delta_{\text{acid}} S_{298}$) is added to the measured $\Delta_{\text{acid}} G_{298}(\text{AH})$ value
to obtain $\Delta_{\text{acid}} H_{298}$ using Equation 5.4.

\[
\Delta_{\text{acid}} H_{298}(\text{AH}) = \Delta_{\text{acid}} G_{298}(\text{AH}) + T\Delta_{\text{acid}} S_{298}(\text{AH})
\]

**Theoretical methods**

Electronic structure calculations were performed with the Gaussian 03 software
package.\textsuperscript{27} Geometry optimization and frequency calculations were carried out using density
functional theory (DFT) method with Becke’s hybrid three-parameter functional\textsuperscript{28} and the
correlation functional of Lee et al.\textsuperscript{29} (B3LYP) and with an augmented correlation-consistent polarized double-zeta basis set (aug-cc-pVDZ).\textsuperscript{30,31} No scaling factor is applied to the calculated vibrational frequencies.

The Franck-Condon profiles of the photoelectron spectra are simulated using the PESCAL program.\textsuperscript{32} The simulations employ the calculated theoretical geometries, normal mode vectors, and vibrational frequencies of the anion and neutral states. The Franck-Condon factors are computed in the harmonic oscillator approximation including Duschinsky rotation using the Sharp-Rosenstock-Chen method.\textsuperscript{33} The individual vibronic peak contours are simulated by a Gaussian function with a FWHM of 11 meV, consistent with instrumental resolution.

5.3 Results

Figure 5.2 shows the negative ion photoelectron spectra of the five azinide anions studied, as well as the previously published spectrum of phenide for comparison.\textsuperscript{34} One of the most striking features of the azinide spectra is the similarity of the vibrational progressions. The structure in the spectra is largely dominated by two vibrational modes with frequencies of approximately 700 and 1000 cm\textsuperscript{-1}, analogous to those observed in the phenide spectrum. Each spectrum has a clear origin peak that is marked with an arrow indicating the measured EA, reported in Table 5.1. The photoelectron spectra of 1,3-diazinide and 1,3,5-triazinide, shown in Figure 5.2d and Figure 5.2f respectively, were recorded at \(\sim 150\) K; the remaining spectra were collected at 300 K. All 300 K spectra exhibit a singular hot band peak to the lower-eBE side of the origin peak. From these hot bands, we extract a frequency corresponding to a transition originating from a ring-distortion mode in the anion. Measured vibrational frequencies are
summarized in Table 5.2. With a photon energy of \( \sim 3.4 \text{ eV} \), we did not observe clear spectroscopic signatures of excited states of the neutral radicals. There are weak features that appear at higher binding energy in the spectra of pyridinide and 1,2-diazinide, but the signal level was insufficient for a conclusive assignment.

Table 5.1  Summary of Experimental Thermochemical Properties of Azine Systems: C-H Bond Dissociation Energies, Electron Affinities, and Deprotonation Enthalpies

<table>
<thead>
<tr>
<th></th>
<th>Benzene</th>
<th>Pyridine</th>
<th>1,2-diazine</th>
<th>1,3-diazine</th>
<th>1,4-diazine</th>
<th>1,3,5-triazine</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_{298}^\text{(C-H)} ) (kcal mol(^{-1}))</td>
<td>112.9(5)(^{a})</td>
<td>110.4(2.0)</td>
<td>111.3(7)</td>
<td>113.4(7)</td>
<td>107.5(4)</td>
<td>107.8(7)</td>
</tr>
<tr>
<td>EA (eV)</td>
<td>1.096(6)(^{b})</td>
<td>1.480(6)</td>
<td>1.850(6)</td>
<td>1.840(6)</td>
<td>1.254(6)</td>
<td>1.529(6)</td>
</tr>
<tr>
<td>( \Delta_{\text{acid}}H_{298}^\text{(C-H)} ) (kcal mol(^{-1}))</td>
<td>401.2(5)(^{a})</td>
<td>389.9(2.0) (_{c}^{c})</td>
<td>382.2(7)</td>
<td>384.6(7)</td>
<td>392.2(4)</td>
<td>386.1(7)</td>
</tr>
</tbody>
</table>

\(^{a}\) Reference\(^{18}\)  
\(^{b}\) Reference\(^{34}\)  
\(^{c}\) Reference\(^{15}\)

Table 5.3 summarizes the results of the gas-phase acidity measurements from the FA-SIFT experiments. Our experimental acidities are from the most acidic sites in the azines, all of which reside within an 8 kcal mol\(^{-1}\) range and have error bars of less than 1 kcal mol\(^{-1}\). The gas-phase acidity of pyridine, which was previously measured by Schafman and coworkers, was not repeated in this study but is described in the results section below.\(^{15}\)
Table 5.2  Experimental Vibrational Frequencies of Azine Radicals and Anions$^a$

<table>
<thead>
<tr>
<th></th>
<th>Phenyl</th>
<th>Pyridinyl</th>
<th>1,2-diazinyl</th>
<th>1,3-diazinyl</th>
<th>1,4-diazinyl</th>
<th>1,3,5-triazinyl</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Neutral</strong></td>
<td>$\nu_4$=600(10)</td>
<td>$\nu_9$=580(50)</td>
<td>$\nu_{14}$=640(20)</td>
<td>$\nu_8$=680(20)</td>
<td>$\nu_{14}$=700(20)</td>
<td>$\nu_7$=680(20)</td>
</tr>
<tr>
<td><strong>Anion</strong></td>
<td>$\nu_9/10$=968(15)</td>
<td>$\nu_7$=1010(50)</td>
<td>$\nu_{12/13}$=1000(80)</td>
<td>$\nu_7$=980(20)</td>
<td>NA</td>
<td>$\nu_{4/5}$=1110(70)</td>
</tr>
</tbody>
</table>

$^a$ Neutral frequencies are grouped in rows by type of vibration; frequencies are labeled based on mode ordering for a particular azine.
Using the measured EA and $\Delta_{\text{acid}}H$ values, we directly determine the BDE for all five azines via Equation 5.1, which are reported in Table 5.1. Due to the precision in the EA and gas-phase acidity measurements, the site-specific reported C–H BDEs have much smaller error bars than previously reported bond strengths for pyridine, 1,3- and 1,4-diazine. The BDEs of 1,2-diazine at the 4 position and 1,3,5-triazine are experimentally determined for the first time.

As discussed in the experimental methods section, the azinide anions are synthesized in both experiments by deprotonation of the parent azine using HO⁻ as the initial base. In the case of 1,4-diazine and 1,3,5-triazine, all the hydrogen atoms are equivalent and there is only one anion isomer possible. However, for pyridine, 1,2- and 1,3-diazine, there are several unique hydrogen atoms, each with a different gas-phase acidity. We identify the deprotonation site by comparing the experimental photoelectron spectra with Franck-Condon simulations of the different possible isomers as well as comparing the measured EA and $\Delta_{\text{acid}}H$ values with

### Table 5.3 Summary of FA-SIFT Results

<table>
<thead>
<tr>
<th>Azine</th>
<th>$\Delta_{\text{acid}}G_{298}^a$</th>
<th>$\Delta_{\text{acid}}S_{298}^b$</th>
<th>$\Delta_{\text{acid}}H_{298}^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyridine</td>
<td>382.1(2.0)</td>
<td>7.9</td>
<td>389.9(2.0)</td>
</tr>
<tr>
<td>1,2-diazine</td>
<td>374.0(7)</td>
<td>8.2</td>
<td>382.2(7)</td>
</tr>
<tr>
<td>1,3-diazine</td>
<td>376.8(7)</td>
<td>7.8</td>
<td>384.6(7)</td>
</tr>
<tr>
<td>1,4-diazine</td>
<td>383.5(4)</td>
<td>8.7</td>
<td>392.2(4)</td>
</tr>
<tr>
<td>1,3,5-triazine</td>
<td>377.3(7)</td>
<td>8.8</td>
<td>386.1(7)</td>
</tr>
</tbody>
</table>

---

^a Units of kcal mol⁻¹

^b Calculated at the B3LYP/6-311++G(d,p) level of theory

^c Reference 15
calculations, given in Table 5.4. We justify our assignment of the pyridinide, 1,2- and 1,3-
diazinide anion isomers individually in the following results.

The remainder of the Results section is organized as follows: for each azine molecule
studied, we identify the deprotonation site and give a brief summary of the photoelectron
spectroscopy and gas-phase acidity measurements. The azines studied are presented in order of
increasing nitrogen content: pyridine, the diazines, and 1,3,5-triazine. However, due to the
similarity of the results for the five azines studied, we present the findings of one azine in detail:
1,3-diazine. We selected 1,3-diazine as the model azine because it highlights the major
challenges and findings typical of the azine/azinide/azinyl systems.

Table 5.4 Calculated a EAs, \( \Delta_{\text{acid}}H_{298} \), and BDEs for Benzene and the Azines b.
a Calculated using B3LYP/aug-cc-pVDZ

<table>
<thead>
<tr>
<th>Azine</th>
<th>( \Delta_{\text{acid}}H_{298} ) (kcal mol(^{-1}))</th>
<th>EA (eV)</th>
<th>BDE (kcal mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>399.2</td>
<td>1.095</td>
<td>110.9</td>
</tr>
<tr>
<td>Pyridine(2)</td>
<td>399.4</td>
<td>0.854</td>
<td>105.5</td>
</tr>
<tr>
<td>Pyridine(3)</td>
<td>391.8</td>
<td>1.433</td>
<td>111.3</td>
</tr>
<tr>
<td>Pyridine(4)</td>
<td>389.7</td>
<td>1.469</td>
<td>110.0</td>
</tr>
<tr>
<td>1,2-diazine(3)</td>
<td>389.8</td>
<td>1.342</td>
<td>107.1</td>
</tr>
<tr>
<td>1,2-diazine(4)</td>
<td>380.5</td>
<td>1.819</td>
<td>108.9</td>
</tr>
<tr>
<td>1,3-diazine(2)</td>
<td>396.2</td>
<td>1.072</td>
<td>107.3</td>
</tr>
<tr>
<td>1,3-diazine(4)</td>
<td>389.4</td>
<td>1.251</td>
<td>104.7</td>
</tr>
<tr>
<td>1,3-diazine(5)</td>
<td>383.7</td>
<td>1.824</td>
<td>112.2</td>
</tr>
<tr>
<td>1,4-diazine</td>
<td>391.0</td>
<td>1.224</td>
<td>104.7</td>
</tr>
<tr>
<td>1,3,5-triazine</td>
<td>385.4</td>
<td>1.500</td>
<td>106.4</td>
</tr>
</tbody>
</table>

b If more than one isomer is possible for an anion/radical, number in parentheses indicates
deprotonation site.
5.3.1 Pyridinide, C$_5$H$_4$N$^-$

Pyridine has three possible anion isomers with very similar measured acidities for the hydrogen atoms at the 3- and 4-positions: 391.2 – 391.5 and 389.9(2.0) kcal mol$^{-1}$ respectively.$^{15}$ Wenthold and coworkers also measured the regioselectivity of pyridine deprotonation under very similar experimental conditions as those used in this work and found 70 – 80% of the anions corresponded to pyridin-4-ide, and 20 – 30% were from pyridine-3-ide.$^{15}$

Deprotonation from the 2-position, which is calculated to be the least acidic site in pyridine, was shown to be inaccessible under their experimental conditions. In our experiments, the pyridinide anion exchanged two hydrogen atoms with D$_2$O, duplicating the results by Schafman and Wenthold.$^{15}$ These results are consistent with the theoretical prediction (Table 5.4) that both the 2- and 3-position hydrogen atoms are sufficiently acidic to be accessed by HO$^-$. However, even though hydrogen atoms in the 2- and 3-positions have similar acidities, we expect to make primarily the pyridine-4-ide anion based on the branching ratios determined by Wenthold. This is supported by our simulations of the photoelectron spectra of the various pyridinide isomers; the experimental spectrum is clearly best reproduced by the pyridin-4-ide simulation shown in Figure 5.3b. Contribution from multiple isomers would result in a more congested spectrum than what we observe, indicating that only pyridine-4-ide contributes significantly to the photoelectron spectrum.

The measured EA of pyridin-4-yl is 1.480(6) eV, in excellent agreement with the calculated EA of 1.469 eV. We experimentally measure two vibrational frequencies of the pyridinyl radical, one at 600(20) cm$^{-1}$ and another at 1010(50) cm$^{-1}$, and one frequency of pyridinide anion at 580(50) cm$^{-1}$. Using the previously reported $\Delta_{\text{acid}}H$ and the measured EA reported above, the C–H BDE for pyridine at the 4-position is 110.4(2.0) kcal mol$^{-1}$. 
Figure 5.3 Magic-angle negative ion photoelectron spectra of pyridinide and simulations of possible anion isomers at 300 K. (a) 364-nm experimental spectrum; peaks used to identify experimental frequencies are indicated with solid lines (neutral frequencies) and dashed lines (anion frequency). Simulated photoelectron spectra of pyridin-4-ide (b), pyridine-3-ide (c), pyridine-2-ide (d).
5.3.2 1,3-Diazone, C₄H₃N₂⁻

The analysis of 1,3-diazone results are more detailed than the other azine species in this chapter and is used to address many of the challenges and findings characteristic to the azines studied. The experimental 150 K magic-angle photoelectron spectrum of 1,3-diazinide is shown in Figure 5.4, along with Frank-Condon spectral simulations of the three possible 1,3-diazinide isomers. We confirm that we only observe contributions from one isomer by comparing our photoelectron spectra to the corresponding Franck-Condon simulations. In general, we can distinguish between signatures of different anion isomers if they have unique photoelectron spectra.¹⁵⁻³⁷ 1,3-Diazinide has three possible anion isomers, but as Figure 5.4 indicates, all three have dramatically different simulated photoelectron spectra. The simulation of 1,3-diazin-5-ide has nearly quantitative agreement with the experimental photoelectron spectrum, while neither the vibrational structure nor the calculated EA of 1,3-diazin-4-ide or 1,3-diazin-2-ide match the observed spectrum. We also compare the calculated ∆ₐₐcidH₂₉₈ of each isomer with our experimental measurements. The hydrogen at the 2-position is calculated to be much less acidic (at least 6 kcal mol⁻¹) relative to the other hydrogen atoms at the 4 and 5 positions and, therefore, will be inaccessible in our experiment. The measured ∆ₐₐcidH₂₉₈ of 384.6(7) kcal mol⁻¹ is consistent with the calculated value of 383.7 kcal mol⁻¹ for the hydrogen at the 5-position. Based on agreement between the experimental and simulated photoelectron spectra, as well as the agreement of the measured ∆ₐₐcidH₂₉₈ with calculations, it is clear that only 1,3-diazin-5-ide contributes to our measurements.
Figure 5.4 Magic-angle negative ion photoelectron spectrum of 1,3-diazinide. (a) 364-nm experimental spectrum with ions cooled to ~150 K. Peaks used to identify experimental frequencies are indicated with solid lines. (b) Simulated photoelectron spectrum at 150 K. Inset in (b) illustrates the calculated atomic displacements of the two most dominant vibrational modes, though all active modes are included in simulation. The simulated spectra for 1,3-diazin-4-ide and 1,3-diazin-2-ide are shown in (c) and (d) respectively.
Confident with our identification of 1,3-diazin-5-ide anion, we can now investigate the vibrational structure in the measured photoelectron spectrum. The spectrum of 1,3-diazinide was also collected at room temperature (not shown); the 300 K spectrum has a hot band at lower binding energy than the origin transition, from which we directly measure one vibrational frequency of the anion, 660(40) cm\(^{-1}\). The photoelectron spectrum in Figure 5.4a has two dominant vibrational progressions that yield two vibrational frequencies of the neutral 1,3-diazin-5-yl radical, 680(20) and 980(20) cm\(^{-1}\). Chemical insight and \textit{ab initio} calculations enable assignment of these frequencies to vibrational normal modes. Table 5.5 lists the calculated vibrational modes for 1,3-diazin-5-ide anion and 1,3-diazin-5-yl radical, along with a qualitative description of the atomic motion and the experimental measurements for the photoelectron spectrum.

In general, progressions observed in photoelectron spectroscopy are from vibrational modes with atomic displacements that reflect the change in equilibrium geometry from the anion to the neutral. The location of the excess electron in the anion has a large effect on the equilibrium geometry; in 1,3-diazin-5-ide, there are two electrons localized on the 5-carbon atom. This causes the \(\angle \text{C}_4\text{C}_5\text{C}_6\) bond angle to be smaller and the two adjacent C–C bond lengths to be larger than in the corresponding radical, which does not have to accommodate the excess charge. This prediction is confirmed by our calculations that indicate a \(+12.3^\circ\) change in the \(\angle \text{C}_4\text{C}_5\text{C}_6\) bond angle, and a 0.035 Å decrease in the adjacent C–C bond length upon photodetachment. Therefore, we expect that the observed vibrational progressions will correspond to totally symmetric vibrations that involve changes in the \(\angle \text{C}_4\text{C}_5\text{C}_6\) angle and the C\(_4\)–C\(_5\) and C\(_6\)–C\(_5\) bond length. The moderate geometry change between the 1,3-diazin-5-ide
anion and neutral 1,3-diazin-5-yl radical results in the observed extended vibrational progression spanning approximately 1 eV.

Table 5.5 Calculated and Experimental Vibrational Frequencies for 1,3-diazin-5-ide ($^1A_1$) and 1,3-diazin-5-yl ($^2A_1$).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
<th>Calculations$^a$ (cm$^{-1}$)</th>
<th>Experiment$^b$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Anion</td>
<td>Neutral</td>
</tr>
<tr>
<td>$v_1$</td>
<td>sym H str</td>
<td>3087</td>
<td>3182</td>
</tr>
<tr>
<td>$v_2$</td>
<td>sym H str</td>
<td>3035</td>
<td>3175</td>
</tr>
<tr>
<td>$v_3$</td>
<td>sym ip ring deformation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_4$</td>
<td>N-C-N sym str + H-wag</td>
<td>1412</td>
<td>1409</td>
</tr>
<tr>
<td>$v_5$</td>
<td>sym ip ring deformation</td>
<td>1156</td>
<td>1126</td>
</tr>
<tr>
<td>$v_6$</td>
<td>sym ring breathing</td>
<td>1075</td>
<td>1081</td>
</tr>
<tr>
<td>$v_7$</td>
<td>sym ip ring deformation</td>
<td>975</td>
<td>989</td>
</tr>
<tr>
<td>$v_8$</td>
<td>sym ip ring deformation</td>
<td>673</td>
<td>688</td>
</tr>
<tr>
<td>$v_9$</td>
<td>asym o-o-p H-wag</td>
<td>995</td>
<td>972</td>
</tr>
<tr>
<td>$v_{10}$</td>
<td>o-o-p ring deformation</td>
<td>330</td>
<td>400</td>
</tr>
<tr>
<td>$v_{11}$</td>
<td>asym o-o-p H-wag</td>
<td>962</td>
<td>1000</td>
</tr>
<tr>
<td>$v_{12}$</td>
<td>o-o-p ring deformation</td>
<td>866</td>
<td>895</td>
</tr>
<tr>
<td>$v_{13}$</td>
<td>o-o-p ring deformation</td>
<td>764</td>
<td>700</td>
</tr>
<tr>
<td>$v_{14}$</td>
<td>o-o-p ring puckering</td>
<td>345</td>
<td>376</td>
</tr>
<tr>
<td>$v_{15}$</td>
<td>asym H str</td>
<td>3035</td>
<td>3179</td>
</tr>
<tr>
<td>$v_{16}$</td>
<td>asym ip ring deformation</td>
<td>1559</td>
<td>1598</td>
</tr>
<tr>
<td>$v_{17}$</td>
<td>asym ip H-wag</td>
<td>1392</td>
<td>1435</td>
</tr>
<tr>
<td>$v_{18}$</td>
<td>asym ip H-wag</td>
<td>1343</td>
<td>1331</td>
</tr>
<tr>
<td>$v_{19}$</td>
<td>asym ip ring deformation</td>
<td>1223</td>
<td>1250</td>
</tr>
<tr>
<td>$v_{20}$</td>
<td>asym ip ring deformation</td>
<td>1169</td>
<td>1158</td>
</tr>
<tr>
<td>$v_{21}$</td>
<td>asym ip ring deformation</td>
<td>652</td>
<td>568</td>
</tr>
</tbody>
</table>

$^a$ Used GAUSSIAN03 B3LYP/aug-cc-pVDZ where all frequencies are harmonica and unscaled, this work

$^b$ Experimental, this work
Based on our calculations, there are eight possibly active totally symmetric $A_1$ vibrational modes in 1,3-diazinyl radical, which are listed in Table 5.5. However, only two vibrational modes ($\nu_7$ and $\nu_8$) have frequencies that are low enough to correspond to the experimentally measured values. We assign the first three peaks in the 1,3-diazin-5-ide spectrum to the origin and to the $\nu_7$ and $\nu_8$ fundamental transitions ($7^1_0$ and $8^1_0$ respectively). The remaining peaks are either sequence or overtone bands. The two dominant active modes involve symmetric in-plane ring distortions, illustrated in the inset of Figure 5.4b. These two types of symmetric ring deformation modes are representative of the active modes in the other four azinyl systems, and the measured frequencies in Table 5.2 are grouped accordingly.

Both the experimental and simulated spectra of 1,3-diazin-5-ide show a resolved and nearly harmonic vibrational progression. The resolved structure is due to the fact that only a few normal modes have activity, and their vibrational progressions do not overlap. The simulation also indicates that most of the peaks in the photoelectron spectrum owe their intensity largely to single vibronic transitions (the red sticks in Figure 5.4b – c correspond to the Franck-Condon factors). This produces resolved structure throughout the entire progression. The near equal spacing in each vibration progression is in part due to the rigidity of the aromatic ring, which constrains the extent of the atomic displacements upon photodetachment, leading to nearly harmonic vibrational modes. In addition, the independent harmonic-oscillator approximation used to model the photoelectron spectra works extremely well, which indicates that the normal modes are predominantly uncoupled. In contrast, we have found that even in much smaller molecular systems (such as dihalomethyl radicals (CHX$_2$)$_3^{38}$ and triplet states of the halocarbenes (CX$_2$)$_3^{39}$) large geometry changes and “soft” vibrational potentials can lead to spectra that are congested and extremely difficult to interpret.
Using methanol as a reference acid, the acidity of 1,3-diazine was determined to be
\[ \Delta_{\text{acid}} G_{298}^{\circ}(\text{1,3-diazine}) = 376.8(7) \text{ kcal mol}^{-1} \] and \[ \Delta_{\text{acid}} H_{298}^{\circ}(\text{1,3-diazine}) = 384.6(7) \text{ kcal mol}^{-1}. \]

Combining the enthalpy of deprotonation with the EA for 1,3-diazin-5-yl, we determine the C–H bond strength for the 5-position in 1,3-diazine to be 113.4(7) kcal mol\(^{-1}\).

5.3.3 \textbf{1,2-Diazine, C}_4\text{H}_3\text{N}_2^- \\

The measured 300 K photoelectron spectrum of 1,2-diazinide is shown in Figure 5.5a. 1,2-Diazine has two unique hydrogen atoms that have very different calculated acidities; the hydrogen at the 4-position is \(~ 9 \text{ kcal mol}^{-1}\) more acidic than the 3-position. The simulation of 1,2-diazin-4-ide is presented in Figure 5.5b. From the excellent agreement of the measured origin and observed vibrational structure with the calculated EA and the Franck-Condon simulation, it is clear that we only measure contributions from 1,2-diazin-4-ide. Based on the calculated EA and Franck-Condon profile of 1,2-diazin-3-ide (Figure 5.5c), if there were any 1,2-diazin-3-ide ions present in the ion beam, we would expect to observe a broader vibrational progression at lower binding energy than what we observe experimentally.

The measured EA of 1,2-diazin-4-yl is 1.850(6) eV, which is in good agreement with the calculated value of 1.819 eV. The photoelectron spectrum yields two vibrational frequencies for the 1,2-diazinyl radical, one at 640(20) \text{ cm}^{-1} and another at 1000(80) \text{ cm}^{-1}, and one frequency for 1,2-diazinide anion at 620(50) \text{ cm}^{-1}. However, we cannot definitively assign the peaks in the \(~1000 \text{ cm}^{-1}\) progression to a single vibrational mode as there are two totally symmetric modes (\(\nu_{12}\) and \(\nu_{13}\)) with nearly degenerate frequencies around 1000 \text{ cm}^{-1}. 
Figure 5.5 Magic-angle negative ion photoelectron spectra of 1,2-diazinide and simulations of possible anion isomers at 300 K. (a) 364-nm experimental spectrum; peaks used to identify experimental frequencies are indicated with solid lines (neutral frequencies) and dashed lines (anion frequency). The simulated spectra for 1,2-diazin-4-ide and 1,2-diazin-3-ide are shown in (b) and (c) respectively.
The gas-phase acidity of $\Delta_{\text{acid}}G_{298}(1,2$-diazine) = 374.0(7) kcal mol$^{-1}$ was measured with a corresponding enthalpy of deprotonation of $\Delta_{\text{acid}}H_{298}(1,2$-diazine) = 382.2(7) kcal mol$^{-1}$. Combining the measured enthalpy of deprotonation above with the EA for 1,2-diazin-4-yl, we determine the C–H bond strength for the 4-position in 1,2-diazine to be 111.3(7) kcal mol$^{-1}$.

5.3.4 1,4-Diazine, $\text{C}_4\text{H}_3\text{N}_2^-$

The four hydrogen atoms in 1,4-diazine are equivalent so there is only one possible 1,4-diazinide isomer. The measured EA of the 1,4-diazinyl radical is 1.254(6) eV, again in very good agreement with the calculated EA of 1.224 eV. We can experimentally identify one vibrational frequency of the 1,4-diazinyl radical, 700(20) cm$^{-1}$, and one frequency of the 1,4-diazinide anion, 670(50) cm$^{-1}$.

Using water as the reference acid, the acidity of 1,4-diazine is determined to be $\Delta_{\text{acid}}G_{298}(1,4$-diazine) = 383.5(4) kcal mol$^{-1}$, with a corresponding enthalpy of deprotonation $\Delta_{\text{acid}}H_{298}(1,4$-diazine) = 392.2(4) kcal mol$^{-1}$. From the measured enthalpy of deprotonation with the EA for 1,4-diazinyl, we determine the C–H bond strength for the 1,4-diazine to be 107.5(4) kcal mol$^{-1}$. 
5.3.5 1,3,5-Triazine, $\text{C}_3\text{H}_2\text{N}_3^-$

The three hydrogen atoms in 1,3,5-triazine are equivalent, therefore there is only one possible 1,3,5-triazinide isomer. The measured EA of 1,3,5-triazinyl is 1.529(6) eV. We
experimentally measure two vibrational frequencies for the 1,3,5-triazinyl radical, 680(20) cm$^{-1}$
and 1110(70) cm$^{-1}$, and one frequency for 1,3,5-triazinide anion, 670(40) cm$^{-1}$. As with 1,2-
diazinyl, we cannot definitively assign the peaks in the ~1100 cm$^{-1}$ progression to a single
vibrational mode due to two modes ($\nu_4$ and $\nu_5$) with nearly degenerate frequencies around 1100
cm$^{-1}$.

Using methanol as the reference acid, we determine the acidity of 1,3,5-triazine to be
\[ \Delta_{\text{acid}} G^{298}_0(1,3,5\text{-triazine}) = 377.3(7) \text{ kcal mol}^{-1} \]
and the corresponding enthalpy of deprotonation is \[ \Delta_{\text{acid}} H^{298}_0(1,3,5\text{-triazine}) = 386.1(7) \text{ kcal mol}^{-1} \]. Using the enthalpy of deprotonation with the
EA for 1,3,5-triazinyl, we determine the C–H bond strength for 1,3,5-triazine to be 107.8(7) kcal
mol$^{-1}$. 

Figure 5.7 Magic-angle negative ion photoelectron spectrum of 1,3,5-triazinide. (a) 364-nm experimental spectrum with ion cooled to ~ 150 K. Peaks used to identify experimental frequencies are indicated with solid lines. (b) Simulated photoelectron spectrum at 150 K.
5.4 Discussion

In order to understand the effects of adding nitrogen atoms to six-membered rings, we will first compare pyridine with benzene; this is the simplest case in which only one nitrogen atom has been added. We then will systematically investigate and compare azines in order of increasing complexity and nitrogen content. By studying a series of azines with slight perturbations, namely the addition of nitrogen atoms, we can try to decouple what factors contribute to the stability of the azinide anions and the strength of C–H bonds.

Like benzene, pyridine is aromatic but replaces a C–H group with an electronegative nitrogen atom with a lone pair of electrons in an out-of-plane sp\(^2\) hybridized orbital. This nitrogen insertion causes the hydrogen atoms in the 2-, 3-, and 4-positions – ortho, meta, and para respectively – to have drastically different measured acidities depending on proximity to the nitrogen atom.\(^{15}\) In pyridine, the hydrogen in the para position is the most acidic, and is 11.3 kcal mol\(^{-1}\) more acidic than benzene. In fact, our results seem to agree with past findings that there are competing electrostatic effects that influence the stability of an azinide anion, and in turn the gas-phase acidity and EA.\(^{15}\) Schafman suggested that forming an anion at the para position is favorable due to resonance stabilization.\(^{15}\) This resonance picture is depicted in Scheme 5.1. The ortho position also benefits from resonance stabilization, but suffers from extensive electron-pair repulsion with the lone-pair electrons on the nitrogen atom, destabilizing the anion. In general, the relative stability of an anion can be inferred by the value of the deprotonation enthalpy. For example, if a specific azinide anion is very stable relative to the neutral azine molecule, then the proton at the anion site will be more acidic and the corresponding \(\Delta_{\text{acid}}H(R-H)\) value will be lower. Furthermore, since our experiments
preferentially deprotonate at the most acidic site in each azine, the anion that is formed will be the most stable relative to the other possible anion isomers.

Scheme 5.1

The EA of pyridin-4-yl radical is 1.480(6) eV, a ~ 50% increase from the measured EA of the phenyl radical of 1.096(6) eV. The measured EAs give us insight into the stability of an azinide anion relative to the neutral radical. The more energy required to photodetach the electron results in a larger EA and implies a more stable anion. With a smaller measured $\Delta_{\text{acid}}H$ and an increased EA, it appears that inserting a nitrogen atom into benzene acts to stabilize the anion para to the nitrogen. Finally, using both the EA and $\Delta_{\text{acid}}H$, we determined the para C–H bond strength, which is the energy required to homolytically cleave the C–H bond. We find the C–H bond in the para-position is slightly weaker than the C–H bond strength in benzene: 110.4(2.0) and 112.9(5), respectively. In general, the more stable the resulting azinyl radical is relative to the neutral azine, the lower the BDE.

The diazines, which contain two nitrogen atoms, provide insight into how increasing the nitrogen content within an azine affects its chemical properties. 1,4-Diazine is the simplest case where there is only one possible anion due to the symmetry of the two nitrogen atoms in the ring. Using pyridine as a guide, one would expect that forming an anion adjacent to a nitrogen atom would create a relatively unstable anion due to unfavorable lone-pair repulsion. This is indeed what we find, as the $\Delta_{\text{acid}}H$ is larger and the EA is smaller in 1,4-diazeine as compared to our results for pyridine deprotonated at the para position. We also find that the C–H bond strength
in 1,4-diazine is ~2.6 kcal mol\(^{-1}\) weaker than the \textit{para} C–H bond in pyridine. Previous studies on pyridin-2-yl have suggested that a radical adjacent to a nitrogen atom can be stabilized by a resonance interaction between the unpaired electron and the adjacent nitrogen lone pair.\(^9,11,12,40\) In other words, the adjacent nitrogen atom allows for additional resonance structures, serving to delocalize the unpaired electron and thereby stabilize the radical.\(^11\) Therefore, a more stable 1,4-diazinyl radical would explain the lower BDE. We can conclude that there is a balancing of electrostatic effects between electron – lone-pair repulsion in the anion and resonance stabilization in the radical.

The other two diazines, 1,2- and 1,3-diazine, lack the symmetry of 1,4-diazine but share similar experimental results. In both cases, the most acidic site is the farthest away from the nitrogen atoms, the \textit{meta}-position for both diazines. The photoelectron spectra in Figure 5.2 illustrate the similarity of the EAs – within 10 meV of each other – and that 1,2-diazin-4-yl and 1,3-diazin-5-yl have the largest EAs of any of the azines we studied. These results indicate that the anion formed from 1,2- and 1,3-diazine are very stable relative to the corresponding neutral azine or radical. Table 5.1 also indicates that the measured \(\Delta_{\text{acid}} H\) values are smaller than any of the other azines we studied, further implying the stability of the 1,2-diazin-4-ide and 1,3-diazin-5-ide anions. Comparing the results from benzene and pyridine to the diazines, it also appears that the additional nitrogen plays a role in stabilizing the anion. However, it is very difficult to experimentally decouple which factors are most important. The C–H bond for 1,3-diazine at the 5-position is the strongest we measure with an BDE of 113.4(7) kcal mol\(^{-1}\). The C–H bond in 1,2-diazine at the 4-position is only slightly weaker with a BDE of 111.3(7) kcal mol\(^{-1}\). Unlike 1,4-dazinyl, the radical formed in both of these diazines has no additional resonance interaction with an adjacent nitrogen atom, thus both have bond strengths similar to benzene.
Lastly, 1,3,5-triazine is the special case where there are three nitrogen atoms inserted symmetrically into the six-membered ring. As with 1,4-diazine, only one possible anion can be formed, which will be adjacent to a nitrogen atom. But unlike 1,4-diazinide, the excess electron of 1,3,5-triazinide is adjacent to two nitrogen atoms, which should be very unfavorable if one only considers the effect of electron – lone-pair repulsion. However, the EA is \( \sim 0.3 \) eV (or \( \sim 7 \) kcal mol\(^{-1}\)) larger and the \( \Delta_{\text{acid}} H \) is \( \sim 6 \) kcal mol\(^{-1}\) smaller than for 1,4-diazine. It would appear that lone-pair repulsion with the excess electron is not the dominant factor governing the EA of 1,3,5-triazinide.

Though our experimental measurements are limited to anions formed at the most acidic deprotonation site in an azine, we can use our calculations to compare chemical properties of azinide isomers. As shown in the results section, our experimental results agree very well with our calculations, giving us confidence in the calculations for the other isomers. 1,3-Diazine deprotonated at the 2-position forms an anion similar to 1,3,5-triazinide in that the excess electron of both anions is located between two nitrogen atoms. The \( \Delta_{\text{acid}} H \) value for 1,3-diazine at the 2-position is 10 kcal mol\(^{-1}\) larger than what we measure in 1,3,5-triazine. Furthermore, the calculated EA of 1,3-diazin-2-yl is nearly 0.5 eV smaller than what we measure for 1,3,5-triazinyl. The comparison of the \( \Delta_{\text{acid}} H \) and the EA values are both indicative of a less stable 1,3-diazin-2-ide anion. Thus, the additional nitrogen atom \textit{para} to the anion in 1,3,5-triazinide must stabilize the anion in order to observe such a drastic decrease in the enthalpy of deprotonation and increase in the EA.

We can make several additional observations concerning the C–H bond strengths in the azines we studied by combining our experimental observations with our calculations. Table 5.4 summarizes the calculated results for all possible isomers created by single deprotonation of the
azine species in this work. Our experimental results indicate that the C–H bond strength is the weakest when adjacent to and strongest when removed from a nitrogen atom. The calculated results support this finding; in pyridine, 1,2-diazine, and 1,3-diazine, the weakest bond is indeed adjacent to a nitrogen atom. Furthermore, the most acidic deprotonation site generally corresponds to the strongest C–H bond with the largest BDE value. Even though we find that the BDEs vary depending on the proximity to a nitrogen atom, all six measured BDEs in Table 5.1 only span a narrow 6 kcal mol$^{-1}$ range.

5.5 Conclusion

Five azine molecules were investigated by both negative ion photoelectron spectroscopy and ion kinetics using a FA-SIFT. We were able to, for the first time, measure EAs for five azinyl radicals, as well greatly improve the accuracy of the deprotonation enthalpies for four azine molecules. The measured acidities and EAs are accounted for based on electrostatic arguments where certain anion sites are preferentially stabilized by resonance while others are destabilized by electron pair repulsion. However, as the nitrogen content increases in the diazines and 1,3,5-triazine, there is a balancing of these competing effects which are manifested in our results. We determined site-specific BDE for all five azines, including the first experimental measurements for 1,2-diazine and 1,3,5-triazine. The results suggest that the proximity of the C–H bond to a nitrogen atom has a greater influence on the thermochemistry (EA, BDE, $\Delta_{\text{acid}}H_{298}$) than the number of nitrogen atoms in the azine. Furthermore, we found that C–H bonds adjacent to a nitrogen atom have lower BDE relative to C–H bonds meta or para to the nitrogen.
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6 Photoelectron Spectroscopy of Dihalocarbenes: \( \text{CCl}_2^- \), \( \text{CBr}_2^- \) and \( \text{Cl}_2^- \)

6.1 Introduction

Carbenes are highly reactive diradicals with two electrons occupying nearly degenerate \( \sigma \) and \( \pi \) orbitals. They serve as intermediates in many chemical reactions, including addition to a double bond, insertion into a single bond, dimerization, and intramolecular rearrangement.\(^1\)-\(^4\)

The nature of the substituents affects whether the electronic configuration of the ground state is a \( \sigma^2 \) singlet or a diradical \( \sigma^1 \pi^1 \) triplet.\(^4\) The singlet \( \text{^1}A_1 \) and triplet \( \text{^3}B_1 \) states lie close in energy but exhibit very different reactivities, so the difference in energy between the two states (\( \Delta E_{ST} \)) is a quantity of great interest. Furthermore, dihalocarbenes have served as test cases for comparing experimental and theoretical energy splittings. For these reasons, carbenes have drawn attention from both experimental and theoretical research groups for decades. The simplest carbene possesses a single carbon atom, :CXY; methylene, :CH\(_2\) and the halocarbenes have accordingly been the subject of numerous experimental and theoretical investigations.\(^5\)

Singlet-triplet energy splittings are difficult to determine experimentally.\(^4\) Though the singlet ground states of the dihalocarbenes have been well-characterized,\(^6\)-\(^18\) spectroscopic methods are commonly unable to interrogate states of different multiplicity, making \( \Delta E_{ST} \) an elusive quantity. Extensive theoretical work has been done to calculate \( \Delta E_{ST} \) of the dihalocarbenes. In the late 1980s, Carter and Goddard\(^19\)-\(^21\) carried out one of the first thorough studies to determine the magnitude of \( \Delta E_{ST} \) of neutral dihalocarbenes. More calculations
followed, and the computational results reached a consensus that the $^3B_1$ states of CCl$_2$, CBr$_2$, and Cl$_2$ lie 10 – 35 kcal mol$^{-1}$ higher in energy than their respective $^1A_1$ ground states.

Anion photoelectron spectroscopy has been shown to be an important, direct method for measuring $\Delta E_{ST}$. In 1999, Lineberger and co-workers investigated the series of dihalocarbenes CX$_2$ (X = F, Cl, Br, I) with this technique. The singlet-triplet splitting obtained from the spectrum of CF$_2^-$ ($\Delta E_{ST} = 54(3)$ kcal mol$^{-1}$) agreed with theoretical predictions ($\Delta E_{ST} = 56.9(7)$ kcal mol$^{-1}$), but the energy splittings for the heavier dihalocarbenes did not. Theorists calculated a $\Delta E_{ST}$ of ~ 20 kcal mol$^{-1}$ for CCl$_2$ and ~ 17 kcal mol$^{-1}$ for CBr$_2$, while the photoelectron spectra implied substantially lower $\Delta E_{ST}$ values: 3(3) kcal mol$^{-1}$ for CCl$_2$, and 2(3) kcal mol$^{-1}$ for CBr$_2$. Recently, more sophisticated calculations have followed as rapid advances in theory have been made. Of particular interest was CCl$_2$, the most computationally tractable of the dihalocarbenes. Notably, Dyke and co-workers performed a combined ab initio/Franck-Condon study to simulate the CCl$_2^-$ photoelectron spectrum. All calculations yielded the larger $\Delta E_{ST}$ values, consistent with the earlier theoretical studies. This discrepancy between theory and experiment prompted us to carry out a careful reinvestigation of the photoelectron spectra of the dihalocarbenes, particularly CCl$_2^-$. We have carefully examined the chemistry taking place in the ion source, and identified contamination from CHCl$_2^-$ in the previously reported CCl$_2^-$ spectrum; the spectrum of this contaminant unexpectedly obscured the triplet band origin of CCl$_2$ and resulted in an erroneous determination of $\Delta E_{ST}$(CCl$_2$). In the current study, we collect the photoelectron spectrum of pure CHCl$_2^-$ and minimize its contribution to elucidate the CCl$_2^-$ experimental data. We present the 351 nm photoelectron spectrum of CCl$_2^-$ that exhibits vibrationally resolved transitions to singlet and triplet electronic states, yielding substantially improved agreement with
high-level calculations. We then show that the halomethyl anions CHBr$_2^-$ and CHI$_2^-$ also had contaminated the previous photoelectron spectra of CBr$_2^-$ and CI$_2^-$.$^{28}$ The material in the Chapter is largely based upon two recent publications from this laboratory.$^{38, 39}$

6.2 Experimental Method

The negative ion photoelectron spectrometer used in this experiment has been described in detail in Chapter 2. Negative ions are formed in a flowing afterglow ion source. A microwave discharge containing trace amounts of O$_2$ gas in He buffer gas ($\sim$ 0.4 Torr) generates atomic oxygen radical anion, O$^-$. The appropriate CH$_2$X$_2$ dihalomethane precursor (CH$_2$Cl$_2$, CH$_2$Br$_2$, or CH$_2$I$_2$, Sigma-Aldrich) is added downstream, where it can undergo a variety of reactions with O$^-$: H$_2$ ions abstraction to produce CX$_2^-$ + H$_2$O, H$^+$ abstraction to produce CHX$_2^-$ + OH, O addition to produce X$^-$ + OCH$_2$X, and H abstraction to produce OH$^-$ + CHX$_2$. Collisions with helium buffer gas vibrationally cool the ions to approximately 300 K. As described in more detail later, we employ a different reaction sequence using hydroxide (OH$^-$) reactant ion to produce exclusively CHX$_2^-$ dihalomethyl anions exclusively. The flow tube can be cooled with a liquid nitrogen jacket to obtain a cold spectrum of ions with vibrational temperatures near 200 K. The original Wien velocity filter, with a mass resolution of $m/\Delta m \sim 40$, was used in these experiments. The typical ion current for the mass-selected ion beam of CX$_2^-$ and CHX$_2^-$ is between 200 and 500 pA. Here, the ~ 0.5 W output from a single-mode continuous-wave argon ion laser operating at either 351 nm (3.531 eV) or 364 nm (3.408 eV) is built up to approximately 50 W of circulating power in an optical buildup cavity located within the vacuum system. The energy analyzer resolution for these experiments was approximately 12 meV. However, after accounting for the resolution of the spectrometer and rotational peak profiles, absolute electron binding energies can be determined with an accuracy of 5 meV or better.$^{40}$ A
rotatable half-wave plate positioned outside the buildup cavity controls the polarization of the photodetachment radiation. All spectra shown here were collected with magic angle polarization unless otherwise noted.

6.3 Theoretical Methods

Electronic structure calculations were carried out using the Gaussian 03 software package. All calculations for CCl₂ use the coupled-cluster CCSD(T) method with an augmented correlation-consistent polarized triplet-zeta basis set (aug-cc-pVTZ). Calculations for CBr₂ were performed with density functional theory at the B3LYP/6-311++G(d,p) level. Geometries were optimized and harmonic vibrational frequencies and normal mode coordinates were calculated for the doublet anion and the singlet and triplet neutral states. Calculated harmonic frequencies are reported without applying a scaling factor.

The Franck-Condon profiles of the photoelectron spectra are simulated using the PESCAL program, which was modified recently in order to simulate transitions among multiple electronic states simultaneously. The simulations start with the theoretical geometries, normal mode vectors, and vibrational frequencies of the anion and neutral states. For the X¹A¹ CCl₂ and X¹A¹ CBr₂ singlet states, however, the harmonic frequencies, anharmonicities, and geometries from high-resolution spectroscopy experiments (Tables 2 and 3) are used in the simulations instead of the calculated values. For the singlet state transitions, the anharmonicities are significant and known experimentally, whereas the calculated Duschinsky rotation angles between normal mode vectors of the two active are modest (5.3° for CCl₂ and 9.6° for CBr₂). Therefore, the Franck-Condon factors for the singlet state are calculated in the Morse oscillator, parallel mode approximation using numerically integrated Laguerre polynomial wavefunctions. For the CCl₂ triplet state transition, the anharmonicities are unknown.
experimentally, and the calculated Duschinsky rotation angle is significant (17.5°), so the Franck-Condon factors are calculated in the harmonic oscillator approximation but including Duschinsky rotation using the Sharp-Rosenstock-Chen method.\textsuperscript{51, 52}

The individual vibronic peak contours are obtained by calculating the rotational spectrum, treating the molecules approximately as prolate tops, and convoluting the rotational transitions with the instrumental resolution function, approximated as a Gaussian function with a FWHM of 12 meV. This procedure directly accounts for the small (typically < 4 meV) displacement of the rotationless origin of a peak from the location of its maximum intensity. Finally, the normal mode displacements between the anion and the neutral for the Franck-Condon active modes (symmetric stretch and bend), along with the positions of the origin transitions, are adjusted from the theoretical values to match the experimental spectra.

The Wien filter partially resolves the $^{12}$C\textsuperscript{55,37}Cl\textsubscript{2}$^-$ and $^{12}$C\textsuperscript{79,81}Br\textsubscript{2}$^-$ ions; calculated frequencies and rotational constants indicate that the presence of more than one isotope will produce negligible broadening. Thus, isotope issues are neglected in the analysis.

\section*{6.4 Results and Discussion: Dihalocarbene Anions (CX\textsubscript{2}$^-$)}

In the previous dihalocarbene studies and in the work presented in this paper, the dihalocarbene target anions are produced by reacting O$^-$ with CH\textsubscript{2}X\textsubscript{2} (X=Cl, Br, I).\textsuperscript{53} As a specific example, reactions involving CH\textsubscript{2}Cl\textsubscript{2} are described in detail below. A variety of reactions occur when O$^-$ reacts with CH\textsubscript{2}Cl\textsubscript{2} at 300 K, leading to the formation of products with the following branching fractions:\textsuperscript{53}
Abstraction of H$_2^+$ by O$^-$ occurs with 55\% yield to produce the desired CCl$_2^-$; however, CHCl$_2^-$ produced by proton abstraction, with $m/z$ only 1 amu greater than the desired product, is a significant minor ionic reaction product. Since the Wien filter has a mass resolution of at best $m/\Delta m \sim 40$, we can only partially separate ions within 1 amu of each other at $m/z \sim 80$, specifically CCl$_2^-$ and CHCl$_2^-$. It was initially anticipated that the electron affinity of CHCl$_2$ was sufficiently low that it would not be an important contaminant in the CCl$_2^-$ photoelectron spectrum. However, the significant difference between the experimental$^{28}$ and calculated$^{35}$ photoelectron spectra of CCl$_2^-$, as well as of the heavier dihalocarbenes,$^{31}$ have led us to investigate the dihalomethyl anionic product of this reaction as a possible cause of the discrepancy.

In order to evaluate the CHCl$_2^-$ contribution to the CCl$_2^-$ spectrum, we replace O$^-$ with OH$^-$ in the above reaction. Only the dihalomethyl anionic product is now formed, as described in Chapter 2.

\[
\text{Scheme 4.2} \quad \text{OH}^- + \text{CH}_2\text{Cl}_2 \rightarrow \text{CHCl}_2^- + \text{H}_2\text{O}
\]
Sufficient methane is added to ensure complete removal of O⁻ before CH₂Cl₂ is introduced into the ion source region in order to guarantee that CHCl₂⁻ is the only species present near m/z ~ 83.

The photoelectron spectrum of CHCl₂⁻ is remarkably broad and exhibits extensive vibrational structure, and will be analyzed further in Section 6.5. Comparison with the earlier data shows conclusively that dihalomethyl anion contamination was present in the previously reported photoelectron spectrum of CCl₂⁻ and is responsible for the bulk of the progression previously attributed²⁸ to the triplet state of CCl₂. Spectra of CHBr₂⁻ and CHI₂⁻, similarly broad and highly structured, overlap with the spectra of the corresponding dihalocarbene anion, indicating that dihalomethyl anion contamination was also present in the photoelectron spectra of CBr₂⁻ and CI₂⁻²⁸.

We take several steps to obtain dihalocarbene anion photoelectron spectra with minimal contamination. We first minimize CHX₂⁻ contribution to the contaminated spectrum by tuning the Wien mass filter to 50% of the maximum ion signal on the low-mass side of the appropriate unresolved mass peak. In the synthesis of CCl₂⁻, we took the additional step of using deuterated dichloromethane precursor (CD₂Cl₂) to increase the mass difference between CCl₂⁻ and CDCl₂⁻, improving our ability to separate the two ions with the Wien filter. As this approach is less effective for the heavier dihalocarbenes, CH₂Br₂ and CH₂I₂ precursors were used to make CBr₂⁻ and CI₂⁻, respectively. Next, the appropriately scaled authentic CHX₂⁻ photoelectron spectrum is subtracted from the two-component spectrum. The multiple peaks that are attributable solely to dihalomethyl anion are used to determine the scaling factor. The final constraint is that the scaling factor must leave the subtracted spectrum everywhere non-negative. As discussed below,
this procedure was applied to each of the dihalocarbenes, but the amount of new information gained diminished for the heavier dihalocarbenes.

6.4.1 \( \text{CCl}_2^- \)

We obtain a 351-nm photoelectron spectrum of \( \text{CCl}_2^- \) that clearly resolves both the \( X \, ^1A_1 \) and \( a \, ^3B_1 \) electronic states of the carbene. By tuning the Wien filter to the low-mass side of the mass peak containing both \( \text{CCl}_2^- \) and \( \text{CDCl}_2^- \), the dihalomethyl anion contribution to the photoelectron spectrum is considerably reduced from that previously reported.\(^28\) Figure 6.1a shows the previous 364 nm photoelectron spectrum reported by Schwartz \textit{et al.}\(^28\) Figure 6.1b depicts the new 351 nm spectrum that contains signal from both \( \text{CCl}_2^- \) and \( \text{CDCl}_2^- \) (black trace). The 351 nm pure \( \text{CDCl}_2^- \) photoelectron spectrum obtained under the same experimental conditions is shown in red in Figure 6.2b, highlighting the contamination in the \( \text{CCl}_2^- \) spectrum. There is very good overlap between the pure \( \text{CDCl}_2^- \) spectrum and the progression centered at 2.7 eV in the contaminated \( \text{CCl}_2^- \) spectrum. The contribution due to pure \( \text{CDCl}_2^- \) is subtracted from the contaminated \( \text{CCl}_2^- \) spectrum in Figure 6.1b to produce the clean \( \text{CCl}_2^- \) photoelectron spectrum shown in Figure 6.1a. Some residual \( \text{CDCl}_2^- \) contamination is seen as regular structure between 2.5 and 2.7 eV because of the slight difference in the peak widths of the two data sets.
Figure 6.2a depicts the clean $\text{CCl}_2^-$ photoelectron spectrum from Figure 6.2b together with a 364 nm spectrum of $\text{CCl}_2^-$ that have both been corrected for $\text{CDCl}_2^-$ contamination. The 364 nm cold spectrum of $\text{CCl}_2^-$ was obtained while the source flow tube region was cooled with liquid nitrogen. Cooling the flow tube reduces the vibrational temperature of the ions and therefore reduces hot band contributions to the photoelectron spectrum. Figure 6.2b shows the simulated spectrum obtained using the PESCAL program. The intensity of the hot band transitions in the singlet state is consistent with a vibrational temperature of 350 K for $\text{CCl}_2^-$. The experimental
spectra are limited to an upper binding energy of 3.3 eV because slow electrons (eKE < ~0.3 eV) are not transmitted through the hemispherical energy analyzer. As a result, spectral features from electrons detached near threshold lose intensity. An instrument-related sharp drop-off and the erroneous appearance of a maximum in the Franck-Condon envelope appear at 3.2 eV, which represents a lower limit for the triplet state VDE. The CCSD(T)/aug-cc-pVTZ calculation gives a triplet VDE of 3.401 eV (Table 6.1), slightly beyond the usable range of our spectrometer.

![Photoelectron Spectrum of CCl$_2^-$](image)

Figure 6.2 Analysis of the photoelectron spectrum of CCl$_2^-$. (a) The experimental magic angle spectrum was collected at room temperature (upper trace) and at ~200 K (lower trace). (b) Simulated photoelectron spectrum computed at 350 K. The singlet and triplet origins are marked with solid and dashed arrows, respectively. Sticks represent individual vibronic transitions.

The photoelectron spectrum of CCl$_2^-$ in Figure 6.2a has improved energy resolution over the previous photoelectron experiments,$^{28}$ a result of several instrumental improvements and of
optimization of the ion-laser intersection position relative to the electron energy analyzer optics. Additionally, we now resolve features at higher electron binding energy because higher photon energy is available with 351 nm excitation and because CDCl$_2^-$ contamination has been subtracted. The origin peak of the singlet $X^1A_1$ state is marked with a solid arrow and is seen in both the room temperature and cold spectra. Our experimental measurement for EA($X^1A_1$ CCl$_2$) of 1.593(6) eV, which includes a rotational peak shift of $-4 \pm 1$ meV, is in good agreement with previous experimental assignments and has improved accuracy.$^{28, 54}$ The cold spectrum shows a significant reduction in several peak intensities relative to the room temperature spectrum. This observation, along with measured progression peak spacing, enables the assignment of hot bands within the singlet manifold and further confirms the identity of the origin peak.

Table 6.1 Energies of origin transitions, vertical detachment energies, and singlet-triplet splittings ($\Delta E_{ST}$) of dihalocarbenes (eV).

<table>
<thead>
<tr>
<th></th>
<th>$X^1A_1 \leftrightarrow X^2B_1$</th>
<th>$a^3B_1 \leftrightarrow X^2B_1$</th>
<th>$\Delta E_{ST}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0-0) VDE</td>
<td>(0-0) VDE</td>
<td></td>
</tr>
<tr>
<td>CCl$_2$</td>
<td>$This\ work$ 1.593(6) 2.00</td>
<td>2.47(20) &gt;3.2</td>
<td>0.9(2)</td>
</tr>
<tr>
<td></td>
<td>$Theoretical^a$ 1.586 1.910</td>
<td>2.481 3.401</td>
<td>0.895</td>
</tr>
<tr>
<td>CBr$_2$</td>
<td>$This\ work$ 1.78(10) 2.25</td>
<td>&gt;1.9</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>$Theoretical^b$ 1.834 2.400</td>
<td>2.579 3.719</td>
<td>0.745</td>
</tr>
<tr>
<td>Cl$_2$</td>
<td>$This\ work$ &lt; 3 --</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>$Theoretical^b$ 2.095 2.537</td>
<td>2.500 3.535</td>
<td>0.39</td>
</tr>
</tbody>
</table>

$^a$CCSD(T)/aug-cc-pVTZ.
$^b$Single-point RCCSD(T)/ECP28MWB- and ECP46MDF-basis sets.$^{31}$

We observe three distinct vibrational progressions in the singlet state, which are identified in Figure 6.2a. The dominant progression arises from the symmetric stretch vibration. A series of doublet peaks lie between the symmetric stretch peaks; the lower eBE peaks arise
from combination bands involving the \( \nu_1 \) symmetric stretch combined with one quantum of the \( \nu_2 \) bending vibration, denoted \( 1^n_{0\nu_1} \). The higher eBE component of each doublet arises from the hot band progression \( 1^n_{0\nu_1} \). The two peaks with lower binding energy than the origin are hot bands involving the symmetric stretch and bending vibrations in the \( \text{CCl}_2^- \) anion. From these progressions, vibrational frequencies of the \( X^2B_1 \) anion and neutral \( X^1A_1 \) state are determined and reported in Table 6.1.

The simulation of the \( X^1A_1 \) state of \( \text{CCl}_2 \) reproduces all of the resolved peaks in the experimental spectrum, which is explicitly shown in Figure 6.3. Furthermore, the peak positions and assignments agree quite well with the earlier and more precise dispersed fluorescence measurement of \( X^1A_1 \) \( \text{CCl}_2 \) vibrational frequencies.\(^{48}\) The extended progressions also enable an estimate of the anharmonicity of the symmetric stretch vibration, consistent with previous measurements.\(^{48,55}\) The simulation indicates that several transitions contribute to each peak in the singlet state, although the contributions are minor. For example, the bending vibration \( (\nu_2) \) is approximately half the frequency of the symmetric stretch vibration \( (\nu_1) \), which results in the \( 1^n_{0\nu_1} \) progression contributing intensity to the symmetric stretch progression. Likewise, the \( 1^n_{0\nu_2} \) progression adds a minor contribution to the intensity of the \( 1^n_{0\nu_1} \) peaks. The fundamental bending vibration \( 1^0_{0\nu_1} \) peak cannot be observed in our spectrum because of its low intensity and spectral congestion. These observations are consistent with previous high-level simulations of the \( \text{CCl}_2 \) photoelectron spectrum.
We assign the broad spectral feature at higher binding energy to the $a^3B_1$ excited state of CCl$_2$. The progression has an apparent onset at $\sim 2.7$ eV and has a Franck-Condon vibrational envelope that extends beyond the region accessible with our apparatus. The well-structured progression is very regular with peaks having a FWHM of 30 meV spaced by 300 cm$^{-1}$. The width is a factor of two greater than the instrument resolution, indicating that more than one transition lies beneath each of the triplet peaks. The extended progression also indicates that a large geometry change occurs in both the C-Cl bond length and the Cl-C-Cl bond angle when an electron is ejected from the $X^2B_1$ state of the anion to produce the $a^3B_1$ state of neutral CCl$_2$. Calculations confirm this observation (Table 6.2), with computed differences in C-Cl bond
length and Cl-C-Cl bond angle of the $X^2B_1$ and $a^3B_1$ states of 0.2 Å and 23°, respectively.

Such large geometry changes make the interpretation of the photoelectron spectrum more challenging; this is investigated further in Section 6.5 for the dihalomethyl anion and corresponding radicals.39, 56

Table 6.2 Spectroscopic quantities and molecular constants of CCl$_2$.

<table>
<thead>
<tr>
<th></th>
<th>$r$ /Å</th>
<th>$\theta$ /°</th>
<th>$v_1$ /cm$^{-1}$</th>
<th>$v_2$ /cm$^{-1}$</th>
<th>$v_3$ /cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCl$_2^-$</td>
<td>This work</td>
<td>1.90(2)$^a$</td>
<td>104(2)$^a$</td>
<td>500(100)</td>
<td>200(100)</td>
</tr>
<tr>
<td>$X^2B_1$</td>
<td>Experimental$^b$</td>
<td>1.92(2)</td>
<td>103(2)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Theoretical$^c$</td>
<td></td>
<td>1.892</td>
<td>103.75</td>
<td>547.6</td>
<td>243.3</td>
</tr>
<tr>
<td>CCl$_2$</td>
<td>This work</td>
<td>--</td>
<td>--</td>
<td>737(6)</td>
<td>339(10)</td>
</tr>
<tr>
<td>$X^1A_1$</td>
<td>Experimental</td>
<td>1.714(1)$^d$</td>
<td>109.3(1)$^d$</td>
<td>731.14(22)$^e$</td>
<td>335.79(11)$^e$</td>
</tr>
<tr>
<td>Theoretical$^c$</td>
<td></td>
<td>1.729</td>
<td>109.02</td>
<td>728.7</td>
<td>333.7</td>
</tr>
<tr>
<td>$a^3B_1$</td>
<td>This work</td>
<td>1.69(10)$^a$</td>
<td>127(10)$^a$</td>
<td>~600$^g$</td>
<td>300(20)$^g$</td>
</tr>
<tr>
<td>Theoretical$^c$</td>
<td></td>
<td>1.684</td>
<td>127.40</td>
<td>681.6</td>
<td>296.8</td>
</tr>
</tbody>
</table>

$^a$ Geometry changes are computed using Franck-Condon analysis. Absolute geometries are determined using as reference the experimental LIF geometrical parameters$^{18}$ of $X^1A_1$ CCl$_2$.

$^b$ Photoelectron spectroscopy$^{54}$

$^c$ CCSD(T)/aug-cc-pVTZ (this work)

$^d$ LIF$^{18}$

$^e$ Dispersed fluorescence$^{48}$

$^f$ Excitation matrix$^{14}$

$^g$ Value obtained from peak separations at high vibrational quantum numbers (10-12) and simulations of extent of progressions based on calculated geometries. See text.

The triplet origin cannot be identified in the spectrum for several reasons. First, the large geometry change between $X^2B_1$ CCl$_2^-$ and $a^3B_1$ CCl$_2$ results in a very small Franck-Condon overlap between the ground vibrational levels of the nuclear wavefunctions of the anion and the $a^3B_1$ state of the neutral. The calculated CCSD(T) origin peak position for the $a^3B_1$ state is 2.475 eV eBE, indicated by a dashed arrow in Figure 6.2b. The calculated VDE of the triplet state is 3.401 eV, which is not accessible with our laser photon energy. The intensity at the VDE
is calculated by Franck-Condon factors to be approximately $10^5$ times higher than that at the origin. Based upon this estimate, the intensity of the triplet origin is too weak to be observed with our apparatus, even if there were no other obscuring features. Additionally, the expected triplet origin occurs at electron binding energies corresponding to the greatest interference from the $\text{CHCl}_2^-$ contaminant. Furthermore, the high energy end of the $X^1A_1$ state progression overlaps the low energy end of the triplet spectrum. These factors effectively render the triplet origin unobservable.

Consequently, we must use only the shape and intensity of the $a^3B_1$ photoelectron spectrum to obtain an estimate of the binding energy of the triplet origin; this origin then gives our best estimate of the singlet-triplet splitting. We simulate the $a^3B_1$ photoelectron spectrum using a range of origin values centered around the calculated 2.475 eV value. Simulations with origins above 2.7 and below 2.3 eV do not reproduce the experimental features and spectral shape without large changes in the calculated optimized geometries of the $X^2B_1$ and $a^3B_1$ states. Therefore, from the agreement of the simulated spectrum with the experimental results and using the EA determined for the $X^1A_1$ state, we estimate $\Delta E_{ST} = 0.9(2)$ eV for CCl$_2$. This value is consistent with singlet-triplet splitting obtained in recent theoretical studies.$^{31, 35, 57}$

Further detailed analysis of the triplet state progression provides an experimental challenge. The observed peak widths of the resolved $a^3B_1$ state features indicate that each peak contains contributions from several vibrational transitions. Despite this fact, the separation between the resolved transitions is remarkably uniform at 302(11) cm$^{-1}$, a value that is consistent with the calculated frequency of the bending vibration of 296 cm$^{-1}$ and that is also approximately half the calculated (690 cm$^{-1}$) symmetric stretch frequency. Dyke et al. calculate substantial anharmonicity in this mode, quite possibly leading to an apparent near 2:1 ratio of these
frequencies at the higher vibrational levels that are observed in the triplet progressions.\textsuperscript{35} Therefore, we might well expect the resultant vibrational progression to appear as a single progression with contributions from both the bending and symmetric stretching vibrations of $a \ ^3B_1 \text{CCl}_2$.

Our simulations, as well as those carried out earlier by Dyke et. al,\textsuperscript{35} clearly show a single progression of peaks containing contributions from both the bending and symmetric stretching vibrations of $a \ ^3B_1 \text{CCl}_2$. The transitions result from overlapping combination bands of the bending vibrational progression built upon successive quanta of the symmetric stretch vibration. Using our simulated spectrum and corresponding vibronic transitions, we determine the vibrational frequencies for the symmetric stretch ($\sim 600 \text{ cm}^{-1}$) and bending vibrations ($\sim 300 \text{ cm}^{-1}$), listed in Table 6.2.

6.4.2 CBr$_2^-$

We report the 364 nm photoelectron spectrum of CBr$_2^-$ obtained through the reaction of CH$_2$Br$_2$ with O$^-$. As with CCl$_2^-$, both CBr$_2^-$ and CHBr$_2^-$ are formed in the reaction of CH$_2$Br$_2$ with O$^-$ and are not separable with the Wien filter. Thus, we selectively synthesize CHBr$_2^-$ by reacting CH$_2$Br$_2$ with OH$^-$ and then subtract the CHBr$_2^-$ contribution to the contaminated spectrum. The photoelectron spectrum at $m/z$ 172, taken with horizontal polarization and containing both CBr$_2^-$ and CHBr$_2^-$, is compared to the magic-angle spectrum of pure CHBr$_2^-$ in Figure 6.4a. The spectrum of CHBr$_2^-$ is highly structured, indicating that the signal at high eBE in the contaminated spectrum is due to CHBr$_2^-$.

This correspondence of well-defined peaks enables subtraction of the contaminant from the spectrum. The CHBr$_2^-$ spectrum is scaled to the contaminated CBr$_2^-$ spectrum, assuming that the difference between the two spectra must remain
positive and that all of the intensity in the high eBE peaks is due to CHBr$_2$$. The clean photoelectron spectrum of CBr$_2^-$, mostly free of contamination from CHBr$_2^-$, is also shown in Figure 6.4a. After subtraction, we observe one main progression centered at 2.3 eV that we assign to $X^1A_1$ CBr$_2$. Combined with the improved spectral resolution and increased signal-to-noise in this study, the subtraction of CHBr$_2^-$ yields a CBr$_2^-$ spectrum with substantial improvement over the previous photoelectron spectrum of CBr$_2^-$ (Figure 6.4b).$^{28}$

The $X^1A_1$ state of CBr$_2$ displays an extended vibrational progression due to the very large difference in $\angle$ (Br-C-Br) bond angle between the anion and the singlet neutral, indicated in Table 6.3. This change in geometry also results in poor Franck-Condon overlap between the ground vibrational levels of $X^2B_1$ CBr$_2^-$ and $X^1A_1$ CBr$_2$, and thus we are unable to observe the singlet origin peak in the photoelectron spectrum.
Franck-Condon simulations are employed to aid in the interpretation of the singlet state spectrum (Figure 6.4c). Frequencies and anharmonicities of the singlet state were obtained from a recent single vibronic level (SVL) emission study by Reid and co-workers, while parameters for the
anion were calculated using B3LYP/6-311++G** (Table 6.3). The convolution (black trace) of the individual vibronic transitions (green sticks) reproduces the experimental photoelectron spectrum with $\text{EA}(X^1A_1 \text{ CBr}_2) = 1.75(15)$ eV. The geometry change between the anion and the neutral are determined from these simulations. Using as a reference the geometry of the singlet neutral that was determined by the LIF excitation spectrum combined with ab initio calculations, we determine the geometry of $X^2B_1 \text{ CBr}_2^-$ (Table 6.3): the C-Br bond length is 2.09(2) Å, with a BrCBr bond angle of 105(4)°.

Table 6.3 Spectroscopic quantities and molecular constants of CBr$_2$.

<table>
<thead>
<tr>
<th></th>
<th>$r$/Å</th>
<th>$\theta$/°</th>
<th>$v_1$/cm$^{-1}$</th>
<th>$v_2$/cm$^{-1}$</th>
<th>$v_3$/cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBr$_2^-$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>2.09(2)$^b$</td>
<td>105(4)$^b$</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$X^2B_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theoretical</td>
<td>2.100</td>
<td>106.36</td>
<td>455.8</td>
<td>129.7</td>
<td>365.8</td>
</tr>
<tr>
<td>CBr$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X^1A_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td>1.865$^c$</td>
<td>110.7$^c$</td>
<td>606.6(4)$^d$</td>
<td>199.5$^d$</td>
<td>679.8(7)$^d$</td>
</tr>
<tr>
<td>Theoretical</td>
<td>1.898</td>
<td>110.0</td>
<td>601.6</td>
<td>196.6</td>
<td>655.3</td>
</tr>
<tr>
<td>$a^3B_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theoretical</td>
<td>1.839</td>
<td>129.5</td>
<td>533.6</td>
<td>185.4</td>
<td>878.7</td>
</tr>
</tbody>
</table>

$^a$ B3LYP/6-311++G** (this work)
$^b$ Geometry changes are computed using Franck-Condon analysis. Absolute geometries are determined using as reference the experimental LIF geometrical parameters$^{17}$ of CBr$_2 X^1A_1$.
$^c$ Combined LIF$^{17}$ and Theory$^{59}$
$^d$ Single Vibronic Level Emission$^{49}$
$^e$ CCSD(T)/cc-pVTZ$^{31}$

Franck-Condon simulations reveal that the progression arising from $X^1A_1$ of CBr$_2$ results from overlapping combination bands of the bend built upon successive quanta of the symmetric stretch vibration. The simulated stick spectrum is in good agreement with the peak positions of the $X^1A_1$ manifold observed by SVL emission.$^{49}$ The frequency of the symmetric stretch vibration is approximately three times that of the bend, so the spacing between peaks in
the photoelectron spectrum roughly corresponds to the frequency of the bending vibration. Analysis of the spectral peak positions supports a bending frequency of approximately 200 cm\(^{-1}\), with an uncertainty on the order of the peak width (100 cm\(^{-1}\)).

It is unclear whether we have any evidence of the triplet state of CBr\(_2\) in the photoelectron spectrum. Upon subtraction of the CHBr\(_2^-\) photoelectron spectrum from the contaminated CBr\(_2^-\) spectrum, some residual intensity remains at binding energies greater than 2.6 eV (Figure 6.4a). Because the fractional CHBr\(_2^-\) contribution in this region is large and because all of the maxima in the subtracted spectrum occur at very nearly the same energy as CHBr\(_2^-\) contaminant peaks, we must consider this residual intensity above 2.6 eV EBE to be an artifact of the subtraction. Unfortunately, unlike the CCl\(_2^-\) spectrum in which the CHCl\(_2^-\) peak appears in the valley between the singlet and triplet states of CCl\(_2\), the CHBr\(_2^-\) contamination—and thus the residual intensity—occurs in the region we expect to see the triplet. Dyke and co-workers predict the \(a \{}^3\)B\(_1\) origin to be 2.579 eV with a VDE of 3.719 eV (Table 6.1).\(^3\) Franck-Condon simulations, shown in Figure 6.5, of the \(a \{}^3\)B\(_1\) CBr\(_2\) spectrum using molecular constants calculated by Dyke et al.\(^3\) reproduce the peak spacing of the residual features; however, this peak spacing is also the same (within 15 cm\(^{-1}\)) as that of the contaminant CHBr\(_2^-\). Thus, the fact that the contaminant ion completely overlaps the region in which we expect to see the triplet, along with the similarity in CHBr\(_2\) and the predicted \(a \{}^3\)B\(_1\) CBr\(_2\) vibrational progressions, conspire to prevent a definitive assignment of the residual peaks. It is clear, however, that the previous \(a \{}^3\)B\(_1\) origin assignment was incorrect, and the \(\Delta E_{ST}\) of CBr\(_2\) is greater than previously reported.\(^2\)
Finally, we report the 364 nm photoelectron spectrum of \( \text{Cl}_2^- \) obtained through the reaction of \( \text{CH}_2\text{I}_2 \) with \( \text{O}^- \). As with the other halocarbenes, a pure \( \text{CHI}_2^- \) spectrum is measured, appropriately scaled, and then subtracted from the contaminated spectrum to obtain a clean \( \text{Cl}_2^- \) spectrum. Unlike the other carbenes, we observe a two photon process with the continuous-wave excitation laser, involving 364 nm photodissociation of \( \text{Cl}_2^- \) to form \( \text{Cl} + \text{I}^- \), followed by a second photon detaching an electron from \( \text{I}^- \). The resulting narrow peak at \( \text{eBE} = 3.06 \text{ eV} \) coincides with the known electron affinity of \( \text{I} \) (\( \text{EA} = 3.059 \text{ eV}^{60} \)) and confirms the two-photon source of this feature. The presence of the \( \text{I}^- \) peak indicates that the \( \text{IC} - \text{I}^- \) dissociation energy is substantially less than the photon energy, 3.406 eV. This \( \text{I}^- \) two-photon feature was not observed.

**Figure 6.5** Comparison of the best fit simulation and the corrected \( \text{CBr}_2^- \) spectrum, showing both the \( a \ ^3 \text{B}_1 \) and \( X \ ^1 \text{A}_1 \) states of \( \text{CBr}_2 \) in the simulation. The \( a \ ^3 \text{B}_1 \) state is simulated using the electron affinity and vibrational frequencies calculated by Dyke et al.\(^{31} \) The Franck-Condon factors for both the singlet and triplet states are calculated in the Morse oscillator, parallel mode approximation using numerically integrated Laguerre polynomial wavefunctions.

### 6.4.3 \( \text{Cl}_2^- \)

Finally, we report the 364 nm photoelectron spectrum of \( \text{Cl}_2^- \) obtained through the reaction of \( \text{CH}_2\text{I}_2 \) with \( \text{O}^- \). As with the other halocarbenes, a pure \( \text{CHI}_2^- \) spectrum is measured, appropriately scaled, and then subtracted from the contaminated spectrum to obtain a clean \( \text{Cl}_2^- \) spectrum. Unlike the other carbenes, we observe a two photon process with the continuous-wave excitation laser, involving 364 nm photodissociation of \( \text{Cl}_2^- \) to form \( \text{Cl} + \text{I}^- \), followed by a second photon detaching an electron from \( \text{I}^- \). The resulting narrow peak at \( \text{eBE} = 3.06 \text{ eV} \) coincides with the known electron affinity of \( \text{I} \) (\( \text{EA} = 3.059 \text{ eV}^{60} \)) and confirms the two-photon source of this feature. The presence of the \( \text{I}^- \) peak indicates that the \( \text{IC} - \text{I}^- \) dissociation energy is substantially less than the photon energy, 3.406 eV. This \( \text{I}^- \) two-photon feature was not observed.
in the previous photoelectron spectrum\textsuperscript{28} (Figure 6.6b), presumably because the laser power in the previous work—a factor of four lower than that used in the present study—was insufficient to make this two-photon process significant. Similar two-photon processes have been observed in anion photoelectron spectroscopy of O\textsubscript{3}\textsuperscript{−}, Ni\textsubscript{3}\textsuperscript{−}, and Au\textsubscript{3}\textsuperscript{−}.\textsuperscript{50,61,62} We speculate that 364 nm radiation might produce CX – X\textsuperscript{−} photodissociation in CCl\textsubscript{2}– and CBr\textsubscript{2}–, as well. However, we are unable to observe Cl\textsuperscript{−} or Br\textsuperscript{−} photodissociation products because the electron affinity of Cl (EA = 3.613 eV\textsuperscript{63}) exceeds the laser photon energy, and 351 nm photodetachment of Br\textsuperscript{−} (EA(Br) = 3.364 eV\textsuperscript{64}) produces electrons with kinetic energy that is too low to be transmitted through the hemispherical electron analyzer.
The photoelectron spectrum is dominated by CHI$_2^-$, which has a broad spectral band spanning approximately 1 eV. As seen in Figure 6.6a, there is some residual structure left after the subtraction of CHI$_2^-$ features at binding energies below 3 eV. As with CBr$_2^-$, the residual peaks mimic the CHI$_2^-$ spectrum. The remaining broad, structureless feature is attributed to CI$_2^-$, but the lack of resolved features and limited electron energy range preclude any further assignment. Calculations performed by Dyke et al. predict the electron affinity of CI$_2$ to be 2.1 eV and the $a^3$B$_1$ origin to be 2.5 eV with a VDE of 3.5 eV. After the subtraction of the CHI$_2^-$
progression, we find no significant photoelectron signal below 3.0 eV, and can only claim that $\text{EA(}\text{Cl}_2\text{)} < 3 \text{ eV}$. It is clear that the previous origin assignments$^{28}$ for the $\text{Cl}_2$ singlet and triplet states were actually components of the $\text{CHI}_2^-$ photoelectron spectrum, and the assignments were incorrect.

6.5 Results and Discussion: Dihalomethyl Anions ($\text{CHX}_2^-$)

One of the key reasons why the contamination of the dihalocarbene photoelectron spectra went undetected for nearly ten years was the lack of any experimental photoelectron spectra of the dihalomethyl anions. Though the $\text{CHX}_2^-$ spectra are shown in the previous sections, these were mainly used to subtract their contribution from the spectra of the $\text{CX}_2^-$ anions. This section focuses on what we can experimentally learn about the dihalomethyl anions and corresponding radicals.

Even though the dihalomethyl anions and radicals contain only four atoms, analysis of the experimental spectra is very challenging due to the large geometry change between the anion and neutral. We have dedicated a considerable amount of effort analyzing and modeling the dihalomethyl spectra in an attempt to extract the spectroscopic information one hopes to obtain using photoelectron spectroscopy.$^{39}$ Furthermore, we investigate how the normal mode analysis that is generally used to model photoelectron spectra is inadequate for molecular systems where there is significant mode-coupling present, as well when there is a large geometry change between the anion and neutral. Thus, a more sophisticated methodology is required to model and simulate the photoelectron spectra, which accounts for mode coupling and the anharmonic nature of the anion and neutral potential energy surfaces.

The photoelectron spectra of the three dihalomethyl anions ($\text{CHCl}_2^-$, $\text{CHBr}_2^-$, $\text{CHI}_2^-$) and their deuterated analogs are shown in Figure 6.7. The spectra exhibit extended, partially
resolved vibrational progressions that arise from the large geometry change that takes place when an electron is detached from the pyramidal anion, producing an essentially planar neutral radical. This large geometry change and the broad vibrational progression are analogous to the triplet state of CCl₂, which also has an extended vibrational progression with no measurable intensity at the origin. From the Franck-Condon simulations (shown for CDCl₂⁻ in Figure 6.10), the origin transition is calculated to have approximately 10⁻⁵ the intensity of the peak at the VDE. Thus, the origin will not be experimentally observable. Even though the origin cannot be directly measured, the observed VDE of each dihalomethyl radical can be readily determined from the spectra in Figure 6.7. These measured VDE’s are in good agreement with the calculated values. Furthermore, the calculated EAs are consistent with previous experimental EA determinations of CHCl₂ and CHBr₂ (Table 6.4). This provides us with confidence that electronic structure calculations can be used to accurately describe the electronic energies of these species.
The calculated VDEs, computed by subtracting the energy of the anion from the energy of the neutral at the equilibrium geometry of the anion, agree reasonably well with the measured VDEs of the dihalomethyl anions, as shown in Table 6.4. The calculation of the difference in energy between the VDE and the EA should be fairly accurate for the rigid dihalomethyl anions. Therefore, an estimate for the EA can be obtained using the following equation:

Figure 6.7 Experimental photoelectron spectra of the dihalomethyl anions (a) CHCl$_2^-$, (b) CHBr$_2^-$, (c) CHI$_2^-$, (d) CDCI$_2^-$, (e) CDBr$_2^-$, and (f) CDI$_2^-$. The calculated (B3LYP/6-311++G(d,p)) adiabatic electron affinity (EA) for each dihalomethyl radical is marked with a labeled arrow.
Equation 6.1

\[ \text{EA}_{\text{est}} = \text{VDE}_{\text{exp}} - [\text{VDE}_{\text{calc}} - \text{EA}_{\text{calc}}] \]

where

Equation 6.2

\[ \text{VDE}_{\text{calc}} = E(\text{neutral at anion eqm geometry}) - E(\text{anion at anion eqm geometry}) \]

and

Equation 6.3

\[ \text{EA}_{\text{calc}} = E(\text{neutral at neutral eqm geometry}) - E(\text{anion at anion eqm geometry}) \]

The results of the EA estimates using Equation 6.1 are summarized in Table 6.4. Our estimates are consistent with the previous EA determinations of CHCl\(_2\) and CHBr\(_2\).\(^{66}\) The simulations and calculations for the photoelectron spectra presented in Figure 6.10 employ the EA estimates for the CHCl\(_2\) and CDCl\(_2\) radicals, listed in Table 6.4.

Table 6.4 The experimental and calculated [CCSD(T)/aug-cc-pVDZ for CHCl\(_2\)(CDCl\(_2\)) and B3LYP/6-311++G(d,p) for CHBr\(_2\)(CDBr\(_2\)) and CHI\(_2\)(CDI\(_2\))] electron affinity (EA) and vertical detachment energy (VDE) for each of the dihalomethyl radicals. Basis sets and pseudopotentials for Br and I were developed by Stoll et al.\(^{67,68}\)

<table>
<thead>
<tr>
<th></th>
<th>CHCl(_2)</th>
<th>CDCl(_2)</th>
<th>CHBr(_2)</th>
<th>CDBr(_2)</th>
<th>CHI(_2)</th>
<th>CDI(_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EA/ eV</strong>&lt;br&gt;<strong>Experiment</strong></td>
<td>1.3(2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.3(2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.9(2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.9(2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.9(2)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.9(2)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>1.47(4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Calculation</strong></td>
<td>1.430</td>
<td>1.433</td>
<td>1.744</td>
<td>1.747</td>
<td>1.820</td>
<td>1.826</td>
</tr>
<tr>
<td><strong>VDE/ eV</strong>&lt;br&gt;<strong>Experiment</strong></td>
<td>2.6487</td>
<td>2.6815</td>
<td>3.0181</td>
<td>3.0171</td>
<td>2.8287</td>
<td>2.9057</td>
</tr>
<tr>
<td><strong>Calculation</strong></td>
<td>2.8621</td>
<td>2.8630</td>
<td>2.8829</td>
<td>2.8836</td>
<td>2.8271</td>
<td>2.8271</td>
</tr>
</tbody>
</table>

<sup>a</sup> Estimates of EA were obtained by subtracting the calculated difference in energy between the VDE and the EA (VDE\(_{\text{calc}}\) – EA\(_{\text{calc}}\)) from the experimentally measured VDE using Equation 6.1.

<sup>b</sup> Experiment, Fourier transform ion cyclotron resonance mass spectrometry\(^{66}\)
One of the most striking features of the spectra in Figure 6.7 is the observed regular peak spacing and the dramatic affect that deuteration has on the structure of the vibrational progression. There are several indications that the structure in the spectra does not result from a single vibrational progression and instead arises from multiple active vibrational modes with several vibronic transitions lying under each peak. First, the spacing between the peaks in the spectrum of CDCl$_2^-$ (230 cm$^{-1}$) does not correspond to the calculated frequency of any of the symmetric vibrational modes. Out of the 6 vibrational modes in CDCl$_2^-$, only 4 are totally symmetric, with the lowest frequency mode (the HCCl symmetric stretch) calculated to be $\sim$ 300 cm$^{-1}$. Second, isotopic substitution has an unexpected effect on the spectrum of CHCl$_2^-$. The spectrum generally becomes more congested upon deuteration, as seen in the spectra of CHBr$_2^-$ and, to a lesser extent, of CHI$_2^-$. However, the spectrum of CDCl$_2^-$ has more resolved structure than that of CHCl$_2^-$, implying that the observed structure is due to accidental resonance among two or more vibrational modes, rather than to a single vibrational progression. Also, the peak widths near the VDE are at least 20 meV, significantly greater than our experimental resolution of about 12 meV; this is particularly true for CHCl$_2^-$ and CDCl$_2^-$ where the cooled ions should have minimal broadening from hot band transitions. Furthermore, the modulation depth of the peaks and the peak spacings change across the progression, a result of anharmonicity causing the vibronic transitions to move into and out of resonance.

Although the spectra show that multiple active vibrational modes give rise to the observed structure, the similarity of the CHBr$_2^-$ and CHI$_2^-$ spectra suggests that the out-of-plane bend is active, and that the spacing of the peaks roughly corresponds to the frequency of this motion in the neutral species. In CHBr$_2$ the average peak spacing is 520(30) cm$^{-1}$, and in CHI$_2$ it is 440(40) cm$^{-1}$ near the VDE.
To carry our analysis further, we turn to theory to model the photoelectron spectra and, hopefully, identify the origins of the observed vibrational structure experimentally. However, because a large geometry change takes place when an electron is removed from a dihalomethyl anion to generate the floppy radical, the independent normal-mode treatment (which typically works well for photoelectron spectra with modest geometry changes) fails for the dihalomethyl anions. A strong indicator why the independent normal-mode treatment is inappropriate for the CHX\textsubscript{2} species is shown in Figure 6.8 and Figure 6.9. Figure 6.8 plots the potential energy curves for the out-of-plane torsion angle (\(\tau\text{ClCHCl}'\)) for both the anion and the neutral. Based on the calculated geometry difference between the anion and the neutral, we predict that vibrational mode involving this out-of-plane distortion will contribute significantly to the photoelectron spectrum. It is apparent that approximating this mode as a harmonic oscillator is unsuitable. Figure 6.9 depicts how the internal coordinates (\(\theta\text{HCCI}\), \(r\text{CH}\), and \(r\text{CCI}\)) in CHCl\textsubscript{2} vary as a function of \(\tau\text{ClCHCl}'\). The values for both \(\theta\text{HCCI}\) and \(r\text{CCI}\) strongly depend on \(\tau\text{ClCHCl}'\), while \(r\text{CH}\) remains essentially unchanged as \(\tau\text{ClCHCl}'\) is varied. Therefore, these three normal coordinates (\(\theta\text{HCCI}\), \(\tau\text{ClCHCl}'\), and \(r\text{CCI}\)) are not independent of each other, which demonstrating mode coupling. Accounting for this coupling is essential to simulate accurately the photoelectron spectra, as will be shown below.
Figure 6.8 CHCl$_2$ (blue) and CHCl$_2^-$ (red) potential energy curves as a function of the out-of-plane angle ($\tau_{\text{ClCHCl}}$). The inversion barrier for CHCl$_2$ is calculated to be only 162 cm$^{-1}$. 
It is now instructive to compare how three different methods of modeling the photoelectron spectrum of CDCl$_2^-$ compare with what we measure experimentally. The three methods attempted include progressively more sophisticated and system-specific treatments of the vibrational modes. Figure 6.10 compares the agreement of the experimental photoelectron spectrum of CDCl$_2^-$ with the three different simulation methods. The top panel (Figure 6.10a) is a Franck-Condon simulation using normal mode analysis in Cartesian coordinates. Because the...
normal mode method for modeling photoelectron spectra has proven so powerful in the past and works well for the dihalocarbenes,\textsuperscript{38, 69, 70} we first employ a Franck-Condon analysis using normal modes based in Cartesian coordinates to interpret the photoelectron spectra of the dihalomethyl anions. This method completely fails to reproduce the spectral envelope of the observed CDCl\textsubscript{2}\textsuperscript{−} spectrum. The simulations for the other dihalomethyl anions suffer from the same broad progressions shown in Figure 6.10a.
After examining the Franck-Condon simulation and the corresponding Franck-Condon factors, the disparity in the width of the spectral envelope is due to strong false activity of the CH (CD) stretch vibrational mode. Based on our calculations, the CH stretch should have limited

Figure 6.10  Comparison between theory and experiment for CDCl$_2^-$ (150 K) and its simulation using normal mode analysis in Cartesian coordinates, which fails to reproduce the width of the spectral envelope. (b) Improvement in the agreement between experiment and the normal mode simulation is achieved by using an internal coordinate representation. (c) The width of the calculated spectral envelope is further reduced by using (2 + 1) – dimensional anharmonic coupled-mode analysis. All CDCl$_2^-$ calculated and simulated spectra were calculated at 150 K and were shifted to match the experimental EA of 1.3 eV.
activity as there is a very small change in the C–H bond length from $\text{CDCl}_2^-$ to neutral $\text{CDCl}_2$. It appears that the only manner in which the rectilinear Cartesian coordinates can reproduce the large geometry change is by erroneous displacement in the CH stretch normal mode coordinate, in combination with other modes. This type of mode mixing has been observed previously with other molecules undergoing large geometry changes upon photodetachment (including $\text{c-C}_4\text{F}_8$ in this thesis). In particular, a large geometry displacement in one Cartesian coordinate is partially projected (or mixed) onto the other coordinates, resulting in the appearance of vibrational progressions in the computed spectrum that are not experimentally observed.

In order to better represent the vibrational displacement between the anion and the neutral in the CHX$_2$ system, we next simulate the photoelectron spectrum based on a normal mode analysis using internal displacement coordinates (bond lengths and angles). Internal coordinates more naturally represent the vibrational potential energy surfaces and are less prone to induce artificial mixing between modes. The simulation using internal coordinates is shown in Figure 6.10b. The calculated spectral width has been substantially reduced compared to the simulation using Cartesian coordinates. However, the spectral envelopes from the simulation using internal coordinates still inadequately model the experimental spectrum. A lingering issue is that the large difference in the equilibrium geometries and bonding between the anion and the neutral cause the normal modes of the neutral to be characteristically different than those of the anion. When we express the normal modes of the neutral in terms of the harmonic normal mode vibrations of the anion, the orthogonality of the neutral normal modes is lost causing mode mixing. Additionally, this method still fails to address the issue of mode coupling which we know is present in the dihalomethyl systems from Figure 6.9.
In order to properly address the issues of anharmonicity of the vibrational potentials and coupling between vibrational modes in one electronic state, we take a multidimensional anharmonic coupled-mode approach. The plots in Figure 6.8 and Figure 6.9 help to determine which vibrational modes needed to be included in the coupled-mode analysis (\(\theta_{\text{HCCI}}\), \(\tau_{\text{CICHCP}}\), and \(r_{\text{CCI}}\)) and which modes are have negligible contribution experimental photoelectron spectrum (\(r_{\text{CH}}\)). Therefore, we explicitly couple the two bend modes (\(\theta_{\text{HCCI}}\) and \(\tau_{\text{CICHCP}}\)) and convolute the resulting spectrum with the spectrum obtained from a one-dimensional treatment of the CICI stretch for an overall (2 + 1)-dimensional coupled mode analysis. Figure 6.10c compares the results of the coupled-mode analysis with the experimental spectrum for CDCl\(_2^-\). The improvement between the calculated photoelectron spectrum and experimental observations is quite improved compared to the Franck-Condon simulations using either Cartesian or internal coordinate systems. The vibrational structure (peak spacing and intensity) is reproduced, as is the spectral width.

### 6.6 Conclusion

We have carried out studies of the photoelectron spectra of a series of dihalocarbene anions CX\(_2^-\) and the corresponding dihalomethyl anions CHX\(_2^-\), where X= Cl, Br, or I. The present results provide a definitive explanation for the incorrect conclusions drawn in the earlier publication from our group: there was an undetected dihalomethyl anion contamination in the CX\(_2^-\) ion beams. In all three dihalocarbene systems, significant contamination from the related dihalomethyl radical is present and must be subtracted. A contribution from dihalomethyl radicals was present but not identified in previous photoelectron studies, which resulted in the incorrect assignment of the triplet features in all three dihalocarbene systems.
We clearly observe both the $X^1A_1$ and the $a^3B_1$ electronic states of the CCl$_2$ carbene in our current photoelectron spectra. All major peaks in the singlet state are assigned and are consistent with previous experimental spectroscopic parameters for neutral CCl$_2$. The electron affinity of $X^1A_1$ CCl$_2$ is 1.593(6) eV. The triplet state of CCl$_2$ is more complicated, and it is difficult to extract any parameters because of the large changes in geometry between the $X^2B_1$ state of the anion and the $a^3B_1$ state of the neutral. However, simulations of the resolved vibrational spectra at large vibrational quantum numbers yield $a^3B_1$ CCl$_2$ symmetric stretch and bending frequencies of $\sim$600 cm$^{-1}$ and $\sim$300 cm$^{-1}$, respectively. Based on our experimental observations and simulations, we estimate $\Delta E_{ST}$ to be 0.9(2) eV, consistent with recent high-level theoretical calculations. The photoelectron spectra of CBr$_2^-$ and Cl$_2^-$ are much more difficult to interpret quantitatively due to the large overlap of the CHX$_2^-$ photoelectron spectrum with that of the singlet and triplet states of the carbene radicals. This contamination, as well as the large geometry differences between the anion and the neutral dihalocarbenes, hinder accurate photoelectron spectroscopic determinations of the $\Delta E_{ST}$ values for these heavier dihalocarbenes.

The present studies unequivocally resolve the discrepancy between our earlier CCl$_2$ singlet-triplet splitting measurements$^{28}$ and numerous subsequent calculations,$^{31,35,57,76}$ showing that the previously reported CCl$_2$, CBr$_2$ and Cl$_2$ singlet-triplet splittings and EA(Cl$_2$) were in error.

Finally, the photoelectron spectra of the dihalomethyl anions are investigated to reveal the difficulties in our typical normal mode analysis due to the large geometry change between CHX$_2^-$ and CHX$_2$. The pyramidal dihalomethyl anions become nearly planar upon photodetachment, resulting in photoelectron spectra that display extended vibrational progressions with negligible intensity at the origin transition. The absence of experimentally
observable origins in the spectra and the inability to accurately reproduce the spectral envelopes preclude the direct determination of EAs or vibrational frequencies of the dihalomethyl anions in this study. While normal mode analysis accurately simulates the spectra of molecules that experience small displacements of equilibrium nuclear configurations upon photodetachment, false activity of the CH stretch is predicted in the dihalomethyl radicals when a Cartesian displacement coordinate system is employed. Therefore, more sophisticated analysis is required which accounts for mode coupling and the anharmonic nature of the anion and neutral potential energy surfaces. This work illustrates that we cannot treat the vibrational normal modes in the CHX₂ class of molecules as separable, nor can we compute the Franck-Condon factors as a product of harmonic oscillators.
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7 Photoelectron Spectroscopy of SF$_6^-$ and c-C$_4$F$_8^-$

7.1 Introduction

Both SF$_6$ and c-C$_4$F$_8$ have industrial applications in etching plasmas as well as insulating gasses for high voltages. In addition, both molecules have long lifetimes in the upper atmosphere and are considered greenhouse gasses. These two perfluorinated molecules are of fundamental interest and share the unique propensity to non-dissociatively attach low energy electrons, indicating that the corresponding anions have a very long lifetime with respect to autodetachment. One of the reasons for this slow autodetachment undoubtedly results from the change in structure of the molecular framework upon anion formation. For these reasons, both molecules have been the subject of many studies which have focused on the characterization of the neutral and the formation and reactivity of the anion; however very few spectroscopic studies have addressed the structural aspects of the ions.

Of particular interest, SF$_6$ has been the focus of intense study for the past thirty years. The neutral structure has been well characterized by several Raman and Infrared studies, however only two reports address the structural aspects of the ion through spectroscopy. An early study commented only on the lack of observed photodetachment in the near ultraviolet, far above the adiabatic threshold, while a matrix isolation study identified a single weak vibrational transition near 600 cm$^{-1}$. Several theoretical studies have also have investigated the properties of SF$_6$ and SF$_6^-$. Computational results predict that the O$_h$ symmetry of SF$_6$ is retained upon attachment of an electron; however the S–F bond lengths are elongated by about 0.2 Å. The electron affinity of neutral SF$_6$ has been calculated by a variety of electronic structure methods ranging from modest
density functional to the more sophisticated coupled-cluster theories, resulting in a wide range of values.\textsuperscript{20,22,26-29} The most reliable EA calculations use highly correlated methods (MP2, CCSD) and have converged on a generally accepted value of 0.9 eV.\textsuperscript{22} Additionally, after publication of the work which this Chapter is based,\textsuperscript{30} two groups have calculated the photoelectron spectrum of SF\textsubscript{6}\textsuperscript{−}, in an attempt to reproduce the experimental results presented in this Chapter.\textsuperscript{26,28} The results of these calculations and their implications are discussed in some detail in the results section.

C-C\textsubscript{4}F\textsubscript{8}, like SF\textsubscript{6}, is expected to have a large geometry change upon attachment of an electron. It is known from spectroscopic studies that the geometry of the neutral is bent (D\textsubscript{2d} symmetry) with the majority of the 23 vibrational mode frequencies having been measured.\textsuperscript{31-38} Recent high-level theoretical calculation (CCSD(T)/CBS) have mapped out the anharmonic double-well potential energy surface in the ring-puckering coordinate in c-C\textsubscript{4}F\textsubscript{8}; a 132 cm\textsuperscript{−1} barrier was determined for this low-frequency puckering motion. However, far less is known about the anion structure and vibrational frequencies. Recent ESR studies have shown that the anion is planar with D\textsubscript{4h} symmetry\textsuperscript{39} and computational results predict that the added electron is delocalized in a ‘p-like’ orbital extending over the entire molecule. This strengthens the four C–C bonds via π-bonding interactions, and weakening the eight C–F bonds by σ-antibonding interactions.\textsuperscript{39,40}

The present study investigates what happens when an electron is attached to a closed shell perfluorinated molecule, SF\textsubscript{6} and c-C\textsubscript{4}F\textsubscript{8}. Photoelectron spectroscopy is uniquely able to provide experimental insight into the structural changes between the anion and neutral species as well as possible determination of the adiabatic electron affinity. The photoelectron spectra of both c-C\textsubscript{4}F\textsubscript{8}\textsuperscript{−} and SF\textsubscript{6}\textsuperscript{−} are measured and reported in this Chapter. This work was performed in
collaboration with Professor Mark A. Johnson at Yale University and Thomas M. Miller and A. A. Viggiano at Hanscom Air Force Research Laboratory. In addition to independently measuring the SF$_6^-$ photoelectron spectrum, our collaborators at Yale University also recorded the argon-tagged photoelectron spectrum of SF$_6^-$, which limits the amount of internal energy available to the SF$_6^-$•Ar complex. The experimental findings are compared to recent theoretical calculated results, which provide additional insight into the structure of the energetics of both systems studied in this work.

7.2 Experimental Method

The photoelectron spectra for both c-C$_4$F$_8^-$ and SF$_6^-$ anions used the negative ion photoelectron spectrometer described in Chapter 2. Negative ions are formed in a flowing afterglow ion source. Specifically, target anions were formed by seeding the helium buffer gas with trace amounts of either SF$_6$ or c-C$_4$F$_8$ gas prior to the microwave discharge. The photoelectron spectrum of SF$_6^-$ was recorded with ions cooled to ~ 150 K using a liquid nitrogen jacket surrounding the flow tube. The mass resolution of the Wien velocity filter for these experiments was $m/\Delta m \sim 40$. Typical mass-selected ion beam currents were ~ 500 pA. The ~ 0.5 W output from a single-mode continuous-wave argon ion laser operating at 351 nm (3.531 eV) is built up to approximately 50 W of circulating power in the interaction region. The energy resolution of the hemispherical analyzer is approximately 8 meV under the experimental conditions used here.

Calculated optimized geometries and unscaled harmonic vibrational frequencies for anions and corresponding neutral molecules are determined with density functional theory (B3LYP/6-31+G(3df)) using the Gaussian 03 program.$^{25}$
7.3 Results and Discussion

7.3.1 Photoelectron Spectrum of c-C₄F₈⁻

It is known from electron diffraction and infrared studies that neutral c-C₄F₈ in its ground state has a bent D₂d symmetry with the four carbon atoms forming a dihedral angle of ~17°.²¹⁻²⁸ However, ESR studies have shown that this dihedral angle in the anion is approximately 0° resulting in a planar ring with D₄h symmetry.³⁹ Figure 7.1 illustrates the geometries of the anion and neutral calculated using density functional theory, which illustrates this geometry change from the anion to the neutral. Detachment of an electron elongates the C–C bonds, shortens the C–F bonds, and increases the nonbonded F–F distance. This increase in symmetry has been predicted by computations that also show that the negative charge in the anion is a ‘p-like’ orbital that is delocalized over the entire molecule.³⁹⁻⁴⁰ Therefore, we would expect to observe a broad vibrational envelope in the photoelectron spectra due to the large geometry changes expected when an electron is removed from the anion.
The 351 nm photoelectron spectrum of c-C₄F₈⁻ is shown in Figure 7.2. As expected, a very broad vibrational progression is observed. What is very unusual is that the progression has over 50 resolved peaks that are spaced by 355(4) cm⁻¹ and extend 2 eV into the vibrational manifold of the ground electronic state of c-C₄F₈. With this large geometry change, the Franck-Condon overlap between the lowest vibrational wavefunctions of the anion and the neutrals is essentially zero. This will result in the origin transition be unobservable, as was found in the photoelectron spectra of CHX₂⁻ (Chapter 6). With such an extended vibrational progression that has vanishing intensity at its onset, we cannot identify the origin peak or determine the electron affinity.

There have been several previous experimental studies which have reported EA values for c-C₄F₈. The arrow in Figure 7.2 corresponds to a flowing afterglow Langmuir probe study.
which measured an EA($c$-C$_4$F$_8$) of 0.63(5) eV, and is indicated with an arrow in Figure 7.2.$^8$

Two other EA values have been reported$^{18,41}$, but as we will elaborate below, we believe the flowing afterglow determination to be the most reliable measurement of EA($c$-C$_4$F$_8$).

The vibrational structure in Figure 7.2 is both unexpected and challenging to interpret. On the basis of the size of the molecule and the large geometry change between the anion and neutral, one might expect to see an extended Franck-Condon profile with virtually no resolved features. However, what is so striking is that the spectrum is rather ‘diatomic-like’ and remains harmonic across the entire spectrum. As mentioned above, when the electron is photodetached from $c$-C$_4$F$_8^-$, the C–C bond elongate and the C–F bonds shorten. This change in geometry is mirrored in the totally symmetric ring-breathing $\nu_5$ vibrational mode, calculated to be 370 cm$^{-1}$ at the MP2/TZVPP level of theory (Table 7.1).$^{42}$ We expect this mode to be active and will likely contribute significantly to the photoelectron spectrum. Based only on the experimental observation of a regular peak spacing of 355 cm$^{-1}$ in the vibrational progression, it is very tempting to attribute the vibration structure solely to the $\nu_5$ mode. However, this simple explanation requires this ring-breathing mode to behave like a harmonic oscillator even at very high excitation energies of more than 2 eV. Additionally, excitation of more than fifty quanta of the $\nu_5$ mode would require a large, physically unrealistic displacement from the equilibrium geometry. These issues motivated a deeper investigation into the origin of the vibrational structure observed in the $c$-C$_4$F$_8^-$ photoelectron spectrum.
After the photoelectron spectrum in Figure 7.2 was published\cite{30}, Borrelli and Peluso\cite{42} performed a Franck-Condon analysis using curvilinear internal coordinate representation to model the photoelectron spectrum. Due to the large change of geometry between the anion and neutral, internal coordinates where used to represent the normal modes of the both the anion and the neutral. As was shown for CHX$_2$, using mass-weighted Cartesian coordinate representation for molecules undergoing large geometry changes upon photodetachment can lead to false activity in vibrational modes resulting in a much larger vibrational progression than observed experimentally. The low-frequency ring-puckering mode ($v_6$), which is calculated to be very

Figure 7.2 The 351 nm photoelectron spectrum of $c$-C$_4$F$_8$\textsuperscript{−} taken at the magic angle using a flowing afterglow photoelectron spectrometer. A regular harmonic progression is present with spacing corresponding to a frequency of 355(3) cm$^{-1}$, shown in the inset. The EA determined by Miller et al. is depicted on the graph by a vertical arrow at 0.63 eV.\cite{8}
anharmonic, was also treated independent of the other active modes when evaluating the overlap integrals in the Franck-Condon calculations.

Their calculations indicated that, when only $\nu_5$ vibrational mode is active, the simulated photoelectron spectrum should exhibit a progression that spans less than 1 eV, much narrower than the measured spectrum. However, when an additional higher-frequency ring-breathing mode ($\nu_5$) is included in the simulation, the resulting spectral profile qualitatively agrees with the experimental spectrum. This simulation, shown in Figure 7.3, has ~ 60 peaks that are spaced by approximately 370 cm$^{-1}$. It appears that the equally spaced peaks in the photoelectron spectrum are due to accidental resonances of several quasidegenerate transitions; namely $1_0^m 5_0^n$ and $1_0^{m-1} 5_0^{n+4}$ where $m$ and $n$ are integers. The underlying continuum, which is not replicated when only two modes are included in the simulation, is reproduced with the inclusion of the ring-puckering vibrational mode. Figure 7.3b shows the final simulation achieved when all modes were included in the calculation, which agrees very well with the experimental photoelectron spectrum.
Table 7.1  Theoretical normal mode frequencies (cm\(^{-1}\)), calculated at the MP2/TZVPP level of theory, for both \(c\)-\(C_4F_8\) and \(c\)-\(C_4F_8^-\) with the corresponding experimental values for \(c\)-\(C_4F_8\).

<table>
<thead>
<tr>
<th>Vibrational Mode</th>
<th>(c)-(C_4F_8)</th>
<th>(c)-(C_4F_8^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu_1)</td>
<td>(a_1)</td>
<td>1448</td>
</tr>
<tr>
<td>(\nu_2)</td>
<td>(a_1)</td>
<td>1315</td>
</tr>
<tr>
<td>(\nu_3)</td>
<td>(a_1)</td>
<td>715</td>
</tr>
<tr>
<td>(\nu_4)</td>
<td>(a_1)</td>
<td>618</td>
</tr>
<tr>
<td>(\nu_5)</td>
<td>(a_1)</td>
<td>370</td>
</tr>
<tr>
<td>(\nu_6)</td>
<td>(a_1)</td>
<td>58</td>
</tr>
<tr>
<td>(\nu_7)</td>
<td>(a_2)</td>
<td>893</td>
</tr>
<tr>
<td>(\nu_8)</td>
<td>(a_2)</td>
<td>220</td>
</tr>
<tr>
<td>(\nu_9)</td>
<td>(b_1)</td>
<td>1047</td>
</tr>
<tr>
<td>(\nu_{10})</td>
<td>(b_1)</td>
<td>283</td>
</tr>
<tr>
<td>(\nu_{11})</td>
<td>(b_1)</td>
<td>251</td>
</tr>
<tr>
<td>(\nu_{12})</td>
<td>(b_2)</td>
<td>1323</td>
</tr>
<tr>
<td>(\nu_{13})</td>
<td>(b_2)</td>
<td>1264</td>
</tr>
<tr>
<td>(\nu_{14})</td>
<td>(b_2)</td>
<td>669</td>
</tr>
<tr>
<td>(\nu_{15})</td>
<td>(b_2)</td>
<td>360</td>
</tr>
<tr>
<td>(\nu_{16})</td>
<td>(b_2)</td>
<td>197</td>
</tr>
<tr>
<td>(\nu_{17})</td>
<td>(e)</td>
<td>1380</td>
</tr>
<tr>
<td>(\nu_{18})</td>
<td>(e)</td>
<td>1246</td>
</tr>
<tr>
<td>(\nu_{19})</td>
<td>(e)</td>
<td>987</td>
</tr>
<tr>
<td>(\nu_{20})</td>
<td>(e)</td>
<td>581</td>
</tr>
<tr>
<td>(\nu_{21})</td>
<td>(e)</td>
<td>444</td>
</tr>
<tr>
<td>(\nu_{22})</td>
<td>(e)</td>
<td>289</td>
</tr>
<tr>
<td>(\nu_{23})</td>
<td>(e)</td>
<td>190</td>
</tr>
</tbody>
</table>

\(a\) From Miller et al.\(^{37}\) (Miller 1971)

\(b\) From Blake et al.\(^{38}\) (Blake 2007)

\(42\) From Borrelli et al.

As previously mentioned, other EA values have been reported in the literature.\(^{18,41}\)

Although the photoelectron spectrum of \(c\)-\(C_4F_8^-\) does not give a direct determination of this value, it does allow for an upper bound of \(\sim 0.75\) eV. We therefore can give a brief assessment of one reported value. Hiraoka and coworkers measured \(\text{EA}(c\)-\(C_4F_8\)) relative to that of SF\(_6\), using a pulsed electron beam high-pressure mass spectrometer.\(^{41}\) They reported a value of 1.05 eV, incompatible with the photoelectron spectrum reported in this Chapter. Hiraoka interpreted his
observations to suggest the presence of an excited \( \text{C}_4\text{F}_8^- \) isomer, which would form at elevated temperatures (above 350 K) and undergo electron detachment. The EA of this other isomer was reported to be 0.5 eV, based upon electron-transfer equilibrium with \( \text{O}_2 \). The coexistence of a second anionic isomer is not supported by the photoelectron angular distribution measurements, which give a smooth progression of the anisotropy parameter, \( \beta \), across the spectrum. Furthermore, the Franck-Condon calculations effectively reproduce the experimental spectrum by considering only one \( \text{C}_4\text{F}_8^- \) isomer. While our results do not provide a definitive EA determination, they do indicate which prior measurements are most reliable. Thus we conclude that the EA value of 0.63 eV\(^8\) is both consistent with our data, and the most reliable value available. A detailed discussion of all the earlier EA determinations for \( \text{C}_4\text{F}_8 \) has recently been reported by Miller et al.\(^8\)
7.3.2 Photoelectron Spectrum of SF$_6^-$

Similar challenges encountered with $c$-$C_4F_8$ are present in SF$_6$ where a large geometry change occurs between the anion and the neutral. The photoelectron spectrum of SF$_6$ is shown in Figure 7.4. The most striking aspect of this spectrum is that, in spite of the fact that the EA is reported to lie in the 1 eV range, the significant photoelectron intensity does not begin until almost 2 eV. The vertical detachment energy (band maximum) at 3 eV is qualitatively consistent with
previous CCSD calculations. The global minimum for the $\text{SF}_6^-$ anion is calculated to have considerably elongated S–F bonds (~ 0.2 Å), but retain the $O_h$ symmetry of the neutral molecule. The photoelectron spectrum contains two regular vibrational progressions, highlighted in the inset of Figure 7.4, which are labeled with solid and dashed lines.

Figure 7.4 The magic angle 351 nm photoelectron spectrum of $\text{SF}_6^-$ measured using ions cooled to ~ 150 K. The inset highlights the regular peak spacing corresponding to a vibrational frequency of 750(20) cm$^{-1}$ (black line) in the neutral. An additional set of interloping peaks is also present (dashed blue lines) which has the same characteristic spacing but is offset from the main progression by 440(10) cm$^{-1}$.

In an effort to better understand the origin of the vibrational progression in the photoelectron spectrum, $\text{SF}_6^-$ was produced using a pulsed source and the photoelectron
spectrum was measured using a double focusing tandem time-of-flight pulsed spectrometer at Yale University. This spectrum, shown in Figure 7.5, is compared with the photoelectron spectrum from Figure 7.4. The spectrum in trace b was obtained using the Yale instrument, where SF$_6^-$ was generated by entraining trace amounts of SF$_6$ in an expansion of N$_2$ at a stagnation pressure of 5 atm. The spectra both show the same discernible vibrational fine structure with similar depths of modulation and location of the band maxima, thus reflecting a robust property of the anion that is independent of the method of preparation. To further limit the internal energy of the SF$_6^-$ anion, photoelectron spectra of SF$_6^-$•Ar was measured and is plotted in trace a of Figure 7.4. The spectrum of SF$_6^-$•Ar has noticeably sharper peaks than traces in b) or c), though all the peaks are uniformly shifted by ~ 52 cm$^{-1}$ to higher binding energy due to the effect of the additional argon atom. Again, the same vibrational structure is observed and the tagged spectrum clearly displays the second series of interloping peaks. We can conclude that the Ar atom does not appear to significantly perturb the structure, but more likely it further quenches the SF$_6^-$ internal excitation. Furthermore, it also appears that heterogeneous broadening arising from vibrational hot bands does not contribute significantly to the spectrum, since the spectra change little under both source conditions, which have different characteristic ion temperatures.

The main vibrational progression observed in all the photoelectron spectra in Figure 7.5 is remarkably harmonic and has a constant spacing of 750(20) cm$^{-1}$. Table 7.2 lists the calculated and experimental vibrational modes for SF$_6$ and the calculated modes for SF$_6^-$•Ar. The 750 cm$^{-1}$ progression can be confidently assigned to the a$_{1g}$ S–F symmetric stretching mode ($\nu_1$) in SF$_6$, which correlates well with the geometry changes calculated between the anion and neutral. However, the assignment of the second interloping progression is not so obvious. First,
the interloper spacing remains constant throughout the spectrum, so that we can rule out a situation where two different modes are independently contributing to the Gaussian-like progression originating from the same initial state of the anion. Furthermore, the measured 440 cm\(^{-1}\) peak spacing does not correspond to any of the fundamental frequencies in neutral SF\(_6\). The modes which are the closest frequencies are \(\nu_5\) (524 cm\(^{-1}\)) and \(\nu_6\) (348 cm\(^{-1}\)), both do not correspond to the measured peak spacing. Thus, the second progression is not likely due to a combination band involving \(\nu_1\) and another quantum of a second vibrational mode.

A remaining possibility is that the second progression could be due to a combination/overtone band. This has been investigated in great deal in two recent theoretical studies which focus specifically on reproducing the photoelectron spectrum of SF\(_6^-\).\(^{26,28}\) In a similar manner to that used to calculate the photoelectron spectrum of c-C\(_4\)F\(_8^-\), Borrelli performed a straightforward Franck-Condon analysis on SF\(_6^-\). This work suggests that the observed experimental spectrum is due to an extended progression in \(\nu_1\) (\(1^1_0\)) in conjunction with a progression from simultaneous excitation of the \(\nu_1\) mode and of the triply degenerate \(\nu_4\) mode (\(1^3_0\)\(4^3_0\)). Since \(\nu_4\) is a non-totally symmetric mode, the only allowed transitions are of the type \(\Delta \nu = \pm 2\) (\(0 \rightarrow 2\), \(0 \rightarrow 4\), etc.), however any transitions with more than two quanta in \(\nu_1\) has insufficient intensity to be experimentally observed. This analysis seemed to provide a satisfactory explanation for the experimental spectra. However, a more recent high-level theoretical study recently published has added even more complexity to this already difficult problem.

In the Franck-Condon analysis by Borrelli, the symmetry of the SF\(_6^-\) anion and neutral were both assumed to be \(O_h\). Using high-level electronic structure calculations [RCCSD(T)/AVQZ+d], Eisfeld concluded that though the neutral does have \(O_h\) symmetry, the anion in fact
has $C_{4v}$ symmetry. Furthermore, the potential energy surface of the anion was shown to be strongly anharmonic which causes the anion to distorting to $C_{4v}$ symmetry. Therefore, accurately describing the initial state of the anion is critical to reproducing the experimental photoelectron spectrum. This was done by identifying and treating the four normal modes which lead to intensity in the photoelectron spectrum. A four-dimensional potential energy surface was then calculated to directly account for the anharmonicity in the system. The computed photoelectron spectrum is a broad, unstructured Gaussian-shaped band which spans 5 eV (2.5 – 7.5 eV). This result differs significantly from both the spectrum calculated by Borrelli and the measured spectrum. The photon energy for both the measured photoelectron spectra in this Chapter was 3.5 eV, with the result that we cannot confirm or repute these new calculations with employing the new ultraviolet imaging photoelectron spectrometer in our laboratory. This may become a beginning project for a new graduate student in our group. In any event, it appears that both experimental spectra have a VDE at ~ 3 eV, but low energy electrons (0.2 eV or less) are not collected very efficiently in either apparatus. This could give rise to an artificial drop in photoelectron intensity. However, this concern could be easy tested by using higher energy photons when measuring the photoelectron spectrum. Though the new theoretical calculations shed light on the photoelectron spectrum of SF$_6^-$, the definitive assignments and clear understanding of the experimental spectra remains elusive.
Figure 7.5 Comparison of the (c) 351 nm photoelectron spectrum of $\text{SF}_6^-$ reproduced from Figure 7.4, and (a and c) spectra taken at Yale University using a double focusing tandem time-of-flight pulsed spectrometer. The photoelectron spectrum in trace b is of bare $\text{SF}_6^-$ and trace a is of the $\text{SF}_6^-\cdot\text{Ar}$ complex.
Table 7.2  Theoretical normal mode frequencies (cm$^{-1}$), calculated at the MBPT(2) level of theory, for both SF$_6$ and SF$_6^-$ with the corresponding experimental values for SF$_6$.

<table>
<thead>
<tr>
<th>Vibrational Mode</th>
<th>SF$_6$</th>
<th>SF$_6^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$O_h$</td>
<td>Theory$^2$</td>
</tr>
<tr>
<td>$\nu_1$</td>
<td>$a_{1g}$</td>
<td>779</td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>$t_g$</td>
<td>655</td>
</tr>
<tr>
<td>$\nu_3$</td>
<td>$t_{1u}$</td>
<td>965</td>
</tr>
<tr>
<td>$\nu_4$</td>
<td>$t_{1u}$</td>
<td>611</td>
</tr>
<tr>
<td>$\nu_5$</td>
<td>$t_{2g}$</td>
<td>519</td>
</tr>
<tr>
<td>$\nu_6$</td>
<td>$t_{2u}$</td>
<td>346</td>
</tr>
</tbody>
</table>

From McDowell et al.$^{45}$
From Gutsev et al.$^{22}$

7.4 Conclusion

The photoelectron spectra of $c$-$C_4F_8^-$ and SF$_6^-$ both exhibit extended vibrational progressions which have regular spaced peaks. Due to the large geometry change between the anion and the neutral species, the photoelectron intensity at the origin is far too small to be detected, and a direct EA cannot be measured. Our results agree with previous experimental EA determinations and provide an upper limit for the electron affinities of both $c$-$C_4F_8$ and SF$_6$. The vibrational structure in the photoelectron spectrum of $c$-$C_4F_8$ is primarily due to the combination bands of the two symmetric ring-breathing vibrational modes ($\nu_1$ and $\nu_5$). The accidental degeneracy of these two modes results in the long sequence of regularly spaced peaks in the spectrum. Understanding the underlying vibrational structure in the photoelectron spectrum of SF$_6^-$ is more challenging. It is clear that the main progression is due to the symmetric C–F stretching mode ($\nu_1$); the interloping regularly spaced peaks are more difficult to explain. At this
point, the Franck-Condon analysis by Borrelli, which suggests the structure originates from combination/overtone bands, appears to be the most reasonable. The high-level theoretical calculations by Eisfeld are intriguing, but the resulting predictions differ significantly from the experimental spectrum. Both these systems provide clear cases where large geometry changes between the anion and neutral molecule result in photoelectron spectra which are difficult to analyze without the assistance of high-level electronic structure calculations.
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