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This paper studies the eigenvalue distribution of the Watts-Strogatz random graph, which is known as the “small-world” random graph. The construction of the small-world random graph starts with a regular ring lattice of $n$ vertices; each has exactly $k$ neighbors with equally $\frac{k}{2}$ edges on each side. With probability $p$, each downside neighbor of a particular vertex will rewire independently to a random vertex on the graph without allowing for self-loops or duplication. The rewiring process starts at the first adjacent neighbor of vertex 1 and continues in an orderly fashion to the farthest downside neighbor of vertex $n$. Each edge must be considered once. This paper focuses on the eigenvalues of the adjacency matrix $A_n$, used to represent the small-world random graph. We compute the first moment, second moment, and prove the limiting third moment as $n \to \infty$ of the eigenvalue distribution. In addition, we conclude by discussing some conjectures about higher moments.
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Chapter 1

Introduction

This chapter introduces the background and construction of the Watts-Strogatz random graph, and also the methods to study eigenvalues of the adjacency matrix of the graph. We focus on the Watts-Strogatz random graph, which people usually call the “small-world” random graph. The term “small-world” will be used to refer to the Watts-Strogatz random graph model throughout the paper. This random graph was discovered by Watts and Strogatz in 1998 who aimed to study the behavior of a random graph that interpolates between a regular graph and a (highly-disordered) random graph that will be later defined in Section 1.1 [5]. In [10], Watts and Strogatz constructed a small-world random graph by rewiring some edges in a regular ring lattice with $n$ vertices and degree $k$. However, even though Watts and Strogatz introduced a new construction of the random graph, their graph still preserves two properties: high clustering (like a regular graph) and low average path length or the average number of separation between two vertices (like a highly-disordered graph) [3]. The following sections will demonstrate the algorithms and definitions of a small-world random graph, the adjacency matrix, and the method of moments of the eigenvalue distribution.

1.1 Algorithm and definition of the Small-World random graph

**Algorithm 1:** Construct a small-world random graph $G$ [1][2][5][7][9][10]

**Define:**

1. $N(i)$ is a set of all vertices $v$ such that the edge $\{i, v\}$ is in the graph.
(2) The vertex \(i \pm d\) for any \(d \in \mathbb{N}\) to represent the vertex \(i \pm d\) (mod \(n\)).

**Required:**

(1) The parameters \(n \in \mathbb{N}, k \in 2\mathbb{N},\) and \(p \in [0, 1]\).

(2) The undirected regular ring lattice on the vertex set \(\{1, 2, ..., n\}\) with the degree \(k \in 2\mathbb{N}\), where for each vertex half of the edges \((\frac{k}{2} \in \mathbb{N})\) are on the upside and half of the edges \((\frac{k}{2} \in \mathbb{N})\) are on the downside.

**Algorithm:**

- Consider vertex \(i\) and the edges \(\{i, j\}\) for \(j = i + 1, i + 2, ..., i + \frac{k}{2}\)
  - With probability \(1 - p\), we keep the edge \(\{i, j\}\).
  - Otherwise,
    - The vertex \(j'\) is chosen uniformly at random from \(\{1, 2, ..., n\} \setminus \{i - \frac{k}{2}, ..., i - 1, i, i + 1, ..., i + \frac{k}{2}\} \cup \mathcal{N}(i)\), to guarantee that the edge \(\{i, j'\}\) does not make a self-loop or duplication.
    - Replace the edge \(\{i, j\}\) by \(\{i, j'\}\).

- Repeat this algorithm until all vertices \(i = 1, 2, ..., n\) have been considered once.

- **Output:** \(G\)

**Definition 1:** Given three parameters \(n \in \mathbb{N}\) is the total number of vertices, \(k \in 2\mathbb{N}\) is the number of each vertex’s neighbor (degree), and \(p \in [0, 1]\) is the rewiring probability. Let \(SW(n, k, p)\) represents a small-world random graph model that is created by **Algorithm 1**.

**Note:** In this random graph, we assume \(n \gg k\) [3][10].
Figure 1.1: These visualizations are the examples of graphs with \( n = 12, k = 4 \), and the different \( p \) values, starting from \( p = 0 \) (a regular ring lattice on the left) to \( p = 1 \) (highly-disordered graph on the right). As \( p \) increases to 0.1, a small-world graph (middle) becomes more disordered with high clustering and low path length.

1.2 The Eigenvalue Distribution

When we create a small-world random graph, it is important to know how to study the eigenvalue distribution of the random graph. We begin with representing a small-world graph by the adjacency matrix and use the method of moments to primarily study the behavior of the eigenvalue distribution and properties of the small-world random graph.

1.2.1 Adjacency matrix of the graph

**Definition 2**: Let \( \{1, 2, ..., n\} \) be a set of vertices of the graph. The adjacency matrix \( A_n \) is the square \( n \times n \) matrix such that its elements are 1 or 0 based on if any two vertices are adjacent or not.

For \( i, j \in \{1, 2, ..., n\} \),

\[
A_{ij} = \begin{cases} 
1, & \text{the edge } \{i, j\} \text{ is in graph} \\
0, & \text{Otherwise}
\end{cases} \tag{1.1}
\]

**Define**: the notation \( \sim \) signifies the adjacency matrix being used to represent the random graph.

For instance, \( M \sim SW(n, k, p) \) means the adjacency matrix \( M \) represents the small-world random graph with given parameters \( n, k, p \).

For the small-world random graph, all edges on the graph are undirected. For any adjacency matrix \( A_n \sim SW(n, k, p) \), the entries \( A_{ij} = A_{ji} \) since an edge \( \{i, j\} \) is the same as \( \{j, i\} \).
Proposition 1. For the small-world random graph, let $A_n \sim SW(n, k, p)$ for $n, k, p$ are constants, then $A_n$ is symmetric.

Another observation is the diagonal entries $A_{ii} = 0$ for all $i \in \{1, 2, ..., n\}$ since the Algorithm 1 does not allow a self-loop.

Proposition 2. Let $A_n \sim SW(n, k, p)$. Then the diagonal entries of $A_n$ are all zero.

Based on Algorithm 1, we know that each vertex $i \in \{1, 2, ..., n\}$ can connect to exactly $k$ other neighbors for a regular ring lattice. By Definition 2, the sum of all entries of the adjacency matrix $A_n$ is $nk$. Since $A_n$ is symmetric, each entries $A_{ij}$ will be counted twice with $A_{ji}$. Thus, the total number of edges in the graph is half of the sum of all entries of $A_n$ ($\frac{nk}{2}$). After the rewiring process is done, the graph still has the same total number of edges because for every removal of an edge, an additional edge must be connected.

Proposition 3. Let $A_n \sim SW(n, k, p)$, then the sum of all entries in $A_n$ is $nk$ and the number of all edges is $\frac{nk}{2}$.

1.2.2 The method of moments

This subsection discusses the main method that we bring to study the eigenvalue distribution of the small-world random graph. In [8], Tao states the importance of the method of moments to prove the behavior and characteristics of the eigenvalue distribution. He also provides a formula to compute a general $l^{th}$ moment for $l \in \mathbb{N}$ as a starting point to study eigenvalues. Since we work on the case when the matrix is symmetric (see Proposition 1), so all eigenvalues are real numbers.

Define: the notation $\text{Tr}(M)$ means the trace of the square matrix $M$.

Let $A_n$ be the adjacency matrix of the random graph. Let $\lambda_1, \lambda_2, ..., \lambda_n \in \mathbb{R}$ be all eigenvalues of $A_n$. By the matrix identity in linear algebra, for any $l \in \mathbb{N}$, we have the equation

$$\text{Tr}(A_n^l) = \sum_{i=1}^{n} \lambda_i^l.$$
Since we need to study $\sum_{i=1}^{n} \lambda_i^l$ scaling by $n$, hence it follows that

$$\frac{1}{n} \text{Tr}(A_n^l) = \frac{1}{n} \sum_{i=1}^{n} \lambda_i^l.$$  

We take the expectation to the above equation, and we have

$$\mathbb{E}[\frac{1}{n} \text{Tr}(A_n^l)] = \mathbb{E}[\frac{1}{n} \sum_{i=1}^{n} \lambda_i^l].$$

By Tao's equation (2.70) in [8], we have

$$\mathbb{E}[\frac{1}{n} \text{Tr}(A_n^l)] = \frac{1}{n} \mathbb{E}[\text{Tr}(A_n^l)] = \frac{1}{n} \sum_{1 \leq i_1, \ldots, i_l \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_3}A_{i_3i_4} \ldots A_{i_{l-1}i_1}],$$

which is the sum over the expectation of the cycles of entries multiplication of length $l$, and scaling by $n$.

**Example 2:** The following formulas are the first three moments of the eigenvalue distribution of the adjacency matrix $A_n$, which are used in **Chapter 2** and **Chapter 3**.

The first moment of the adjacency matrix $A_n$ is

$$\mathbb{E}[\frac{1}{n} \text{Tr}(A_n)] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[A_{ii}].$$  

(1.2)

The second moment of the adjacency matrix $A_n$ is

$$\mathbb{E}[\frac{1}{n} \text{Tr}(A_n^2)] = \frac{1}{n} \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_1}].$$  

(1.3)

The third moment of the adjacency matrix $A_n$ is

$$\mathbb{E}[\frac{1}{n} \text{Tr}(A_n^3)] = \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_3}A_{i_3i_1}].$$  

(1.4)
Chapter 2

Main Results

This chapter discusses the main results of the first three moments of the eigenvalue distribution of the small-world random graph, $SW(n, k, p)$. The first section will show that a numerical simulation of the histogram represented the eigenvalue distribution is dependent on the parameters $n, k$ and $p$. The next two sections provide theorems about the first two moments and the limiting third moment as $n \to \infty$ of the eigenvalue distribution. In addition, there are tables compare actual values of moments and values from theorems.

2.1 The numerical simulation

Let $A_n \sim SW(n, k, p)$ with fixed values $n \in \mathbb{N}, k \in 2\mathbb{N}$, and $p \in [0, 1]$. After we convert the adjacency matrix $A_n$ from the small-world random graph with given parameters $n, k; p$, we compute all real eigenvalues. Then we use all eigenvalues to plot the histogram of the eigenvalue density. Finally, we observe and investigate the behaviors and characteristics of a given distribution when we vary all three parameters $n, k$, and $p$.

**Results:** Since the eigenvalues of each adjacency matrix $A_n$ are finite and contain the maximum and minimum values. The majority of curve density mostly lies within a finite interval between max and min values with mean zero, while other parts approach to zero. As the parameters $n, k$ and $p$ vary, the distributions look different and mostly skew to the right except for some particular values of $k, p$ that the graphs look symmetric with mean zero. If we fix the values $n, k$ but steadily increase $0 < p < 1$, the graph looks like a semicircle with a long tail on the right side and falling
to zero after the eigenvalue equal to \( k \). If we keep \( n \) large, \( p \) sufficiently small, and decrease \( k \) to two, the graph looks like a mixing of semicircle and some unknown curves. If we control \( n \) large, decrease \( k \) to two, and increase \( p \) to one, the graph seems to be symmetric or a semicircle. Likewise in [4], [6], and [11], all results are just observations and conjectures about the behavior of the distribution based on evidence from the histograms. We do not certainly know until we compute all moments of the eigenvalue distribution that this paper will do up to the third moment later in Chapter 3.

Figure 2.1: The histogram represents the eigenvalue distribution when \( n = 1000, k = 40, \) and \( p = 0.01 \). To observe its behaviour, it has a sharp peak around zero and oscillated tail as eigenvalue is greater than zero. (see more pictures in Chapter 4)

### 2.2 The first and second moments

The first moment of the eigenvalue distribution of the small-world random graph is always zero. In addition, the second moment is always a constant \( k \), which is the degree of each vertex (see Table 2.1).
Theorem 1. Given \( n \in \mathbb{N} \) is an arbitrary and \( \frac{k}{2} \in \mathbb{N} \) and \( p \in [0,1] \) are fixed. Let \( A_n \) be the adjacency matrix that represents the small-world random graph, \( A_n \sim SW(n,k,p) \). Then the following equations are true:

(1.) \( \frac{1}{n} \text{Tr}(A_n) = 0 \)

(2.) \( \frac{1}{n} \text{Tr}(A_n^2) = k. \)

The proof of Theorem 1 will be shown in Chapter 3.

2.3 The limiting third moment

After we simulate the eigenvalue distribution with respect to three parameters \( n,k,p \) and make a conjecture about the third moment, we found that by keeping \( k \) and \( p \) constant and letting \( n \) be large, the third moment will possibly depend on some number of the degree \( k \) and probability \( p \) (see Table 2.2). Moreover, this section leads to Theorem 2 about the limiting third moment of the eigenvalue distribution.

Theorem 2. Given \( n \in \mathbb{N} \) is an arbitrary and \( \frac{k}{2} \in \mathbb{N} \) and \( p \in [0,1] \) are fixed. Let \( A_n \) be the adjacency matrix that represents the small-world random graph, \( A_n \sim SW(n,k,p) \). Then,

\[
\lim_{n \to \infty} \mathbb{E}\left[ \frac{1}{n} \text{Tr}(A_n^3) \right] = \frac{3k(k-2)(1-p)^3}{4}.
\]

The proof of Theorem 2 will be shown in Chapter 3.

2.3.1 Small-world random graph when \( k = 2 \) and \( p = 1 \)

Based on Theorem 2, the limiting third moment will theoretically be zero if we choose a small degree \( k = 2 \) or a high probability \( p = 1 \). It corresponds to the values of the third moment shown in Table 2.2 that approach zero as \( k = 2 \) or \( p = 1 \). Since the third moment of the distribution is zero for such values of parameters \( k,p \) and \( n \) is large, the behavior of the graph looks like a symmetric graph.
Table 2.1: Table of the first and second moments with different values of $n, k$ and $p$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>$p$</th>
<th>$\frac{1}{n} Tr(A_n)$</th>
<th>$\frac{1}{n} Tr(A_n^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>0.1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>100</td>
<td>12</td>
<td>0.5</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>500</td>
<td>12</td>
<td>0.95</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>700</td>
<td>50</td>
<td>0.5</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
<td>0.25</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1500</td>
<td>8</td>
<td>0.25</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>2000</td>
<td>50</td>
<td>0.25</td>
<td>0</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2.2: Table of the third moment when $n$ varies, compared to the formula of the limiting third moment from Theorem 2.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>$p$</th>
<th>$\frac{3k(k-2)(1-p)^3}{4}$</th>
<th>$\frac{1}{n} Tr(A_n^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>4</td>
<td>0.25</td>
<td>2.53125</td>
<td>2.52</td>
</tr>
<tr>
<td>1000</td>
<td>4</td>
<td>0.25</td>
<td>2.53125</td>
<td>2.56</td>
</tr>
<tr>
<td>2000</td>
<td>4</td>
<td>0.25</td>
<td>2.53125</td>
<td>2.50</td>
</tr>
<tr>
<td>2500</td>
<td>6</td>
<td>0.35</td>
<td>4.94325</td>
<td>4.97520000000000009</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
<td>0.5</td>
<td>4.235364</td>
<td>4.2719999999999856</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>0.1</td>
<td>43.47</td>
<td>43.24</td>
</tr>
<tr>
<td>2000</td>
<td>10</td>
<td>0.1</td>
<td>43.47</td>
<td>43.58</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>0.25</td>
<td>0</td>
<td>2.928768338961163e-16</td>
</tr>
<tr>
<td>1500</td>
<td>2</td>
<td>0.5</td>
<td>0</td>
<td>2.995369803909556e-17</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>6.933367548324941e-16</td>
</tr>
</tbody>
</table>
Chapter 3

Proofs of the Main Theorems

This chapter is the most essential part of the paper. It provides the proofs of the main theorems about the first two moments and the limiting third moment as $n \to \infty$ of the eigenvalue distribution. We will use the method of moments (see Section 1.3.2) as a primary tool to prove Theorem 1 and Theorem 2.

3.1 Proof of Theorem 1

This section proves the first two moments of the eigenvalue distribution that are constants (see Section 2.2) for any value of the parameters $n, k,$ and $p$. It will be divided into subsections for precisely showing the computation of the first moment and the second moment.

Let $n \in \mathbb{N}$ be arbitrary and $p \in [0, 1], k \in 2\mathbb{N}$ are fixed. Suppose the adjacency matrix represents the Watts-Strogatz random graph, $A_n \sim SW(n, k, p)$. Then we consider the following:

1. The first moment

Proof. By the example (1.2) in Section 1.2.2, the algebraic formula of the first moment, which is the trace of $A_n$ scaled by $n$, is equivalent to the sum of diagonal entries of the matrix $A_n$ scaled by $n$. Hence,

$$
\frac{1}{n} \text{Tr}(A_n) = \frac{1}{n} \sum_{1 \leq i \leq n} A_{ii} = \frac{1}{n} (0) = 0
$$

(3.1)
In (3.2), it holds by Proposition 2. Therefore, it proves that \( \frac{1}{n} \text{Tr}(A_n) = 0 \).

2. The second Moment

Proof. We use the example (1.3) in Section 1.2.2 to compute the second moment. That is,

\[
\frac{1}{n} \text{Tr}(A_n^2) = \frac{1}{n} \sum_{1 \leq i_1, i_2 \leq n} A_{i_1 i_2} A_{i_2 i_1} = \frac{1}{n} \sum_{1 \leq i_1, i_2 \leq n} A_{i_1 i_2} A_{i_1 i_2},
\]

where the last equality holds by Proposition 1. Then,

\[
\frac{1}{n} \text{Tr}(A_n^2) = \frac{1}{n} \sum_{1 \leq i_1, i_2 \leq n} A_{i_1 i_2}^2 = \frac{1}{n} \sum_{1 \leq i_1, i_2 \leq n} A_{i_1 i_2},
\]

In (3.7), the result holds since the entries of \( A_n \) are either 1 or 0. In addition, we can observe in (3.4) that \( A_{i_1 i_2} = A_{i_2 i_1} \) since the edges \( \{i_1, i_2\} \) and \( \{i_2, i_1\} \) are the same.

Next, for \( 1 \leq i_1, i_2 \leq n \), we have

\[
\frac{1}{n} \text{Tr}(A_n^2) = \frac{1}{n} \sum_{i_1} \sum_{i_2} A_{i_1 i_2} = \frac{1}{n} \sum_{i_1} (A_{i_1 1} + ... + A_{i_1 n}).
\]

By Propositions 1 and 3, the sum of all entries of \( A_n \) is \( nk \). Therefore,

\[
\frac{1}{n} \text{Tr}(A_n^2) = \frac{1}{n} (2)(\frac{nk}{2}) = \frac{1}{n} (nk) = k.
\]

3.2 Proof of Theorem 2

This section will prove the limiting third moment of the eigenvalue distribution. Firstly, we use the equation (2.70) provided by Tao in [8] and the example (1.4) to compute the third moment. After we come up with a new formula of the third moment, we let \( n \) grows to infinity to consider the remaining expression that depends only on two parameters \( k \) and \( p \). However, since this section contains several cases, it is divided into many subsections of lemmas each with proofs. The final
proof of Theorem 2 at the end of the section will use all provided lemmas as main tools for the proof.

Let \( n \in \mathbb{N} \) be arbitrary. Let \( p \in [0, 1], k \in 2\mathbb{N} \) be fixed. Suppose \( A_n \sim SW(n, k, p) \) is the adjacency matrix of the small-world random graph.

**Lemma 4.**

\[
\mathbb{E} \left[ \frac{1}{n} \operatorname{Tr}(A_n^3) \right] = \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \text{distinct} \mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}].
\]

**Proof.** By Tao’s equation (2.70) on page 119 in [8] and the example (1.4) in Section 1.2.2, we have

\[
\mathbb{E} \left[ \frac{1}{n} \operatorname{Tr}(A_n^3) \right] = \mathbb{E} \left[ \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1} \right] = \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}].
\] (3.8)

We use Proposition 1 and the same reasoning in (3.7) about each entry of \( A_n \) are either 0 or 1 to simplify five possible cases of index values \( i_1, i_2, i_3 \) from (3.9).

1. For \( i_1 = i_2 \neq i_3 \),

\[
\mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_1 i_3} A_{i_3 i_1}] = \mathbb{E}[A_{i_1 i_1} A_{i_1 i_2} A_{i_1 i_3}] = \mathbb{E}[A_{i_1 i_1} A_{i_1 i_3}] = \mathbb{E}[A_{i_1 i_1} A_{i_1 i_1}].
\]

2. For \( i_1 \neq i_2 = i_3 \),

\[
\mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_1 i_2} A_{i_2 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_2 i_2} A_{i_1 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_2 i_2}] = \mathbb{E}[A_{i_1 i_2} A_{i_2 i_2}].
\]

3. For \( i_1 = i_2 \neq i_3 \),

\[
\mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_2 i_2} A_{i_1 i_2}] = \mathbb{E}[A_{i_1 i_2} A_{i_1 i_2} A_{i_1 i_1}] = \mathbb{E}[A_{i_1 i_2} A_{i_1 i_2}] = \mathbb{E}[A_{i_1 i_2} A_{i_1 i_1}].
\]

4. For \( i_1 = i_2 = i_3 \), \( \mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}] = \mathbb{E}[A_{i_1 i_1} A_{i_1 i_1} A_{i_1 i_1}] = \mathbb{E}[A_{i_1 i_1} A_{i_1 i_1}].
\]

5. For \( i_1, i_2, i_3 \) are distinct, we keep the same formula, which is \( \mathbb{E}[A_{i_1 i_2} A_{i_2 i_3} A_{i_3 i_1}] \).

Then the sum in equation (3.9) is factored into five different sums based on the five different
conditions of index values \(i_1, i_2, i_3\). Hence,
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \left( \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_1i_3}] + \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_3}A_{i_2i_3}] \right) + \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_1}] \]  
(3.10)
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \left( \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_1i_3}] + \sum_{1 \leq i_1 \leq n} \mathbb{E}[A_{i_1i_3}] \right) + \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_1}] \]  
(3.11)
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \left( \sum_{1 \leq i_1, i_2 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_3}A_{i_3i_1}] \right) \]  
(3.12)
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \left( \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \right) \]  
(3.13)
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \left( \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_3}A_{i_3i_1}] \right) \]  
(3.14)

The equation (3.14) holds true because of the same reasoning in (3.2). \(\square\)

**Lemma 5.** A new formula of the third moment of the eigenvalue distribution of the small-world random graph is
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1). \]

**Proof.** Since the random variable \(A_{ij}\) is either 0 or 1, it is the Bernoulli distribution. The expectation of the random variable is equal to the probability of the random variable itself. From the equation (3.14), it follows that
\[
\mathbb{E}\left[\frac{1}{n} \text{Tr}(A_n^3)\right] = \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{E}[A_{i_1i_2}A_{i_2i_3}A_{i_3i_1}] \]  
(3.15)
\[
= \frac{1}{n} \sum_{1 \leq i_1, i_2, i_3 \leq n} \mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1). \]  
(3.16)

\(\square\)

### 3.2.1 Notations

**Notation 1:** Given vertices \(i, j \in \{1, 2, ..., n\}\) and \(c \in \mathbb{N}\), we define the notation \(||i - j|| = c\) is the distance on the torus such that the minimum distance on the circle between vertices \(i\) and \(j\) is equal to \(c\), without considering the direction (upside or downside). In other words, the vertex \(j\)
is located $c$ vertices apart from the vertex $i$. For example, we let $n = 8$ and $k = 4$ with a set of vertices $\{1, 2, \ldots, 8\}$. Consider a ring lattice of 8 vertices starting from the vertex 1 to the vertex 8, the notation $||i - j|| = 2$, for $i = \text{vertex } 1$, $j = \text{vertex } 7$, means the minimum distance on torus between the vertex 1 and the vertex 7 is 2 apart between two vertices. Alternatively, we can think about if starting from the vertex 1, we need to jump two steps: first step from vertex 1 to vertex 8 and another step from vertex 8 to reach vertex 7.

**Notation 2:** Based on Lemma 5, the main sum of the probability is required to have all distinct vertices $i_1, i_2, i_3$ and the cycle of edges $\{i_1, i_2\}, \{i_2, i_3\}$ and $\{i_3, i_1\}$. There are four different cases of the vertex’s location on the torus that we must recognize the construction of such connected edges. For distinct vertices $i_1, i_2, i_3$ in the graph,

1. $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$. Each edge is constructed by two vertices where the distance between them is within $\frac{k}{2}$ apart. In the remaining part of the paper, we will call this configuration “all close.”

2. This case contains two close edges; each is constructed by two vertices where the distance between them is within $\frac{k}{2}$ apart from the other. However, the third edge has two vertices far from each other (the distance apart is more than $\frac{k}{2}$). For any vertex $i_1, i_2, i_3$, those are classified into this case if satisfying one of the possibilities:

   - $||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$
   - $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$
   - $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}$

   This configuration is called “one far.”

3. The third configuration is only one edge is constructed by two close vertices (the distance is within $\frac{k}{2}$ apart), while the other two edges have a far distance constructed vertices, where each edge is constructed by two vertices with more than $\frac{k}{2}$ distance apart. Likewise, it follows that

   - $||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$
• \(|i_1 - i_2| \leq \frac{k}{2}, |i_2 - i_3| > \frac{k}{2}, |i_3 - i_1| > \frac{k}{2}\)

• \(|i_1 - i_2| > \frac{k}{2}, |i_2 - i_3| \leq \frac{k}{2}, |i_3 - i_1| > \frac{k}{2}\)

This configuration is called “two far.”

4. All three edges are constructed by vertices, where each pair of vertices has the distance more than \( \frac{k}{2} \) apart. It follows that \(|i_1 - i_2| > \frac{k}{2}, |i_2 - i_3| > \frac{k}{2}, |i_3 - i_1| > \frac{k}{2}\). This configuration is called “all far.”

**Notation 3**: Let \( P_1 = \mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \) when the vertices \( i_1, i_2, i_3 \) satisfy all close configuration. \( P_2 = \max\{\mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)\} \) when the vertices \( i_1, i_2, i_3 \) satisfy one far configuration. \( P_3 = \max\{\mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)\} \) when the vertices \( i_1, i_2, i_3 \) satisfy two far configuration. \( P_4 = \max\{\mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)\} \) when the vertices \( i_1, i_2, i_3 \) satisfy all far configuration.

**Notation 4**: Let \( C_1 \) is defined to be the cardinality of the set \( \{(i_1, i_2, i_3) : 1 \leq i_1, i_2, i_3 \leq n \text{ distinct and all close configuration}\} \), \( C_2 \) is defined to be the cardinality of the set \( \{(i_1, i_2, i_3) : 1 \leq i_1, i_2, i_3 \leq n \text{ distinct and one far configuration}\} \), \( C_3 \) is defined to be the cardinality of the set \( \{(i_1, i_2, i_3) : 1 \leq i_1, i_2, i_3 \leq n \text{ distinct and two far configuration}\} \), \( C_4 \) is defined to be the cardinality of the set \( \{(i_1, i_2, i_3) : 1 \leq i_1, i_2, i_3 \leq n \text{ distinct and all far configuration}\} \).

**Notation 5**: In Section 3.2.2-3.2.4, we will use the notation of the vertex \( i \pm d \) for any \( d \) to represent \( i \pm d \) (mod n).

**Notation 6**: For any vertex \( i, j \) in \( SW(n, k, p) \) random graph. We define \( i \rightarrow j \) is the rewiring from vertex \( i \) to vertex \( j \). It means that after removing an edge \( \{i, i + d\} \) for a particular \( d \in \{1, 2, ..., \frac{k}{2}\} \) with the probability \( p \), an edge \( \{i, j\} \) is then connected, for some vertex \( j \) from randomly choosing from a vertex set \( \{1, 2, ..., n\}\setminus\{i-\frac{k}{2}, ..., i-1, i, i+1, ..., i+\frac{k}{2}\} \cup \mathbb{N}(i)\).

Also, we define \( id \rightarrow j \) for a specific \( d \in \{1, 2, ..., \frac{k}{2}\} \) is the edge \( \{i, i + d\} \) gets rewired to a new edge \( \{i, j\} \). In other words, it means, with the probability \( p \), the edge \( \{i, i + d\} \) gets rewired and be replaced by the edge \( \{i, j\} \).
Lemma 6. By Notations 2-4, we have the third moment formula

\[
\mathbb{E}\left[ \frac{1}{n} \text{Tr}(A_n^3) \right] = \frac{1}{n} \left[ C_1 P_1 + O(C_2 P_2) + O(C_3 P_3) + O(C_4 P_4) \right].
\]

Proof. Without the loss of generality, we consider the bound of all probabilities for each configuration. The **all close** configuration contains exactly one case when the distance between each pair of two vertices is within \( \frac{k}{2} \) apart from each other. The permutation of vertices \( i_1, i_2, i_3 \) in this configuration gives the same probability \( P_1 \) and \( C_1 \) (see Section 3.2.3). However, the permutations for other configurations give different probabilities. We must bound the probabilities for each configuration with the maximum of the probabilities of the vertex permutation in a particular configuration \( P_1 \), for \( i = 2, 3, 4 \) (see Section 3.2.2). For each configuration, we compute the sum of all probabilities of all vertex permutation by using the bound of the product of the maximum probability \( P_1 \) and the number of all permutations \( C_i \) (see Section 3.2.3). It follows that

\[
\sum_{i \text{ configuration}} P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \leq O(C_1 \cdot P_1),
\]

where \( i = 2 \) configuration means **one far** configuration, \( i = 3 \) configuration means **two far** configuration, and \( i = 4 \) configuration means **all far** configuration. Thus, by Lemma 5

\[
\mathbb{E}\left[ \frac{1}{n} \text{Tr}(A_n^3) \right] = \frac{1}{n} \sum_{1 \leq i_1 < i_2 < i_3 \leq n} P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)
\]

\[
= \frac{1}{n} \left( \sum_{\text{all close}} P_1 + \sum_{\text{one far}} P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \right)
\]

\[
+ \sum_{\text{two far}} P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) + \sum_{\text{all far}} P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)
\]

\[
= \frac{1}{n} \left[ C_1 P_1 + O(C_2 P_2) + O(C_3 P_3) + O(C_4 P_4) \right].
\]

\[\square\]

3.2.2 The Computation of the probabilities

This subsection provides the computation of the probabilities \( P_1, P_2, P_3, \) and \( P_4 \). In general, since all permutation of three vertices can rearrange to have a new order of vertices \( i_1 < i_2 < i_3 \),
we will consider only the case that all vertices \(i_1, i_2, i_3\) are located orderly in the random graph. Each configuration contains at least one condition. When we assign three vertices \(i_1, i_2, i_3\), these will satisfy one of the conditions in four configurations.

1. **\(P_1\) with the case all close configuration**

Let \(i_1, i_2, i_3\) be vertices on the \(SW(n, k, p)\) random graph. These vertices are classified as all close configuration. The construction of this configuration follows that

- Starting at vertex \(i_1\), we need to connect an edge \(\{i_1, i_2\}\) such that \(|i_1 - i_2| \leq \frac{k}{2}\). This edge \((A_{i_1i_2} = 1)\) already exists without the rewiring. So, we keep this edge non-rewiring with the probability \(P(A_{i_1i_2} = 1) = 1 - p\).

- Then we recognize at vertex \(i_2\) and consider an edge \(\{i_2, i_3\}\) such that the distance \(|i_2 - i_3| \leq \frac{k}{2}\). The event \(A_{i_2i_3} = 1\) happens if the edge does not rewire. So, we have \(P(A_{i_2i_3} = 1) = 1 - p\).

- Finally, from vertex \(i_3\) there is an edge \(\{i_3, i_1\}\) with \(|i_3 - i_1| \leq \frac{k}{2}\) to connect to \(i_1\) again.

The probability to have this edge is equal to \(P(A_{i_3i_1} = 1) = 1 - p\).

**Lemma 7.** For distinct vertices \(i_1, i_2, i_3\) on the \(SW(n, k, p)\) random graph such that those vertices satisfy the case all close configuration. The probability \(P_1 = P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) = (1 - p)^3\).

**Proof.** Let the vertices \(i_1, i_2, i_3\) be distinct vertices. We need to find the probability that \(\{i_1, i_2\}, \{i_2, i_3\},\) and \(\{i_3, i_1\}\) are in the random graph. Based on above computation of the probability for the connection of three edges and the independent events of \(A_{i_1i_2} = 1, A_{i_2i_3} = 1,\) and \(A_{i_3i_1} = 1\) to keep each edge does not rewire, therefore, \(P_1 = P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) = P(A_{i_1i_2} = 1) \cdot P(A_{i_2i_3} = 1) \cdot P(A_{i_3i_1} = 1) = (1 - p)^3\). \(\square\)

2. **\(P_2\) with the case one far configuration**

This part mainly demonstrates the proof of the probability when the vertices satisfy the case one far configuration. By Lemma 6, we only care about the bound of all probabilities of the
vertices in this configuration. We choose the distinct vertices $i_1, i_2, i_3$ in the small-world random graph. We assume that those vertices satisfy $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}$ and $||i_3 - i_1|| > \frac{k}{2}$. Suppose an edge $\{i_1, i_3\}$ is the only far edge with the distance on the torus between them greater than $\frac{k}{2}$ apart from each other, and the other edges $\{i_1, i_2\}, \{i_2, i_3\}$ are constructed by a close distance of any two vertices. We know that there exists two possibilities to rewire and get a new edge $\{i_1, i_3\}$ which are the rewiring from vertex $i_1 \rightarrow i_3$ or rewiring from vertex $i_3 \rightarrow i_1$.

**Define:** the notation $\mathbb{P}(i_1 \xleftarrow{d} i_3 | l)$ is the conditional probability of $d^{th}$ downside neighbor of vertex $i_1$ rewires to vertex $i_3$, given that $l$ vertices already rewired to vertex $i_1$.

**Lemma 8.** Let $n \in \mathbb{N}$ be an arbitrary number of vertices, $k \in 2\mathbb{N}$ be the degree, and $p \in [0, 1]$. For any vertex $i_1, i_3$ in the SW$(n, k, p)$ random graph such that $i_1 < i_3$, those vertices satisfy the condition $||i_3 - i_1|| > \frac{k}{2}$. Let $l \leq \frac{n}{2}$ be the number of rewirings from some vertices $j < i_1$ to vertex $i_1$. For any $d \in \{1, 2, ..., \frac{k}{2}\}$, it follows that the probabilities $\mathbb{P}(i_1 \xleftarrow{d} i_3 | l) = O_k(\frac{1}{n})$ and $\mathbb{P}(i_3 \xleftarrow{d} i_1 | l) = O_k(\frac{1}{n})$.

**Proof.** Consider the probability of rewiring from $i_1 \rightarrow i_3$, we let there exist $l$ vertices already rewired to vertex $i_1$. In this proof, we only care the case $l \leq \frac{n}{2}$. We know that the vertex $i_1$ contains $\frac{k}{2}$ downside edges. Due to the rewiring process, each edge $\{i_1, i_1 + d\}$ for $d = \{1, ..., \frac{k}{2}\}$ could possibly be replaced by the edge $\{i_1, i_3\}$.

- $d = 1$, the edge $\{i_3, i_3 + 1\}$ is rewired with the probability $p$ and there exists $n - k - 1 - l$ (not vertex $i_3$, other $k$ neighborhood edges, and $l$ previous rewirings) choices for uniformly choosing vertex $i_1$ at random. We know $N(i_3) = \{i_3 - \frac{k}{2}, ..., i_3 - 1, i_3 + 1, ..., i_3 + \frac{k}{2} \pmod n\}$ since no edges $(i_3, i_3 + v')$ for $v' = 1, ..., \frac{k}{2}$ get rewired yet. Thus,

$$
\mathbb{P}(i_3 \xleftarrow{1} i_1 | l) = \frac{p}{n - k - 1 - l}
$$

- $d = 2$, the edge $\{i_3, i_3 + 2\}$ is rewired with the probability $p$. There two cases to consider whether or not the previous edge $\{i_3, i_3 + 1\}$ is rewired to vertex not $i_1$.

$$
\mathbb{P}(i_3 \xleftarrow{2} i_1 | l) = \mathbb{P}(i_3 \xleftarrow{2} i_1, \text{but } \{i_3, i_3 + 1\} \text{ non-rewiring}) + \mathbb{P}(i_3 \xleftarrow{2} i_1, \text{but } i_3 + 1 \not\leftrightarrow i_1)
$$
With the probability $1 - p$, we consider the edge $\{i_3, i_3 + 1\}$ is non-rewiring. Then $\{i_3, i_3 + 2\}$ rewires with the probability $p$ to vertex $i_1$ with $n - k - 1 - l$ choices uniformly choosing at random.

In addition, if $\{i_3, i_3 + 1\}$ is already rewired with the probability $p$ to some vertex not $i_1$, there are $n - k - 2 - l$ choices (not $i_1$, its neighbors, and $l$ previous rewirings) out of $n - k - 1 - l$ to uniformly be chosen. Finally, $\{i_3, i_3 + 2\}$ is rewired to vertex $i_1$ with $n - k - 2 - l$ choices left. Thus,

$$P(i_3 \rightarrow i_1 | l) = (1 - p) \cdot \frac{p}{n - k - 1 - l} + \frac{(n - k - 2 - l)p}{n - k - 1 - l} \cdot \frac{p}{n - k - 2 - l}$$

$$= \frac{p}{n - k - 1 - l} \cdot (1 - p + p)$$

The last equality holds by the simplification.

- Let $d \in \{1, 2, ..., \frac{k}{2}\}$, there are $d$ different cases to consider. We start with all edges $\{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, ..., \{i_1, i_1 + (d - 1)\}$ that do not rewire with the probability $(1 - p)^{d-1}$. Then an edge $\{i_1, i_1 + d\}$ gets rewired to $i_3$ by uniformly choosing $n - k - 1 - l$ choices (not $i_1$, its neighbors, and other previous $l$ vertices). In the second case, we have ${d-1 \choose 1}$ ways to pick one edge from $\{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, ..., \{i_1, i_1 + (d - 1)\}$ to rewire with the probability $p$ to vertex not $i_3$ by choosing $n - k - 2 - l$ choices out of $n - k - 1 - l$. We keep the remaining edges non-rewiring with the probability $(1 - p)^{d-2}$ before $\{i_1, i_1 + d\}$ is rewired to $i_3$ by uniformly choosing $n - k - 2 - l$ choices (not the first rewiring vertex, its neighbors, and other previous $l$ vertices). The third step begins with ${d-1 \choose 2}$ ways to pick two edges from $\{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, ..., \{i_1, i_1 + (d - 1)\}$ to be rewired. The first chosen edge gets rewired by choosing a random vertex not $i_3$ and previous $l$ vertices with $n - k - 2 - l$ choices out of $n - k - 1 - l$, and the second one gets rewired by choosing another random vertex with $n - k - 3 - l$ choices (not $i_3$, its neighbors, the first rewiring vertex, and previous $l$ vertices) out of $n - k - 2 - l$. We keep the remaining edges non-rewiring with the probability $(1 - p)^{d-3}$, and then $\{i_1, i_1 + d\}$ is rewired by uniformly choosing $i_3$ from the remaining $n - k - 3 - l$ choices. It continues the same procedure for computing the probability until all chosen $(d - 1)$ edges from $\{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, ..., \{i_1, i_1 + (d - 1)\}$ get rewired. Finally, the last edge $\{i_1, i_1 + d\}$ is rewired with the probability $p$ by uniformly choosing vertex $i_3$
from the remaining \( n - k - \frac{k}{2} - l \) choices. Therefore, we have the conditional probability

\[
\mathbb{P}(i_1 \xrightarrow{d} i_3 \mid l) = \mathbb{P}(i_1 \xrightarrow{d} i_3, \text{but } \{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, \ldots, \{i_1, i_1 + (d - 1)\} \text{ non-rewiring}) \\
+ \mathbb{P}(i_1 \xrightarrow{d} i_3, \text{but only one edge rewires to not } i_3) \\
+ \mathbb{P}(i_1 \xrightarrow{d} i_3, \text{but two edges rewire to not } i_3) + \ldots \\
+ \mathbb{P}(i_1 \xrightarrow{d} i_3, \text{but all } (d - 2) \text{ edges rewire to not } i_3) \\
+ \mathbb{P}(i_1 \xrightarrow{d} i_3, \text{but } \{i_1, i_1 + 1\}, \{i_1, i_1 + 2\}, \ldots, \{i_1, i_1 + (d - 1)\} \text{ rewire to not } i_3)
\]

\[
= \binom{d-1}{0} (1-p)^{d-1} \cdot \frac{p}{n-k-1-l} + \binom{d-1}{1} (1-p)^{d-2} \cdot \frac{(n-k-2-l)p}{n-k-1-l} \cdot \frac{p}{n-k-2-l} \\
+ \binom{d-1}{2} (1-p)^{d-3} \cdot \frac{(n-k-2-l)p}{n-k-1-l} \cdot \frac{(n-k-3-l)p}{n-k-2-l} \cdot \frac{p}{n-k-3-l} + \ldots \\
+ \binom{d-1}{d-2} (1-p) \cdot \frac{(n-k-2-l)p}{n-k-1-l} \cdot \frac{(n-k-3-l)p}{n-k-2-l} \ldots \frac{(n-k-(\frac{k}{2}-1)-l)p}{n-k-(\frac{k}{2}-2)-l} \cdot \frac{p}{n-k-(\frac{k}{2}-1)-l} \\
+ \binom{d-1}{d-1} \frac{(n-k-2-l)p}{n-k-1-l} \cdot \frac{(n-k-3-l)p}{n-k-2-l} \ldots \frac{(n-k-(\frac{k}{2}-1)-l)p}{n-k-(\frac{k}{2}-2)-l} \cdot \frac{p}{n-k-(\frac{k}{2}-1)-l} \\
= \left(\frac{p}{n-k-1-l}\right) \left[ \binom{d-1}{0} (1-p)^{d-1} + \binom{d-1}{1} (1-p)^{d-2}p + \binom{d-1}{2} (1-p)^{d-3}p^2 + \ldots \right] \\
+ \binom{d-1}{d-2} (1-p)p^{d-2} + \binom{d-1}{d-1} p^{d-1} \\
= \left(\frac{p}{n-k-1-l}\right) \left( \sum_{j=0}^{d-1} \binom{d-1}{j} (1-p)^{d-1-j}p^j \right) \\
\leq \left(\frac{1}{n-k-1-l}\right) \left( \sum_{j=0}^{d-1} \binom{d-1}{j} (1-p)^{d-1-j}p^j \right) \\
= O_k\left(\frac{1}{n}\right), \text{ since } l \leq \frac{n}{2}.
\]

Since the rewiring \( i_3 \xrightarrow{d} i_1 \) given that there exist some \( l \leq \frac{n}{2} \) previous edges rewired to vertex \( i_3 \) (not \( i_1 \) itself), it can be done by rewiring from one of \( i_3 \)'s downside neighbors to some vertex choosing uniformly with the constraint \( l \). Since we relax the number of the previous rewirings to \( i_3 \) with the extreme range of \( l \leq \frac{n}{2} \), the computation can exclude the case that there exists the rewiring \( i_1 \rightarrow i_3 \) by the time the vertex \( i_3 \) is considered. Hence, it follows the same computation as
the rewiring from $i_1 \xrightarrow{d} i_3$. The probability has the same bound which is $P(i_3 \xrightarrow{d} i_1 | l) = O_k(\frac{1}{n})$. \qed

**Lemma 9.** Let $i_1, i_3$ be vertices in the $SW(n,k,p)$ random graph which $i_1 < i_3$ and $||i_1 - i_3|| > \frac{k}{2}$. The probabilities $P(i_1 \rightarrow i_3) = O_k(\frac{1}{n})$ and $P(i_3 \rightarrow i_1) = O_k(\frac{1}{n})$.

**Proof.** Let $i_1, i_3$ be distinct vertices on the $SW(n,k,p)$ random graph. We will consider the case $i_1 \rightarrow i_3$, and then we will use the same computation to come up with the probability of $i_3 \rightarrow i_1$. Let $l$ be the number of previous rewirings to vertex $i_1$. In this proof, we try to avoid some complicated computation by having a bound of $0 \leq l \leq n$. We consider

$$P(i_1 \xrightarrow{d} i_3) = \sum_{t=0}^{n} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t)$$

$$= \sum_{t=0}^{\frac{n}{2}} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t) + \sum_{t=\frac{n}{2}+1}^{n} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t).$$

By Lemma 8, when $0 \leq l \leq \frac{n}{2}$, the probability $P(i_1 \xrightarrow{d} i_3 | l = t)$ is bounded by $O_k(\frac{1}{n})$. It makes the term $\sum_{t=0}^{\frac{n}{2}} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t)$ have the same bound. However, if $l \geq \frac{n}{2} + 1$, the second term $\sum_{t=\frac{n}{2}+1}^{n} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t)$ will be bounded by the probability $P(l \geq \frac{n}{2} + 1)$. It follows that

$$P(i_1 \xrightarrow{d} i_3) \leq \sum_{t=0}^{\frac{n}{2}} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t) + \sum_{t=\frac{n}{2}+1}^{n} P(i_1 \xrightarrow{d} i_3 | l = t) \cdot P(l = t)$$

$$\leq O_k(\frac{1}{n}) + \sum_{t=\frac{n}{2}+1}^{n} P(l = t).$$

In addition, the probability $P(l = t)$ is computed by a bound. We start computing the combination of choosing $l = t$ options from $n$ options to rewire to vertex $i_1$ before this vertex is considered in the rewiring process. If we have $l \geq \frac{n}{2} + 1$, the vertex $i_1$ may be close to vertex $n$. The rewiring algorithm does not allow to choose a new vertex that lies within $k$ neighbors. Hence, the closest vertex $j$ that can be rewired to vertex $i_1$ cannot be too close to $i_1$. In order to simplify the computation, we ignore all upside $\frac{n}{4}$ neighbors of $i_1$.

Since we assume that $l \geq \frac{n}{2} + 1$, we must carefully consider the proper bound of the probability. In order to have the bound, we need to compute the worst case of location of vertex $i_1$ for some number of $l$. Since we ignore all $\frac{n}{4}$ upside neighbors of $i_1$, we have at least $\frac{n}{4}$ all connections to
Each rewiring to vertex $i_1$ has the probability $\frac{1}{n-k-1-l}$ for the number $l \leq \frac{n}{2}$ vertices already rewired to vertex $i_1$. To compute a bound of this fraction, we know that there exists some number $c \in \mathbb{R}$ such that $\frac{1}{n-k-1-l} \leq \frac{c}{n}$. Since there are at least $\frac{n}{4}$ vertices rewire to vertex $i_1$ and the rewirings are independent, it follows that

$$\mathbb{P}(l = t) \leq \binom{n}{t} \cdot \left(\frac{c}{n}\right)^{\frac{n}{4}}.$$  

Hence,

$$\mathbb{P}(i_1 \xrightarrow{d} i_3) \leq O_k\left(\frac{1}{n}\right) + \sum_{t=\frac{n}{4}+1}^n \binom{n}{t} \cdot \left(\frac{c}{n}\right)^{\frac{n}{4}}.$$  

By the Binomial Theorem, it follows that

$$\mathbb{P}(i_1 \xrightarrow{d} i_3) \leq O_k\left(\frac{1}{n}\right) + 2^n \cdot \left(\frac{c}{n}\right)^{\frac{n}{4}} \leq O_k\left(\frac{1}{n}\right) + O_k\left(\frac{1}{n^3}\right) \leq O_k\left(\frac{1}{n}\right).$$

For $1 \leq d \leq \frac{k}{2}$, a particular downside $d^{th}$ neighbor of $i_1$ can rewire to vertex $i_3$. Thus, we have the probability

$$\mathbb{P}(i_1 \rightarrow i_3) = \sum_{d=1}^{\frac{k}{2}} \mathbb{P}(i_1 \xrightarrow{d} i_3) = \left(\frac{k}{2}\right) \cdot O_k\left(\frac{1}{n}\right) \leq O_k\left(\frac{1}{n}\right).$$

Similarly, we use a bound of the probability of rewiring given that $0 \leq l \leq n$. The rewiring $i_3 \rightarrow i_1$, follows the same computation as $i_1 \rightarrow i_3$. Thus we have the probability $\mathbb{P}(i_3 \rightarrow i_1) = O_k\left(\frac{1}{n}\right)$ as well. □

**Lemma 10.** Let $i_1, i_2, i_3$ be distinct vertices in $SW(n, k, p)$ random graph. Suppose three vertices satisfy the condition $||i_1 - i_2|| \leq \frac{k}{2}$ and $||i_1 - i_3|| > \frac{k}{2}$, then it follows that the probability

$$\mathbb{P}(i_1 \rightarrow i_3, \text{given an edge } \{i_1, i_2\} \text{ non-rewiring}) = O_k\left(\frac{1}{n}\right).$$

**Proof.** To compute the probability of rewiring from $i_1 \rightarrow i_3$ but given the edge $\{i_1, i_2\}$ is non-rewiring, we consider that there exist $\frac{k}{2} - 1$ edges out of $\frac{k}{2}$ to possibly be rewired to $i_3$ because we need to keep one edge $\{i_1, i_2\} = \{i_1, v'\}$ non-rewiring for a chosen vertex $v' \in \{i_1 + 1, \ldots, i_1 + \frac{k}{2}\}$. Let $l$ be the number of vertices that rewired to vertex $i_1$. With a similar computation from Lemma 8, if one of the downside neighborhood edges of vertex $i_1$ (includes an edge $\{i_1, i_2\}$) can be rewired
to vertex $i_3$ with a far distance on the torus between $i_1, i_3 (\geq \frac{k}{2})$, the conditional probability $\mathbb{P}(i_1 \rightarrow d \rightarrow i_3 | l) = O_k(\frac{1}{n})$. By Lemma 9, the probability $\mathbb{P}(i_1 \rightarrow d \rightarrow i_3) = O_k(\frac{1}{n})$. Since not all downside neighborhood edges of $i_1$ have a chance to be rewired to vertex $i_3$ (need to keep an edge $\{i_1, i_2\}$ non-rewiring), it comes up with a smaller probability of the rewiring $i_1 \rightarrow d \rightarrow i_3$. It follows that

$$\mathbb{P}(i_1 \rightarrow i_3, \text{given an edge } \{i_1, i_2\} \text{ non-rewiring}) = \sum_{d=1}^{\frac{k}{2}} \mathbb{P}(i_1 \rightarrow d \rightarrow i_3 | \{i_1, i_2\} \text{ non-rewiring}) \leq \sum_{d=1}^{\frac{k}{2}} \mathbb{P}(i_1 \rightarrow d \rightarrow i_3) \leq O_k(\frac{1}{n}).$$

\[\square\]

**Lemma 11.** Given the case one far configuration. Let $i_1, i_2, i_3$ be distinct vertices on the $SW(n, k, p)$ random graph satisfies one of the following three conditions;

1. $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}$

2. $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$

3. $||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2}$

Then the probability $P_2 = O_k(\frac{1}{n})$.

**Proof.** Let $P_{2,i}$ be a maximum probability of the above condition $i$ for one far configuration. We will prove the probability bound $P_{2,1}$ and then use the result to come up with others probabilities $P_{2,2}$ and $P_{2,3}$. First, we choose the vertices $i_1, i_2, i_3$ that satisfy $||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}$. We assume those vertices give a maximum probability of the first condition of one far configuration. We keep two edges $\{i_1, i_2\}, \{i_2, i_3\}$ non-rewiring and rewire an edge from either $i_1$ neighbor or $i_3$ neighbor to a new edge $\{i_1, i_3\}$. To construct the edge $\{i_1, i_3\}$, we start with two possibilities for rewiring, which are the rewiring $i_1 \rightarrow i_3$ or $i_3 \rightarrow i_1$. We know that the probabilities will be different depending on where the vertices are in the small-world random graph.
It is easier for this computation because we will use a bound for the probability. Hence,

\[
P_{2,1} = P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)
= P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, i_1 \to i_3) + P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, i_3 \to i_1)
\]

The event \(A_{i_2i_3} = 1\) is independent from \(A_{i_1i_2} = 1\) and \(i_1 \to i_3\), and the event \(i_3 \to i_1\) is independent from \(A_{i_1i_2} = 1, A_{i_2i_3} = 1\). Thus,

\[
P_{2,1} = P(A_{i_2i_3} = 1) \cdot P(A_{i_1i_2} = 1, i_1 \to i_3) + P(A_{i_2i_3} = 1) \cdot P(i_3 \to i_1)
= P(A_{i_2i_3} = 1) \cdot P(i_1 \to i_3 | A_{i_1i_2} = 1) \cdot P(A_{i_1i_2} = 1) + P(A_{i_1i_2} = 1, A_{i_2i_3} = 1) \cdot P(i_3 \to i_1)
\]

By Lemmas 9 and 10, the probability

\[
P_{2,1} \leq (1 - p)^2 \cdot O_k\left(\frac{1}{n}\right) + (1 - p)^2 \cdot O_k\left(\frac{1}{n}\right) \leq (2) O_k\left(\frac{1}{n}\right) = O_k\left(\frac{1}{n}\right).
\]

For the second condition, \(\{i_2, i_3\}\) is the only far edge that can be rewired from either vertex \(i_2\) or \(i_3\). This gives us two close edges \(\{i_1, i_2\}, \{i_3, i_1\}\) with probability \((1 - p)^2\). In this situation, we can only consider the probability for rewiring of far edge \(\{i_2, i_3\}\). By Lemma 9, since \(|i_2 - i_3| > \frac{k}{2}\), the probability bound is \(P(i_2 \to i_3) = O_k\left(\frac{1}{n}\right)\). Moreover, we know that \(|i_3 - i_1| \leq \frac{k}{2}\) and \(|i_3 - i_2| > \frac{k}{2}\). We can conclude from Lemma 10 that the probability \(P(i_3 \to i_2 | \{i_3, i_1\} \text{non-rewiring}) = O_k\left(\frac{1}{n}\right)\). Thus, the probability \(P_{2,2} = \max\{P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) | i_1, i_2, i_3 \text{ satisfy second condition}\} = O_k\left(\frac{1}{n}\right)\).

The third condition follows the same computation as the first and second. We have \(|i_1, i_2| > \frac{k}{2}\), \(|i_2 - i_3| \leq \frac{k}{2}\), and \(|i_3 - i_1| \leq \frac{k}{2}\). By Lemmas 9 and 10, it shows that the probability \(P_{2,3} = \max\{P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) | i_1, i_2, i_3 \text{ satisfy third condition}\} = O_k\left(\frac{1}{n}\right)\). Since three probabilities have the same bound, we conclude that the probability of one far configuration is \(P_2 = \max\{P_{2,1}, P_{2,2}, P_{2,3}\} = O_k\left(\frac{1}{n}\right)\).

3. \(P_3\) with the case two far configuration

This part illustrates the proof of the case two far configuration. We mainly focus on the condition \(|i_1 - i_2| \leq \frac{k}{2}, |i_2 - i_3| > \frac{k}{2}\) and \(|i_3 - i_1| > \frac{k}{2}\) for distinct vertices \(1 \leq i_1 < i_2 < i_3 \leq n\) in
the $SW(n, k, p)$ random graph. In addition, we use the same computing idea from this condition to prove that the same bound holds with all three conditions (see the last lemma in Subsection 3).

We assume that the edge $\{i_1, i_2\}$ is the only close edge being constructed by the vertices $i_1, i_2$ with a close distance on the torus ($\leq \frac{k}{2}$ apart). The other edges $\{i_2, i_3\}$ and $\{i_3, i_1\}$ are constructed by two far distance vertices ($> \frac{k}{2}$ apart). This section provides two lemmas about the rewiring either from vertex $i_3 \rightarrow i_1$ or $i_3 \rightarrow i_2$ separately, and the rewiring from vertex $i_3 \rightarrow i_1$ and $i_3 \rightarrow i_2$ together after the random graph is created.

**Lemma 12.** Let $n \in \mathbb{N}$ be an arbitrary number of vertices, $k \in 2\mathbb{N}$ be the degree, and $p \in [0, 1]$. For any distinct vertex $i_1, i_2, i_3$ in the $SW(n, k, p)$ random graph, those vertices satisfy the condition $||i_2 - i_3|| > \frac{k}{2}$ and $||i_3 - i_1|| > \frac{k}{2}$. Let $l \leq \frac{n}{2}$ be the number of previous rewiring edges to vertex $i_3$. For any $d \in \{1, 2, ..., \frac{k}{2}\}$, it follows that the probabilities $\mathbb{P}(i_3 \xrightarrow{d} i_1 | l) = O_k(\frac{1}{n})$ and $\mathbb{P}(i_3 \xrightarrow{d} i_2 | l) = O_k(\frac{1}{n})$.

**Proof.** In this proof, we compute only the case $i_3 \rightarrow i_1$. We will show that even though the permutation of vertices gives a different probability, each has the same bound of the probability. The rewiring $i_3 \rightarrow i_1$ can be done by a downside edge $d$ of $i_3$ neighbors for $d \in \{1, 2, ..., \frac{k}{2}\}$. We start the proof with $d = 1, 2$ to demonstrate the pattern of the general term $d$ that will be shown in the last part of this proof. Thus,

- $d = 1$; with the probability $p$, the edge $\{i_3, i_3 + 1\}$ is rewired. We know that no other edges on the downside of vertex $i_3$ get rewired yet. There exist $n - k - 1 - l$ choices (not vertex $i_3$, other $k$ neighbors, and $l$ previous rewirings) for uniformly choosing vertex $i_1$ at random. Since it can possibly rewire to vertex $i_2$, we must eliminate the option of choosing vertex $i_2$. We only have $n - k - 2 - l$ choices left. Hence,

$$\mathbb{P}(i_3 \xrightarrow{1} i_1 | l) = \frac{p}{n - k - 2 - l}.$$  

- $d = 2$; we divide the computing to two cases, which are the edge $\{i_3, i_3 + 1\}$ is non-rewiring
and was already rewired to some vertex not $i_1$.

\[ \mathbb{P}(i_3 \xrightarrow{2} i_1 | l) = \mathbb{P}(i_3 \xrightarrow{2} i_1, \text{but } \{i_3, i_3 + 1\} \text{ non-rewiring}) + \mathbb{P}(i_3 \xrightarrow{2} i_1, \text{but } i_3 + 1 \not\rightarrow i_1). \]

In the first case, an edge $\{i_3, i_3 + 1\}$ is no rewiring with the probability $1 - p$. Then an edge $\{i_3, i_3 + 2\}$ gets rewired with the probability $p$, and there exist $n - k - 2 - l$ choices (not $i_3, i_2$, other $k$ neighbors, and $l$ previous rewirings) for uniformly choosing vertex $i_1$ at random. Second, an edge $\{i_3, i_3 + 1\}$ was already rewired to some vertex not $i_1$ with the rewiring probability $p$. It uniformly chooses some vertex

\[ j \in \{1, 2, \ldots, n\} \setminus (\{i_3 - \frac{k}{2}, \ldots, i_3 - 1, i_3, i_3 + 1, \ldots, i_3 + \frac{k}{2}\} \cup \{i_1, i_2\}) \]

at random with the probability $\frac{n - k - 3}{n - k - 1}$. Then, an edge $\{i_3, i_3 + 2\}$ rewires with the probability $p$, and there exist $n - k - 3$ choices such that

\[ i_1 \in \{1, 2, \ldots, n\} \setminus (\{i_3 - \frac{k}{2}, \ldots, i_3 - 1, i_3, i_3 + 1, \ldots, i_3 + \frac{k}{2}\} \cup \{i_2, j\}) \]

for uniformly choosing vertex $i_1$ at random. Thus,

\[ \mathbb{P}(i_3 \xrightarrow{2} i_1 | l) = \binom{1}{0} (1 - p) \cdot \frac{p}{n - k - 2 - l} + \binom{1}{1} \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{p}{n - k - 3 - l} \]

\[ = \binom{1}{0} (1 - p) \cdot \frac{p}{n - k - 2 - l} + \binom{1}{1} \frac{p^2}{n - k - 1 - l}. \]

Similarly, for the general $d \in \{1, 2, \ldots, \frac{k}{2}\}$. We assume that an edge $\{i_3, i_3 + d\}$ gets rewired to $i_1$. It is divided into $d$ different possible cases. First, all previous $d - 1$ edges ($\{i_3, i_3 + 1\}, \{i_3, i_3 + 2\}, \ldots, \{i_3, i_3 + (d - 1)\}$) are non-rewiring with the probability $(1 - p)^{d-1}$, and an edge $\{i_3, i_3 + d\}$ rewires with the probability $p$ and there exist $n - k - 2 - l$ choices (not $i_2$, other $k$ neighbors, and $l$ previous rewirings to $i_3$) to uniformly choose vertex $i_1$ at random. Then, we consider the case that the graph has only one previous edge from $\{\{i_3, i_3 + 1\}, \{i_3, i_3 + 2\}, \ldots, \{i_3, i_3 + (d - 1)\}\}$ to be rewired to vertex not $i_1$. With the probability $p$, a given edge rewires and uniformly chooses a new vertex with the probability $\frac{n - k - 3 - l}{n - k - 1 - l}$ (not $i_1, i_2$, other $k$ neighbors, and $l$ previous rewirings to $i_3$). Then other $d - 2$ remaining edges are non-rewiring with the probability $(1 - p)^{d-2}$.
Afterward, the last edge $\{i_3, i_3 + d\}$ rewires with the probability $p$ and uniformly choosing vertex $i_1 \in \{1, 2, ..., n\} \setminus (\{i_3 - \frac{k}{2}, \ldots, i_3 - 1, i_3, i_3 + 1, \ldots, i_3 + \frac{k}{2}\} \cup \{i_2\} \cup \mathcal{N}(i_3))$ with $n - k - 3 - l$ choices. Another possible case is when there exist two previous edges from $\{\{i_3, i_3 + 1\}, \{i_3, i_3 + 2\}, \ldots, \{i_3, i_3 + (d - 1)\}\}$ rewire to some vertices not $i_1$. We start with the first rewiring edge. There are $n - k - 3 - l$ choices (not $i_1, i_2$, other $k$ neighbors, and $l$ previous rewirings to $i_3$) out of $n - k - 1 - l$ for choosing vertex $v_1$.

The second edge rewires and uniformly chooses vertex $v_2$ with $n - k - 4 - l$ choices (not $i_1, i_2, v_1$, other $k$ neighbors, and $l$ previous rewirings to $i_3$) out of $n - k - 2 - l$. Finally, an edge $\{i_3, i_3 + d\}$ gets rewired with the probability $p$ and uniformly choosing vertex $i_1 \in \{1, 2, ..., n\} \setminus (\{i_3 - \frac{k}{2}, \ldots, i_3 - 1, i_3, i_3 + 1, \ldots, i_3 + \frac{k}{2}\} \cup \{i_2, v_1, v_2\})$ with $n - k - 4 - l$ choices. We continue this computation until all $d$ rewiring edges are considered. For $l \leq \frac{n}{2}$,
Thus, the probability 
\[ \mathbb{P}(i_3 \xrightarrow{d} i_1 \mid l) \]
\[ = \mathbb{P}(i_3 \xrightarrow{d} i_1, \text{but } \{i_3, i_3 + 1\}, \{i_3, i_3 + 2\}, \ldots, \{i_3, i_3 + (d - 1)\} \text{ non-rewiring}) \]
\[ + \mathbb{P}(i_3 \xrightarrow{d} i_1, \text{but only one edge rewires to not } i_1) \]
\[ + \mathbb{P}(i_3 \xrightarrow{d} i_1, \text{but two edges rewire to not } i_1) + \ldots + \]
\[ + \mathbb{P}(i_3 \xrightarrow{d} i_1, \text{but all } (d - 2) \text{ edges rewire to not } i_1) \]
\[ + \mathbb{P}(i_3 \xrightarrow{d} i_1, \text{but } \{i_3, i_3 + 1\}, \{i_3, i_3 + 2\}, \ldots, \{i_3, i_3 + (d - 1)\} \text{ rewire to not } i_1) \]
\[ = \binom{d - 1}{0} (1 - p)^{d - 1} \cdot \frac{p}{n - k - 2 - l} + \binom{d - 1}{1} (1 - p)^{d - 2} \cdot \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{p}{n - k - 3 - l} \]
\[ + \binom{d - 1}{2} (1 - p)^{d - 3} \cdot \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{(n - k - 4 - l)p}{n - k - 2 - l} \cdot \frac{p}{n - k - 4 - l} \]
\[ + \binom{d - 1}{3} (1 - p)^{d - 4} \cdot \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{(n - k - 4 - l)p}{n - k - 2 - l} \cdot \frac{(n - k - 5 - l)p}{n - k - 3 - l} \cdot \frac{p}{n - k - 5 - l} \]
\[ + \ldots + \]
\[ + \binom{d - 1}{d - 2} (1 - p) \cdot \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{(n - k - 4 - l)p}{n - k - 2 - l} \cdot \frac{p}{n - k - (d - 2) - l} \cdot \frac{p}{n - k - (d - 1) - l} \]
\[ + \binom{d - 1}{d - 1} \frac{(n - k - 3 - l)p}{n - k - 1 - l} \cdot \frac{(n - k - 4 - l)p}{n - k - 2 - l} \cdot \frac{p}{n - k - (d - 1) - l} \cdot \frac{p}{n - k - (d + 1) - l} \]
\[ = \binom{d - 1}{0} (1 - p)^{d - 1} \cdot \frac{p}{n - k - 2 - l} + \binom{d - 1}{1} (1 - p)^{d - 2} \cdot \frac{p^2}{n - k - 1 - l} \]
\[ + \sum_{i=2}^{d-1} \binom{d - 1}{i} (1 - p)^{d - 1 - i} \cdot \frac{[n - k - (i + 1) - l]}{(n - k - 1 - l)(n - k - 2 - l)} \cdot \frac{p^i}{n - k - 1 - l} \]
\[ \leq \frac{1}{n - k - 2 - l} + \binom{d - 1}{1} \frac{1}{n - k - 1 - l} + \binom{1}{n - k - 2 - l} \sum_{i=2}^{d-1} \binom{d - 1}{i} \]
\[ = O_L \left( \frac{1}{n} \right). \]

Since we know \( ||i_3 - i_2|| > \frac{k}{2} \) and \( i_2 < i_3 \), it follows the same computation as the rewiring \( i_3 \rightarrow i_1 \).

Thus, the probability \( \mathbb{P}(i_3 \xrightarrow{d} i_1 \mid l) = O_L \left( \frac{1}{n} \right). \]

\[ \square \]

**Lemma 13.** Let \( i_1, i_2, i_3 \) be the vertices on the SW\((n,k,p)\) random graph which is \( i_1 < i_2 < i_3 \).

The vertices must satisfy the condition \( ||i_3 - i_1|| > \frac{k}{2} \) and \( ||i_3 - i_2|| > \frac{k}{2} \). Then the probabilities
\( \mathbb{P}(i_3 \rightarrow i_1) = O_L \left( \frac{1}{n} \right) \) and \( \mathbb{P}(i_3 \rightarrow i_2) = O_L \left( \frac{1}{n} \right) \).
Proof. In this proof, we will generally consider the computation of the probability of \(i_3 \to i_1\). We use the same idea to show that the probability of the rewiring \(i_3 \to i_2\) is also bounded by the same value. Let \(0 \leq l \leq n\) be the number of all rewirings to vertex \(i_1\) before \(i_1\) is considered the rewiring process. It follows the same computation with Lemma 9. We have

\[
P(i_3 \xrightarrow{d} i_1) = \sum_{t=0}^{n} P(i_3 \xrightarrow{d} i_1 | l = t) \cdot P(l = t)
\]

\[
= \sum_{t=0}^{\frac{n}{2}} P(i_3 \xrightarrow{d} i_1 | l = t) \cdot P(l = t) + \sum_{t=\frac{n}{2}+1}^{n} P(i_3 \xrightarrow{d} i_1 | l = t) \cdot P(l = t)
\]

By Lemma 12, the probability \(P(i_3 \xrightarrow{d} i_1 | l = t) = O_k\left(\frac{1}{n}\right)\), and it gives the term \(\sum_{t=0}^{\frac{n}{2}} P(i_3 \xrightarrow{d} i_1 | l = t) \cdot P(l = t)\) is bounded by \(O_k\left(\frac{1}{n}\right)\). Since another term determines the case \(l \geq \frac{n}{2} + 1\), we have the term \(\sum_{t=\frac{n}{2}+1}^{n} P(i_3 \xrightarrow{d} i_1 | l = t) \cdot P(l = t)\) has a bound \(P(l \geq \frac{n}{2} + 1)\). Thus, by similar argument in Lemma 9

\[
P(i_3 \xrightarrow{d} i_1) \leq O_k\left(\frac{1}{n}\right) + \sum_{t=\frac{n}{2}+1}^{n} P(l = t)
\]

\[
\leq O_k\left(\frac{1}{n}\right) + \sum_{t=\frac{n}{2}+1}^{n} \left(\begin{array}{c} n \\ t \end{array}\right) \cdot \left(\frac{c}{n}\right)^{\frac{n}{2}} = O_k\left(\frac{1}{n}\right) + 2^n \cdot \left(\frac{c}{n}\right)^{\frac{n}{2}}, \text{ for some } c
\]

\[
\leq O_k\left(\frac{1}{n}\right) + O_k\left(\frac{1}{n^2}\right) \leq O_k\left(\frac{1}{n}\right).
\]

For \(1 \leq d \leq \frac{k}{2}\), it follows that

\[
P(i_3 \to i_1) = \sum_{d=1}^{\frac{k}{2}} P(i_3 \xrightarrow{d} i_1) = \left(\frac{k}{2}\right) \cdot O_k\left(\frac{1}{n}\right) \leq O_k\left(\frac{1}{n}\right).
\]

Since we have \(||i_3 - i_2|| > \frac{k}{2}|| and \(i_2 < i_3\). The probability of the rewiring \(i_3 \to i_2\) follows the same argument as \(i_3 \to i_1\). Hence, the probability bound \(P(i_3 \to i_2) = O_k\left(\frac{1}{n}\right)\). \(\square\)

Lemma 14. For any distinct vertex \(i_1, i_2, i_3\) in the SW\((n, k, p)\) random graph, those vertices satisfy the condition ||\(i_3 - i_2|| > \frac{k}{2}|| and ||\(i_3 - i_1|| > \frac{k}{2}||. Let \(l \leq \frac{n}{2}\) be the number of rewirings to vertex \(i_3\) before this vertex is considered the rewiring process. Let \(d \in \{1, 2, ..., \frac{k}{2} - 1\}\) be fixed, and an edge \(\{i_3, i_3 + d\}\) is a downside edge of vertex \(i_3\). For every \(v = d + 1, d + 2, ..., \frac{k}{2}\), then the following
bound is true;
\[ \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l) = O_k\left(\frac{1}{n^2}\right). \]

**Proof.** Let \( d \in \{1, 2, \ldots, \frac{k}{2} - 1\} \). The downside edge \( \{i_3, i_3 + d\} \) rewires from \( i_3 \) to vertex \( i_1 \). Let 
\( v > d \) be the next downside edge \( \{i_3, i_3 + v\} \) of vertex \( i_3 \) that rewires from \( i_3 \) to vertex \( i_2 \). Let \( c \) be the number of edges between \( \{i_3, i_3 + d\} \) and \( \{i_3, i_3 + v\} \). Hence,

\[ \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{d+1} i_2 \mid l) = \mathbb{P}(\text{all } d-1 \text{ edges do not rewire}) + \mathbb{P}(\text{only one edge rewires to not } i_1, i_2) \]
\[ + \mathbb{P}(\text{two edges rewire to not } i_1, i_2) + \mathbb{P}(\text{three edges rewire to not } i_1, i_2) \]
\[ + \ldots + \mathbb{P}(\text{all } d-1 \text{ edges rewire to not } i_1, i_2) \]
\[ = (1-p)^{d-1} \left(\frac{p}{n-k-2-l}\right)^2 + \left(\frac{d-1}{1}\right)(1-p)^{d-2} \cdot \frac{(n-k-3-l)p}{n-k-1-l} \cdot \frac{p}{n-k-3-l} \]
\[ + \left(\frac{d-1}{2}\right)(1-p)^{d-3} \cdot \frac{(n-k-3-l)p}{n-k-1-l} \cdot \frac{(n-k-4-l)p}{n-k-2-l} \cdot \frac{p}{n-k-4-l} \]
\[ + \left(\frac{d-1}{3}\right)(1-p)^{d-4} \cdot \frac{(n-k-3-l)p}{n-k-1-l} \cdot \frac{(n-k-4-l)p}{n-k-2-l} \cdot \frac{(n-k-5-l)p}{n-k-3-l} \cdot \frac{p}{n-k-5-l} \]
\[ + \ldots + \left(\frac{d-1}{d-1}\right) \left(\frac{n-k-3-l}{n-k-1-l}\right) \ldots \left(\frac{n-k-(d+1)-l}{n-k-(d+1)-l}\right) \left(\frac{p}{n-k-(d+1)-l}\right)^2 \]
\[ = (1-p)^{d-1} \left(\frac{p}{n-k-2-l}\right)^2 + \left(\frac{d-1}{1}\right)(1-p)^{d-2} \cdot \frac{(n-k-1-l)p^{d-1}}{(n-k-1-l)(n-k-3-l)} \]
\[ + \sum_{i=2}^{d-1} \left(\frac{d-1}{i}\right)(1-p)^{d-1-i} \cdot \frac{[n-k-(i+1)-l]p^{2+i}}{(n-k-1-l)(n-k-2-l)[n-k-(2+i)-l]} \]
\[ \leq \left(\frac{1}{n-k-2-l}\right)^2 + (d-1) \left(\frac{1}{n-k-2-l}\right)^2 + \left(\frac{1}{n-k-2-l}\right)^2 \left(\sum_{i=2}^{d-1} \left(\frac{d-1}{i}\right)\right) \]
\[ = O_k\left(\frac{1}{n^2}\right). \]

Then we show the case for any \( d < v \leq \frac{k}{2} \) and \( 0 \leq c = v - d - 1 \). It is divided into sub-cases of the number of edges from \( d-1 \) edges \( \{i_3, i_3 + 1\}, \ldots, \{i_3, i_3 + (d-1)\} \). Let \( m \in \{0, 1, 2, \ldots, d-1\} \) be the number of the previous \( d-1 \) edges that already rewire. In the computation, we fix the number \( m \) and consider every rewiring condition of other \( c \) edges. Let the notation \( \mathbb{P}(m, c \mid l) \) be
the probability of rewiring \( i_3 \overset{d}{\rightarrow} i_1, i_3 \overset{c}{\rightarrow} i_2 \) which some \( m \leq d - 1 \) downside neighbors of vertex \( i_3 \) already rewired and some \( c \) downside neighbors of vertex \( i_3 \) also rewired. This probability is conditioning on \( l \) upside vertices rewired to vertex \( i_3 \). It follows that

\[
\mathbb{P}(0, c \mid l) = \binom{d-1}{0} (1-p)^{d-1} \cdot \frac{p}{n-k-2-l} \left[ \binom{c}{0} (1-p)^{c} \cdot \frac{p}{n-k-2-l} \right]
\]

\[
+ \binom{c}{1} (1-p)^{c-1} \cdot \frac{p}{n-k-2-l} \left[ \binom{n-k-3-l}{0} (1-p)^{n-k-3-l} \cdot \frac{p}{n-k-3-l} \right] + ...
\]

\[
+ \binom{c}{c-1} (1-p) \cdot \frac{p}{n-k-2-l} \left[ \binom{n-k-4-l}{0} (1-p)^{n-k-4-l} \cdot \frac{p}{n-k-4-l} \right] + ...
\]

\[
+ \binom{c}{c} \left( \frac{p}{n-k-2-l} \right) \left[ \binom{n-k-5-l}{0} (1-p)^{n-k-5-l} \cdot \frac{p}{n-k-5-l} \right] + ...
\]

\[
= \binom{d-1}{0} (1-p)^{d-1} \cdot \frac{p}{n-k-2-l} \left( \sum_{i=1}^{c} \binom{c}{i} (1-p)^{c-i} \cdot \frac{p}{n-k-2-l} \right).
\]

By the binomial theorem as mentioned in (3.16),

\[
\sum_{i=1}^{c} \binom{c}{i} (1-p)^{c-i} \cdot \frac{p}{n-k-2-l} = (1-p) + p \cdot \frac{p}{n-k-2-l} = 1 + 1 = 1.
\]

Hence,

\[
\mathbb{P}(0, c \mid l) = \binom{d-1}{0} (1-p)^{d-1} \left( \frac{p}{n-k-2-l} \right)^2 \leq O_k \left( \frac{1}{n^2} \right).
\]

\[
\mathbb{P}(1, c \mid l) = \binom{d-1}{1} (1-p)^{d-2} \cdot \frac{p}{n-k-1-l} \left[ \binom{c}{0} (1-p)^{c} \cdot \frac{p}{n-k-3-l} \right]
\]

\[
+ \binom{c}{1} (1-p)^{c-1} \cdot \frac{p}{n-k-1-l} \left[ \binom{n-k-3-l}{0} (1-p)^{n-k-3-l} \cdot \frac{p}{n-k-3-l} \right] + ...
\]

\[
+ \binom{c}{c-1} (1-p) \cdot \frac{p}{n-k-1-l} \left[ \binom{n-k-4-l}{0} (1-p)^{n-k-4-l} \cdot \frac{p}{n-k-4-l} \right] + ...
\]

\[
+ \binom{c}{c} \left( \frac{p}{n-k-1-l} \right) \left[ \binom{n-k-5-l}{0} (1-p)^{n-k-5-l} \cdot \frac{p}{n-k-5-l} \right] + ...
\]

\[
= \binom{d-1}{1} (1-p)^{d-2} \cdot \frac{p^2}{n-k-1-l} \left( \sum_{i=1}^{c} \binom{c}{i} (1-p)^{c-i} \cdot \frac{p}{n-k-2-l} \right)
\]

\[
= \binom{d-1}{0} (1-p)^{d-1} \left( \frac{p^3}{(n-k-1-l)(n-k-3-l)} \right) \leq O_k \left( \frac{1}{n^2} \right).
\]
For $d - 1 \geq m \geq 2$, we have

$$\mathbb{P}(m, c \mid l)$$

$$= \left(\frac{d - 1}{m}\right) (1 - p)^{d - 1 - m} \frac{(n - k - 3 - l)p}{n - k - 1 - l} \frac{(n - k - 4 - l)p}{n - k - 2 - l} \cdots \frac{(n - k - (m + 2) - l)p}{n - k - m - l} \frac{p}{n - k - (m + 2) - l}$$

$$\left[ \left(\frac{c}{0}\right) (1 - p)^{c} \frac{\frac{p}{n - k - (m + 2) - l}}{n - k - (m + 2) - l} + \left(\frac{c}{1}\right) (1 - p)^{c - 1} \frac{\frac{p}{n - k - (m + 3) - l}}{n - k - (m + 3) - l} \cdots \frac{p}{n - k - (m + 3) - l} + \right.$$  

$$+ \left(\frac{c}{c - 1}\right) (1 - p) \cdot \frac{\frac{p}{n - k - (m + 3) - l}}{n - k - (m + 2) - l} \cdots \frac{\frac{p}{n - k - (m + c + 2) - l}}{n - k - (m + c + 2) - l}$$

$$\left. \frac{\frac{p}{n - k - (m + c + 2) - l}}{n - k - (m + c + 2) - l}\right]\right]$$

$$= \left(\frac{d - 1}{m}\right) (1 - p)^{d - 1 - m} \frac{(n - k - (m + 1) - l)p^{m+1}}{(n - k - 1 - l)(n - k - 2 - l)} \left[ \sum_{i=1}^{c} \left(\frac{c}{i}\right) (1 - p)^{c - i} p^{i} \right] \frac{p}{n - k - (m + 2) - l}$$

$$= \left(\frac{d - 1}{m}\right) (1 - p)^{d - 1 - m} \frac{(n - k - (m + 1) - l)p^{m+2}}{(n - k - 1 - l)(n - k - 2 - l)(n - k - (m + 2) - l)}$$

$$\leq O_k\left(\frac{1}{n^2}\right).$$

Therefore, $\mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l) = \mathbb{P}(0, c \mid l) + \mathbb{P}(1, c \mid l) + \sum_{m=2}^{d-1} \mathbb{P}(m, c \mid l) = O_k\left(\frac{1}{n^2}\right).$ \hfill \Box

**Lemma 15.** Let $i_1, i_2, i_3$ be the distinct vertices in the $\text{SW}(n, k, p)$ random graph. Those vertices must satisfy the condition $||i_3 - i_1|| > \frac{k}{2}$ and $||i_3 - i_2|| > \frac{k}{2}$. Then the probability

$$\mathbb{P}(i_3 \rightarrow i_1, i_3 \rightarrow i_2) = O_k\left(\frac{1}{n^2}\right).$$

**Proof.** This proof follows almost immediately from Lemma 14. Let $0 \leq l \leq n$ be the number of all rewirings to vertex $i_3$ before this vertex is considered for the rewiring process. It follows the same computation with Lemmas 9 and 13 when we compute the conditional probability given $l$. We have

$$\mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2) = \sum_{t=0}^{n} \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) \cdot \mathbb{P}(l = t)$$

$$= \sum_{t=0}^{\frac{n}{2}} \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) \cdot \mathbb{P}(l = t) + \sum_{t=\frac{n}{2}+1}^{n} \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) \cdot \mathbb{P}(l = t)$$

$$\leq O_k\left(\frac{1}{n^2}\right) + \mathbb{P}(l \geq \frac{n}{2} + 1),$$

This inequality holds because Lemma 14 tells us that $\mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) = O_k\left(\frac{1}{n^2}\right)$. It makes the term $\sum_{t=0}^{\frac{n}{2}} \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) \cdot \mathbb{P}(l = t)$ is bounded by $O_k\left(\frac{1}{n^2}\right)$. For $l \geq \frac{n}{2} + 1$, the term
\[ \sum_{l=\frac{n}{2}+1}^{n} \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2 \mid l = t) \cdot \mathbb{P}(l = t) \text{ is bounded by } \mathbb{P}(l \geq \frac{n}{2} + 1). \]

Hence, by similar argument in Lemma 9

\[ \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2) \leq O_k\left( \frac{1}{n^2} \right) + \sum_{t=\frac{n}{2}+1}^{n} \binom{n}{t} \cdot \left( \frac{c}{n} \right)^t, \text{ for some } c \]

\[ = O_k\left( \frac{1}{n^2} \right) + 2^n \cdot \left( \frac{c}{n} \right)^{\frac{k}{2}} \]

\[ \leq O_k\left( \frac{1}{n^2} \right) + O_k\left( \frac{1}{n^3} \right) \leq O_k\left( \frac{1}{n^2} \right). \]

For \( d \in \{1, 2, ..., \frac{k}{2} \} \) and \( v = d+1, d+2, ..., \frac{k}{2} \), it follows that

\[ \mathbb{P}(i_3 \rightarrow i_1, i_3 \rightarrow i_2) = \sum_{d=1}^{\frac{k}{2}-1} \sum_{v=d+1}^{\frac{k}{2}} \left[ \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2) + \mathbb{P}(i_3 \xrightarrow{d} i_2, i_3 \xrightarrow{v} i_1) \right] \]

\[ \leq \sum_{d=1}^{\frac{k}{2}-1} \sum_{v=d+1}^{\frac{k}{2}} 2 \cdot \max\{ \mathbb{P}(i_3 \xrightarrow{d} i_1, i_3 \xrightarrow{v} i_2), \mathbb{P}(i_3 \xrightarrow{d} i_2, i_3 \xrightarrow{v} i_1) \} \]

\[ \leq \sum_{d=1}^{\frac{k}{2}-1} \sum_{v=d+1}^{\frac{k}{2}} O_k\left( \frac{1}{n^2} \right) \]

\[ \leq O_k\left( \frac{1}{n^2} \right). \]

\[ \square \]

Lemma 16. Given the case two far configuration. Let \( 1 \leq i_1 < i_2 < i_3 \leq n \) be distinct vertices in the \( SW(n, k, p) \) random graph. The vertices satisfy one of the following three conditions;

1. \( ||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2} \)
2. \( ||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| \leq \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2} \)
3. \( ||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| \leq \frac{k}{2} \)

Then the probability \( P_3 = O_k\left( \frac{1}{n^2} \right). \)

Proof. Let \( P_{3,i} \) be a maximum probability of the above condition \( i \) for two far configuration. We will prove the probability bound \( P_{3,1} \) and then use the result to come up with others probabilities \( P_{3,2} \) and \( P_{3,3} \). First, we choose the vertices \( i_1, i_2, i_3 \) that satisfy \( ||i_1 - i_2|| \leq \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2} \) and \( ||i_3 - i_1|| > \frac{k}{2} \). Then we can bound the probability as follows:

\[ \mathbb{P}(i_3 \rightarrow i_1, i_3 \rightarrow i_2) \leq O_k\left( \frac{1}{n^2} \right) + O_k\left( \frac{1}{n^2} \right) \leq O_k\left( \frac{1}{n^2} \right). \]
We assume that those vertices give a maximum probability of the first condition for two far configuration. To have three connected vertices, an edges \( \{i_1, i_2\} \) does not rewire and two other edges \( \{i_2, i_3\}, \{i_3, i_1\} \) are rewired. The construction of two rewiring edges can occur with four possibilities.

(1.) Rewiring \( i_1 \rightarrow i_3 \) and \( i_2 \rightarrow i_3 \). (2.) Rewiring \( i_1 \rightarrow i_3 \) and \( i_3 \rightarrow i_2 \).

(3.) Rewiring \( i_3 \rightarrow i_1 \) and \( i_2 \rightarrow i_3 \). (4.) Rewiring \( i_3 \rightarrow i_1 \) and \( i_3 \rightarrow i_2 \).

We have the following

\[
P_{3,1} = \mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1)
\]

\[
= \mathbb{P}(A_{i_1i_2} = 1, i_1 \rightarrow i_3, i_2 \rightarrow i_3) + \mathbb{P}(A_{i_1i_2} = 1, i_1 \rightarrow i_3, i_3 \rightarrow i_2) + \mathbb{P}(A_{i_1i_2} = 1, i_3 \rightarrow i_1, i_2 \rightarrow i_3)
\]

\[
+ \mathbb{P}(A_{i_1i_2} = 1, i_3 \rightarrow i_1, i_3 \rightarrow i_2)
\]

\[
= \mathbb{P}(A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_1 \rightarrow i_3|A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_2 \rightarrow i_3) + \mathbb{P}(A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_1 \rightarrow i_3|A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_3 \rightarrow i_2)
\]

\[
+ \mathbb{P}(A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_2 \rightarrow i_3) \cdot \mathbb{P}(i_3 \rightarrow i_1) + \mathbb{P}(A_{i_1,i_2} = 1) \cdot \mathbb{P}(i_3 \rightarrow i_1, i_3 \rightarrow i_2).
\]

By Lemma 9, since we know that \( ||i_2 - i_3|| > \frac{k}{2} \), we have the probability \( \mathbb{P}(i_2 \rightarrow i_3) = O_k(\frac{1}{n}). \) We also know \( ||i_1 - i_2|| \leq \frac{k}{2} \) and \( ||i_1 - i_3|| > \frac{k}{2} \). Lemma 10 tells us the probability \( \mathbb{P}(i_1 \rightarrow i_3|A_{i_1i_2} = 1) = O_k(\frac{1}{n}). \) In addition, we use the result from Lemma 13 that the probability \( \mathbb{P}(i_3 \rightarrow i_1) = O_k(\frac{1}{n}) \) and \( \mathbb{P}(i_3 \rightarrow i_2) = O_k(\frac{1}{n}) \) because of \( ||i_3 - i_1|| > \frac{k}{2} \) and \( ||i_3 - i_2|| > \frac{k}{2} \). We plug in the results from above and Lemma 15 to the formula of the bound of \( P_{3,1} \). Thus,

\[
P_{3,1} \leq (1 - p)O_k(\frac{1}{n})O_k(\frac{1}{n}) + (1 - p)O_k(\frac{1}{n})O_k(\frac{1}{n}) + (1 - p)O_k(\frac{1}{n})O_k(\frac{1}{n}) + (1 - p)O_k(\frac{1}{n})
\]

\[
\leq O_k(\frac{1}{n^2}).
\]

The other two conditions have the similar construction of three connected edges, which are two far edges and one close edge. We follows the same computation as the first condition. It gives us the same bound of the probabilities

\[
P_{3,2} = \max\{\mathbb{P}(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \mid i_1, i_2, i_3 \text{ satisfy second condition}\} = O_k(\frac{1}{n^2}),
\]

\[
\frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}.
\]
and $P_{3,3} = \max\{P(A_{i_1i_2} = 1, A_{i_2i_3} = 1, A_{i_3i_1} = 1) \mid i_1, i_2, i_3 \text{ satisfy third condition}\} = O_k\left(\frac{1}{n^2}\right)$.

Since all three probabilities have the same bound, the probability of the case **two far** configuration is $P_3 = \max\{P_{3,1}, P_{3,2}, P_{3,3}\} = O_k\left(\frac{1}{n^2}\right)$.

4. $P_4$ with the case **all far** configuration

This subsection computes the probability of the case **all far** configuration for distinct vertices $i_1, i_2, i_3$ in the $SW(n,k,p)$ random graph. We assume that three vertices are located in order $1 \leq i_1 < i_2 < i_3 \leq n$ and satisfy the condition $||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}$.

**Lemma 17.** The probability $P_4 = O_k\left(\frac{1}{n^2}\right)$.

**Proof.** Let $i_1, i_2, i_3$ be distinct vertices in $SW(n,k,p)$ random graph. The vertices satisfy the above condition $||i_1 - i_2|| > \frac{k}{2}, ||i_2 - i_3|| > \frac{k}{2}, ||i_3 - i_1|| > \frac{k}{2}$. We assume that the chosen vertices give a maximum probability of **all far** configuration. There are eight possibilities of rewiring to have 

\{i_1, i_2\}, \{i_2, i_3\}, \{i_3, i_1\} and all are far edges:

1. Rewiring $i_1 \rightarrow i_2, i_2 \rightarrow i_3, i_3 \rightarrow i_1$. (2.) Rewiring $i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_1 \rightarrow i_3$.

3. Rewiring $i_1 \rightarrow i_3, i_2 \rightarrow i_3, i_1 \rightarrow i_3$. (4.) Rewiring $i_1 \rightarrow i_2, i_3 \rightarrow i_2, i_3 \rightarrow i_1$.

5. Rewiring $i_1 \rightarrow i_2, i_3 \rightarrow i_2, i_1 \rightarrow i_3$. (6.) Rewiring $i_2 \rightarrow i_1, i_2 \rightarrow i_3, i_3 \rightarrow i_1$.

7. Rewiring $i_2 \rightarrow i_1, i_2 \rightarrow i_3, i_1 \rightarrow i_3$. (8.) Rewiring $i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_3 \rightarrow i_1$.

Consider the case each vertex rewires once to another vertex. Since the distance on the torus between each pair of two vertices are far ($\geq \frac{k}{2}$), by Lemma 13, it follows that $P(i_1 \rightarrow i_2) = O_k\left(\frac{1}{n}\right)$, $P(i_2 \rightarrow i_3) = O_k\left(\frac{1}{n}\right)$, $P(i_3 \rightarrow i_1) = O_k\left(\frac{1}{n}\right)$, $P(i_1 \rightarrow i_3) = O_k\left(\frac{1}{n}\right)$, $P(i_3 \rightarrow i_2) = O_k\left(\frac{1}{n}\right)$, and $P(i_2 \rightarrow i_1) = O_k\left(\frac{1}{n}\right)$. In addition, one vertex can rewire to both other two vertices. By Lemma 15, we have $P(i_1 \rightarrow i_2, i_1 \rightarrow i_3) = O_k\left(\frac{1}{n^2}\right)$, $P(i_2 \rightarrow i_1, i_2 \rightarrow i_3) = O_k\left(\frac{1}{n^2}\right)$, and $P(i_3 \rightarrow i_1, i_3 \rightarrow i_2) = O_k\left(\frac{1}{n^2}\right)$.
Thus, the bound of the probability is

$$P_4$$

$$= P(i_1 \rightarrow i_2, i_2 \rightarrow i_3, i_3 \rightarrow i_1) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_1 \rightarrow i_3) + P(i_1 \rightarrow i_2, i_2 \rightarrow i_5, i_1 \rightarrow i_3) + P(i_1 \rightarrow i_2, i_3 \rightarrow i_1) + P(i_1 \rightarrow i_2, i_3 \rightarrow i_2, i_1 \rightarrow i_3) + P(i_2 \rightarrow i_1, i_2 \rightarrow i_3, i_3 \rightarrow i_1) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_3 \rightarrow i_1) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_3) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_3 \rightarrow i_1) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_3) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_3 \rightarrow i_1) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_3) + P(i_2 \rightarrow i_1, i_3 \rightarrow i_2, i_3 \rightarrow i_1)$$

We plug in the above results to the formula $P_4$. Thus, we have

$$P_4 \leq 2 \cdot O_k\left(\frac{1}{n}\right) \cdot O_k\left(\frac{1}{n}\right) \cdot O_k\left(\frac{1}{n}\right) + 6 \cdot O_k\left(\frac{1}{n^2}\right) \cdot O_k\left(\frac{1}{n}\right) \leq O_k\left(\frac{1}{n^3}\right).$$

\[\Box\]

### 3.2.3 Counting sum

This section computes the number of permutations of three vertices $i_1, i_2, i_3$ in the $SW(n, k, p)$ random graph. Since each configuration we use a bound of the probability, we can compute all permutations of vertices $i_1, i_2, i_3$ which satisfy each one of four configurations. We divide this section into four different configurations which are all close, one far, two far, and all far.

1. Computation of $C_1$ with the case all close

Let $\{1, 2, ..., n\}$ be a set of vertices in $SW(n, k, p)$ random graph. There are $n$ possible choices from the vertex set assigned to be vertex $i_1$. Each choice of $i_1$ can have $k$ possible choices of vertex $i_2$. It seems that each choice of $i_2$ we can also assign vertex $i_3$ with $k$ possible choices. However, we need to reconsider the choices of placing vertex $i_3$ that satisfy the distance on the torus between $i_1$ and $i_3$ for $||i_1 - i_3|| \leq \frac{k}{2}$. 
We start computing on the downside neighbors of vertex $i_1$. If $i_2 = i_1 + 1$, there are $\frac{k}{2} - 1$ choices on the upside and $\frac{k}{2} - 1$ on the downside to put vertex $i_3$. If $i_2 = i_1 + 2$, there are $\frac{k}{2} - 1$ choices on the upside and $\frac{k}{2} - 2$ on the downside to put vertex $i_3$. We continue this procedure of computing until $i_2 = i_1 + \frac{k}{2}$ the left far edge of $i_1$ neighbors. In this case, there are still $\frac{k}{2} - 1$ choices on the upside but 0 choice on the downside to put vertex $i_3$. It makes sense because if assigning vertex $i_3$ on the downside of $i_2$, the distance between $i_1, i_3$ will be larger than $\frac{k}{2}$. Then we sum all choices of $i_3$ for each vertex $i_2$ and multiply by 2 because it can possibly occur on the upside neighbors of vertex $i_1$. Hence,

$$C_1 = 2n \left[ (0 + \left(\frac{k}{2} - 1\right)) + (1 + \left(\frac{k}{2} - 1\right)) + (2 + \left(\frac{k}{2} - 1\right)) + \ldots + \left(\frac{k}{2} - 1\right) + \left(\frac{k}{2} - 1\right) \right]$$

$$= 2n \left[ 0 + 1 + 2 + \ldots + \left(\frac{k}{2} - 1\right) \right] + \left(\frac{k}{2}\right)(\frac{k}{2} - 1)$$

$$= 2n \left[ \frac{(\frac{k}{2})(\frac{k}{2} - 1)}{2} \right] + \left(\frac{k}{2}\right)(\frac{k}{2} - 1)$$

$$= n \left(\frac{k}{2} - 1\right) \left(\frac{k}{2} + k\right) = n \left(\frac{k - 2}{2}\right) \left(\frac{3k}{2}\right) = \frac{3}{4}nk(k - 2).$$

2. Computation of $C_2$ with the case one far

For a vertex set $\{1, 2, \ldots, n\}$ of the random graph, there are $n$ choices to assign a first vertex $i_1$. Each choice of $i_1$ can assign another vertex $i_2$ with $k$ possible choices of $i_1$ neighbors which are $\frac{k}{2}$ choices on the upside and $\frac{k}{2}$ choices on the downside. Since each side of $i_1$ neighbors is likely similar to figure out the location of $i_2, i_3$, we can start computing the downside of $i_1$ neighbors and then multiply by 2. In this case, we must consider the distance on the torus between $i_1, i_2$ and $i_2, i_3$ are less than than or equal to $\frac{k}{2}$, but the distance on the torus between $i_3, i_1$ is larger than $\frac{k}{2}$. If $i_2 = i_1 + 1$, then there is just 1 choice for placing vertex $i_3$ at vertex $i_1 + \left(\frac{k}{2} + 1\right)$. If $i_2 = i_1 + 2$, there are 2 choices for placing vertex $i_3$ at either vertex $i_1 + \left(\frac{k}{2} + 1\right)$ or $i_1 + \left(\frac{k}{2} + 2\right)$. We continue this computation until $i_2 = i_1 + \frac{k}{2}$, a far edge of $i_1$’s downside neighbors. There are $\frac{k}{2}$ choices on the downside of vertex $i_2$. We sum all possible choices of $i_3$ for each vertex $i_2$ and then multiply
by 2. Hence,

\[ C_2 = 2n \left[ 1 + 2 + \ldots + \frac{k}{2} \right] = 2n \left( \frac{k}{2} \right) \left( \frac{k}{2} + 1 \right) = n \left( \frac{k}{2} \right) \left( \frac{k + 2}{2} \right) = \frac{nk}{4} (k + 2) \leq O_k(n). \]

3. Computation of \( C_3 \) with the case two far

Let \( \{1, 2, \ldots, n\} \) be a vertex set in the random graph, there are \( n \) choices from all vertices to be vertex \( i_1 \). Each choice of \( i_1 \) we can assign another vertex \( i_2 \) with \( k \) possible choices of \( i_1 \)'s neighbors, which are \( \frac{k}{2} \) on the upside and \( \frac{k}{2} \) on the downside. We initially consider the downside of \( i_1 \)'s neighbors and then multiply by 2 because each side of the neighbors is symmetrical. For each location of \( i_2 \), we must include all possible choices of \( i_3 \) that make the distance between \( i_2, i_3 \) and \( i_1, i_3 \) are greater than \( \frac{k}{2} \). If \( i_2 = i_1 + 1 \), then there are \( (n - k - 1) - 1 \) choices to be vertex \( i_3 \) (not \( i_1 \) itself, its \( k \) neighbors and \( i_2 \)'s neighbors). If \( i_2 = i_1 + 2 \), there are \( (n - k - 1) - 2 \) choices of \( i_3 \). We continue to sum all number of \( i_3 \) choices until \( i_2 = i_1 + \frac{k}{2} \). There are \( (n - k - 1) - \left( \frac{k}{2} \right) \) choices for \( i_3 \). Hence,

\[ C_3 = 2n \left[ \left( (n - k - 1) - 1 \right) + \left( (n - k - 1) - 2 \right) + \ldots + \left( (n - k - 1) - \left( \frac{k}{2} \right) \right) \right] \]

\[ = 2n \left[ \left( \frac{k}{2} \right) \left( n - k - 1 \right) - \left( 1 + 2 + \ldots + \frac{k}{2} \right) \right] \]

\[ = 2n \left[ \left( \frac{k}{2} \right) \left( n - k - 1 \right) - \left( \frac{k}{2} \right) \left( \frac{k}{2} + 1 \right) \right] \]

\[ = nk \left[ n - k - 1 - \frac{k}{4} - \frac{1}{2} \right] \]

\[ = nk(n - \frac{5k}{4} - \frac{3}{2}) \]

\[ \leq O_k(n^2). \]

4. Computation of \( C_4 \) with the case all far

In this part, we will compute the upper bound of the number of permutation of the case all far configuration. It starts with all \( n \) choices from a vertex set \( \{1, 2, \ldots, n\} \) to assign vertex \( i_1 \). Each choice of \( i_1 \) has \( n - k - 1 \) possible choices of \( i_2 \) to make a distance on the torus between vertices \( i_1 \) and \( i_2 \) being greater than \( \frac{k}{2} \). In each choice of \( i_2 \), we can find at most \( n - k - 1 - (k + 1) \) (not \( i_1 \)'s
neighbors and $i_2$’s neighbors) choices to assign vertex $i_3$. Hence,

$$C_4 \leq n(n - k - 1)[n - k - 1 - (k + 1)] = n(n - k - 1)(n - 2k - 2) \leq O_k(n^2).$$

### 3.2.4 Final Proof

**Proof.** By Lemma 6, a new formula of the third moment of the eigenvalue distribution is

$$E\left[\frac{1}{n} \text{Tr}(A_n)^3\right] = \frac{1}{n} \left[ C_1 P_1 + O(C_2 P_2) + O(C_3 P_3) + O(C_4 P_4) \right].$$

Next, we use Lemmas 7, 11, 16, and 17 to plug in all probabilities of each configuration $P_i$ and the number of all permutations of vertices satisfying each configuration $C_i$ from Section 3.2.3, for $i = 1, 2, 3, 4$. Hence, it follows that

$$E\left[\frac{1}{n} \text{Tr}(A_n)^3\right] = \frac{1}{n} \left[ \frac{3}{4} nk(k - 2)(1 - p)^3 + O_k(n) \cdot O_k(\frac{1}{n}) + O_k(n^2) \cdot O_k(\frac{1}{n^2}) + O_k(n^3) \cdot O_k(\frac{1}{n^3}) \right]$$

$$= \frac{3}{4} k(k - 2)(1 - p)^3 + O_k(\frac{1}{n}).$$

The last equality holds by the simplification. Then, we take the limit of the third moment of the eigenvalue distribution as $n \to \infty$,

$$\lim_{n \to \infty} E\left[\frac{1}{n} \text{Tr}(A_n)^3\right] = \frac{3}{4} k(k - 2)(1 - p)^3.$$

Therefore, we prove Theorem 2.
Chapter 4

Simulations and Conjectures

This chapter provides the histogram examples of the eigenvalue distribution and the conjectures about the values of higher moments of the small-world model. As a part of our simulations, if we vary different values of parameters $n, k, p$, the graphs look different. The observations of the behavior of the graphs are just conjectures. It is not sufficient to conclude anything about the distribution until we can compute all moments of the distribution. According to what we have done so far, we compute the formulas of moments up to the third moment. However, higher moment formulas are currently unknown and have not been proven yet even though there is evidence from programming showing the actual values of moments.

In Table 4.1, it shows that most distributions with different values of $n, k, p$ have positive values of higher moments that tend to be increasing. However, it excludes the case when parameters are $k = 2$ or $p = 1$. The higher moments of such cases tend to fluctuate.

Table 4.1: Tables of $4^{th} - 6^{th}$ moments

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>$p$</th>
<th>$4^{th}$ moment</th>
<th>$5^{th}$ moment</th>
<th>$6^{th}$ moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>4</td>
<td>0.25</td>
<td>32.2680000000000065</td>
<td>42.67</td>
<td>329.09800000000007</td>
</tr>
<tr>
<td>1500</td>
<td>6</td>
<td>0.35</td>
<td>80.088000000000019</td>
<td>154.1266666666668</td>
<td>1418.5280000000003</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
<td>0.51</td>
<td>138.564000000000002</td>
<td>208.45000000000047</td>
<td>3354.530000000004</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>0.1</td>
<td>458.44800000000002</td>
<td>3411.350000000001</td>
<td>31249.50999999997</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>0.25</td>
<td>6.924000000000011</td>
<td>5.51112656869355e-15</td>
<td>29.25200000000004</td>
</tr>
<tr>
<td>1500</td>
<td>2</td>
<td>0.5</td>
<td>7.5973333333333333</td>
<td>1.240722085195814e-15</td>
<td>34.43200000000008</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>1</td>
<td>8.14</td>
<td>4.959664791939774e-15</td>
<td>41.41400000000001</td>
</tr>
</tbody>
</table>
Figure 4.1: [Left] The histogram represents the eigenvalue distribution when $n = 1000, k = 4$, and $p = 0.25$. [Right] $n = 1000, k = 4, p = 0.75$

![Histogram 1](image1.png)

Figure 4.2: The histogram shows the eigenvalue distribution when $n = 500, k = 24$, and $p = 0.5$. It contains a tail on the right edge of the curve and a small tail when eigenvalue is 24.
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Figure 4.3: [Left] The eigenvalue distribution when $n = 30, k = 2, p = 0.75$. [Right] The eigenvalue distribution when $n = 2000, k = 6, p = 1$. Both graphs seem to be symmetric, especially the right one looks like a semicircle.
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