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Abstract

Andrew Beel (M.S., Civil Engineering, Department of Civil, Environmental and Architectural Engineering)

Strong Form Meshfree Collocation Method for Higher Order and Nonlinear PDEs in Engineering Applications

Thesis directed by Assistant Professor Jeong-Hoon Song

The strong form meshfree collocation method based on Taylor approximation and moving least squares is an alternative to finite element methods for solving partial differential equations in engineering applications. This study examines how the proposed alternative method solves (i) higher-order and (ii) nonlinear partial differential equations. First, the proposed method is formulated in Chapter 2 for the general discretization and solution of strong forms of partial differential equations. Chapter 3 presents the convergence and error behavior of the proposed method for the fourth-order Stommel–Munk equation for wind-driven ocean circulation, as well as the numerical solution of this equation on a domain of more realistic geometry representing the Mediterranean Sea. In Chapter 4, the proposed method is used to solve the nonlinear equations governing linear elastic, small-deformation multi-body thermomechanical contact, including a comparison with analytical and finite element solutions for three verification problems.
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Chapter 1

Introduction

Higher-order and nonlinear partial differential equations (PDEs) arise in many engineering applications. For example, the PDEs governing Kirchhoff-Love plates and thin shells are higher-order since they contain fourth-order spatial derivative terms [1]. Similarly, the Cahn-Hilliard phase-field equation describing spontaneous separation of the components of a binary fluid contains a biharmonic term, which is also of fourth order [2]. Nonlinear PDEs are ubiquitous, arising for example in any study of inelasticity via material plasticity and large deformation [3]. Engineers need reliable numerical methods to solve the PDEs arising in such applications.

Most of the computational studies of higher-order and nonlinear partial differential equations in mechanics make use of the finite element method (FEM). However, the FEM has disadvantages related to dependency on a mesh and complications arising from use of the weak form, particularly in the context of higher-order and nonlinear PDEs in mechanics. For example, to use the FEM for higher-order PDEs, the governing equations must be decomposed into systems of lower-order PDEs. FEM solution of the corresponding weak forms require higher-order polynomial shape functions and global continuity of the numerical solution, which results in higher computational cost [4]. In nonlinear problems involving material or contact interfaces or other discontinuities, FEM domain integration with standard quadra-
ture techniques becomes difficult and special modifications must be made to alleviate these difficulties [5]. In particular, for contact problems, special techniques must be developed to overcome the possibility of element node-to-segment contact [6].

Weak form-based meshfree methods such as the element-free Galerkin method have been developed to alleviate some of the difficulties associated with the FEM [7]. Other interesting weak form-based meshfree methods can be found in [8, 9, 10]. Although these methods eliminate mesh dependency, they still require domain integration and exact computation of derivatives, which increases computational cost. Due to these difficulties, it is worth exploring other numerical methods for solving higher-order and nonlinear partial differential equations.

1.1 An alternative method

An alternative to both traditional FEM and weak form-based meshfree methods is the strong form-based meshfree point collocation method. The particular variation of this alternative considered here, based on Taylor approximation and moving least squares (MLS), was first developed in [11, 12, 13, 14, 15]. By directly discretizing the strong form of governing PDEs using a set of approximate derivative operators, the proposed method avoids mesh dependency, domain integration, and exact computation of derivatives [5]. In addition, the proposed method easily treats boundary conditions and adaptive refinement. Motivated by these advantages, the method has been successfully applied to various problems such as incompressible fluid flows [14], elastic crack problems [16], and the asymptotic crack tip singularity in a linear elastic fracture [17, 18]. Later, the method was applied to weak and strong discontinuities [5, 19, 20], diffusive interface modeling and stress analysis [21, 22, 23], and inelastic material problems [24].

Despite the advantages originating from the flexibility in discretization, the strong form-based meshfree collocation method also exhibits drawbacks. For instance, since the proposed
method is based on the strong form, it lacks the corresponding advantages of methods based on variational forms, e.g., accuracy of solutions in the sense of total energy and some of the well-developed mathematical framework for analyzing error behavior. The proposed method also struggles with instabilities and sensitivity to numerical parameters. While a more thorough analysis of these drawbacks is needed to evaluate the proposed method, an in-depth discussion about the stability of a similar meshfree method can be found in [25].

In view of the advantages and challenges associated with the proposed method, the present study seeks to demonstrate how the proposed method may be used to solve higher-order and nonlinear PDEs. The higher-order PDE considered in this study arises in the context of wind-driven ocean circulation, while the nonlinear PDEs considered in this study arise in the context of multi-body thermomechanical contact.

1.2 Higher-order PDEs in wind-driven ocean circulation

The equations describing wind-driven ocean circulation contain higher-order spatial derivative terms and are therefore of interest in this study. Understanding large scale wind-driven ocean circulation at mid-latitude is important to predict weather, including extreme events such as cyclones [26]. Common features of wind-driven ocean flows are strong western boundary currents, weak interior flows, and weak eastern boundary currents, as in the north Atlantic and Pacific oceans. Popular mathematical models to capture these phenomena are the quasi-geostrophic equations (QGE), the Stommel model, and the Stommel–Munk model [27, 28]. Whereas the QGE are time-dependent nonlinear partial differential equations (PDEs), the Stommel model and the Stommel–Munk model are stationary linear PDEs.

Existing numerical methods that can be employed to solve these mathematical models are the finite difference method (FDM) [29], finite volume method (FVM) [30, 31], and the FEM [32, 33, 34]. For geophysical flows, the FVM is particularly appealing due to its capability of
unstructured grids along with preserving conservation properties of the underlying equations. On the other hand, advantages of the FEM over the FDM are an easy treatment of complex boundaries and grid refinement to achieve a high accuracy in regions of interest. Because FEM techniques have achieved optimal rates of convergence for the equations formulated based on the streamfunction, recent developments of numerical techniques have focused on the streamfunction formulation [35]. Examples include a conforming Galerkin formulation using $C^1$-elements [35], a discontinuous Galerkin formulation using $C^0$-elements [36], and B-spline based FEM formulations [37, 38, 39]. Further development of the B-spline based FEM was achieved by introducing an adaptivity technique for the Stommel and Stommel–Munk models [40] and modeling arbitrary shaped coastal boundaries on embedded boundaries [41].

In the context of wind-driven oceanic flow simulation, it is challenging to achieve accurate and efficient computational models in light of the complex boundaries of arbitrarily shaped coastlines. Furthermore, capturing a strong western boundary layer requires an efficient adaptive refinement technique. In handling arbitrarily shaped coastlines and strong western boundary layers, the computational cost of a conforming Galerkin formulation using $C^1$-elements is relatively expensive. Using B-splines, modeling arbitrary shape geometries often involves either a mapping (as in isogeometric analysis [42]) or a fictitious-domain approach [43]. Moreover, B-splines have difficulty in applying boundary conditions, particularly in the case of a strong boundary layer [44].

Unlike the other methods described here, the proposed strong form meshfree collocation method provides a straightforward way to approximate higher-order derivatives and apply boundary conditions. Thus, it represents a compelling alternative or complement to these other methods for solving the equations governing wind-driven ocean circulation and for higher-order PDEs in general. In Chapter 3 of this study, the proposed method is used to solve the linear second-order Stommel and fourth-order Stommel–Munk equations for various forcing terms. An error analysis is conducted for the verification examples presented, including a brief discussion of stability and sensitivity to numerical parameters. Finally,
the method is used to solve the Stommel–Munk equation on a polygon representing the Mediterranean Sea, demonstrating the method’s potential to solve more realistic problems involving higher-order PDEs.

1.3 Nonlinear PDEs in thermomechanical contact

The second application of the proposed method presented here is linear elastic, small-deformation multi-body thermomechanical contact. Although the mechanical and thermal equilibrium equations are linear under these assumptions, the constraints on the mechanical and thermal fields at the contact surface introduce nonlinear equations in displacement and temperature, making the overall problem nonlinear. Thermomechanical contact has wide-ranging applications in engineering, from modeling automobile crash safety to hip joint replacements to pellet-cladding interactions in a nuclear fuel rod [6, 45, 46].

In many of these applications, coupling between the mechanical and thermal fields is an important concern. For example, temperature changes may cause significant thermal expansion, mechanical friction may generate significant heat, and degree of heat transfer across contact surfaces may depend significantly on the contact pressure [6, 47]. Two general approaches used to handle this coupling in a computational context are a staggered (loose coupling) and a monolithic (tight coupling) approach. In each step of a staggered scheme, the displacement and temperature fields are assumed to be fixed with respect to each other, and both fields are adjusted individually in a fixed-point iteration until both converge. In contrast, a monolithic scheme considers all interactions between thermal and mechanical fields within one iteration and solves one system of equations including all solution variables [48]. In general, a staggered approach is more likely to be successful if displacement due to thermal expansion is expected to be small compared to displacement due to mechanical loading. In contrast, a monolithic scheme would be more appropriate when thermal expansion is significant. Other researchers have explored both monolithic and staggered approaches
for thermoelasticity and thermomechanical contact problems. For example, a monolithic approach was used in [49] to model thermo-structure interaction and applied to examples related to behavior of rocket nozzles. In [50], an unconditionally stable staggered scheme was developed for use in time-dependent thermoelasticity problems.

Over the last three decades, advances in computational contact mechanics have mainly involved finite element methods that use special techniques to model contact interfaces and handle associated constraints. For example, Papadopoulos and Taylor [51] developed a mixed finite element method for contact problems. Wriggers and Miehe [52] developed a finite element method for large deformation thermomechanical contact. Another popular approach to solving contact problems is the mortar finite element method. This method was developed, for example, in [53] and used in [54, 55, 56, 57, 58, 59] for various contact problems.

In contrast to the other methods described here, the proposed method is meshfree and allows for easy treatment of the contact interface. Also unlike the FEM, for which element node-to-segment contact is a concern [6], ensuring pairs of corresponding contact nodes is straightforward because new collocation points are easily added on the contact boundary as needed. Due to this and other advantages, the proposed method has promise to be useful for contact mechanics problems. In Chapter 4 of this study, a formulation of the proposed method for thermomechanical contact is presented using a staggered Newton-Raphson approach. Then, numerical solutions are presented for three verification problems, including frictional contact along an inclined contact surface, smooth and frictional contact between two half-cylinders, and thermomechanical contact between two rectangular blocks. The numerical solutions presented are compared with analytical or FEM solutions for verification.
Chapter 2

Strong Form Meshfree Point Collocation Method

This chapter develops the proposed strong form meshfree collocation method for solving partial differential equations. The material in this chapter is adapted from [4].

The meshfree point collocation method presented here allows the construction of numerical derivative operators that are used to discretize the strong form of PDEs. We consider a plane domain \( \Omega \) in \( n \)-space. Let \( \alpha = \{\alpha_1, \alpha_2, ..., \alpha_n\} \) be an \( n \)-dimensional array of nonnegative integers and define \( |\alpha| \equiv \sum_{i=1}^{n} \alpha_i \). Let \( x = \{x_1, x_2, ..., x_n\}^T \) be an \( n \)-dimensional vector. Then, we write

\[
x^\alpha = \prod_{i=1}^{n} x_i^{\alpha_i} \quad \text{and} \quad \alpha! = \prod_{i=1}^{n} \alpha_i!.
\]  

(2.1)

For convenience, such an array of nonnegative integers \( \alpha \) will be referred to as an exponent array from this point forward.

Given a function \( u(x) \in C^m(\Omega) \) for a nonnegative integer \( m \), we write the \( \alpha \)th derivative of \( u(x) \) as

\[
D_{x}^{\alpha}u = \frac{\partial^{|\alpha|}u}{\partial x_{1}^{\alpha_1} \partial x_{2}^{\alpha_2} \cdots \partial x_{n}^{\alpha_n}}.
\]  

(2.2)

for \( |\alpha| \leq m \). With this notation, the \( m \)th-order Taylor expansion \( P_m \) of \( u \), centered at \( y \)
and evaluated at \( \mathbf{x} \), is given by

\[
P_m(\mathbf{x}; \mathbf{y}) = \sum_{|\alpha| \leq m} \frac{(\mathbf{x} - \mathbf{y})^\alpha}{\alpha!} D_{x}^{\alpha}u(\mathbf{y}).
\]  

(2.3)

Recall that we seek a way to construct numerical derivative operators. The first step is to order all derivatives of \( u(\mathbf{y}) \) of up to order \( m \) in \( n \) variables and arrange them in a vector \( \mathbf{a}(\mathbf{y}) \). Note that there are \( L = (m + n)!/(m!n!) \) such derivatives. This vector is constructed by placing all derivatives of each degree in lexicographical order, and then ordering these partial lists in order of increasing degree. This ordering is chosen so that the position of the \( \alpha_k \) entry of the polynomial vector is the same as that of the corresponding entry of Pascal’s triangle. An advantage of this ordering is that the order of magnitude of the entries generally decreases from the first to last entry, which facilitates scaling of the moment matrix \( \mathbf{M} \) described below for improvement of the condition number. For clarity, an example of this derivative ordering is given in Table 2.1.

Table 2.1: Entries of \( \mathbf{a}(\mathbf{y}) \) and \( \mathbf{p}(\mathbf{x}; \mathbf{y}) \) for \( m = 4, n = 2, \) and \( L = 15 \) (\( 0 \leq i \leq m \) and \( 0 \leq k \leq L \))

<table>
<thead>
<tr>
<th>( i )</th>
<th>( k )</th>
<th>( \alpha_k )</th>
<th>Entries of ( \mathbf{a}(\mathbf{y}) )</th>
<th>Entries of ( \mathbf{p}(\mathbf{x}; \mathbf{y}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>((0,0))</td>
<td>( u(\mathbf{y}) )</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>((1,0))</td>
<td>( u_{y_1}(\mathbf{y}) )</td>
<td>( x_1 - y_1 )</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>((0,1))</td>
<td>( u_{y_2}(\mathbf{y}) )</td>
<td>( x_2 - y_2 )</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>((2,0))</td>
<td>( u_{y_1y_1}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^2/2 )</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>((1,1))</td>
<td>( u_{y_1y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)(x_2 - y_2) )</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>((0,2))</td>
<td>( u_{y_2y_2}(\mathbf{y}) )</td>
<td>( (x_2 - y_2)^2/2 )</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>((3,0))</td>
<td>( u_{y_1y_1y_1}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^3/6 )</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>((2,1))</td>
<td>( u_{y_1y_1y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^2(x_2 - y_2)/2 )</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>((1,2))</td>
<td>( u_{y_1y_2y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)(x_2 - y_2)^2/2 )</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>((0,3))</td>
<td>( u_{y_2y_2y_2}(\mathbf{y}) )</td>
<td>( (x_2 - y_2)^3/6 )</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>((4,0))</td>
<td>( u_{y_1y_1y_1y_1}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^4/24 )</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>((3,1))</td>
<td>( u_{y_1y_1y_1y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^2(x_2 - y_2)/6 )</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>((2,2))</td>
<td>( u_{y_1y_2y_2y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)^2(x_2 - y_2)^2/4 )</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>((1,3))</td>
<td>( u_{y_1y_2y_2y_2}(\mathbf{y}) )</td>
<td>( (x_1 - y_1)(x_2 - y_2)^3/6 )</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>((0,4))</td>
<td>( u_{y_2y_2y_2y_2}(\mathbf{y}) )</td>
<td>( (x_2 - y_2)^4/24 )</td>
</tr>
</tbody>
</table>

Let \( \alpha_k \) be an exponent array like the one characterized by (2.1), with the property that
the \( j \)th entry of \( \alpha_k \) equals the number of derivatives of \( u(y) \) with respect to \( y_j \) taken when evaluating the \( k \)th element of \( a(y) \). In other words, \( \alpha_k \) is the exponent array that makes the \( k \)th entry of \( a(y) \) equal to \( D^\alpha_y u \). For a given \( m \), this exponent array may be used to construct a polynomial vector \( p(x; y) \) with \( k \)th entry given by

\[
p_k(x; y) = \frac{(x - y)^{\alpha_k}}{\alpha_k!}
\]

and corresponding to the \( k \)th entry of \( a(y) \) so that the Taylor polynomial in (2.3) may be rewritten as

\[
P_m(x; y) = p(x; y)^T a(y).
\]

For better understanding, the exponent arrays and entries of \( p(x; y) \) and \( a(y) \) for \( m = 4 \) and \( n = 2 \) are given in Table 2.1.

Next, the method of moving least squares is used in conjunction with the Taylor expansion above to formulate discrete derivative operators. For a set of \( N \) points \( x_J \) \((J = 1, 2, ..., N)\) in \( \Omega \), we seek to minimize the discrete weighted residual functional

\[
\mathcal{F}[a(y)] = \sum_{J=1}^{N} w \left( \frac{x_J - y}{\rho(y)} \right) \left[ p(x_J; y)^T a(y) - u_J \right]^2
\]

with respect to \( a(y) \). Here, \( w \) is a weight function and \( \rho(y) \), termed the dilation parameter, is the radius of a ball around \( y \) called the compact support. Outside of this radius, the weight function is set to zero. The dilation parameter need not be constant over the domain; rather, it should be smaller in areas of local refinement and larger along boundaries. An illustration of the dilation parameter is given in Figure 2.1. In this illustration, the dilation parameter was computed as the distance between each center node and the farthest away of its 60 nearest neighbors.

For a fixed \( y \), \( \mathcal{F}[a(y)] \) is minimized for a unique \( a(y) \) for which \( \partial \mathcal{F}/\partial a = 0 \) because \( \mathcal{F} \) is nonnegative and quadratic in \( a \). If the local center is moved (hence the term moving
least squares) to each point \( \mathbf{x} \) at which a set of derivative operators is desired, then the local \( \mathcal{F}[\mathbf{a}(\mathbf{x})] \) is minimized by the \( \mathbf{a}(\mathbf{x}) \) for which \( \partial \mathcal{F} / \partial \mathbf{a} = 0 \). In other words, minimizing (2.6) and taking \( \mathbf{y} \rightarrow \mathbf{x} \) results in

\[
\mathbf{a}(\mathbf{x}) = \mathbf{M}^{-1}(\mathbf{x})\mathbf{B}(\mathbf{x})\mathbf{u}
\] (2.7)

where \( \mathbf{u} = \{u_1, u_2, ..., u_N\}^T \) is the nodal solution vector for the \( N \) points in \( \Omega \), and \( \mathbf{M} \) and \( \mathbf{B} \) are given by

\[
\mathbf{M}(\mathbf{x}) = \sum_{J=1}^{N} \left( \mathbf{p}(\mathbf{x}_J; \mathbf{x}) w \left( \frac{x_J - x}{\rho(\mathbf{x})} \right) \mathbf{p}^T(\mathbf{x}_J; \mathbf{x}) \right)
\] (2.8)

and

\[
\mathbf{B}(\mathbf{x}) = \left[ w \left( \frac{x_1 - x}{\rho(\mathbf{x})} \right) \mathbf{p}(\mathbf{x}_1; \mathbf{x}), w \left( \frac{x_2 - x}{\rho(\mathbf{x})} \right) \mathbf{p}(\mathbf{x}_2; \mathbf{x}), ..., w \left( \frac{x_N - x}{\rho(\mathbf{x})} \right) \mathbf{p}(\mathbf{x}_N; \mathbf{x}) \right].
\] (2.9)

Note that the cost of computing derivatives of shape functions is replaced by that of inverting \( N \) \( \mathbf{M} \) matrices, each of which is only \( L \times L \). Also, since the method uses a diffuse derivative approximation, computation of these derivative operators does not require exact differentiation of shape functions or of the weight function, so there is no differentiability requirement for either. Examples of non-smooth weight functions are plotted in Figure 2.2.

Figure 2.1: For a uniform grid of collocation points, (a) examples of compact support domains and (b) a surface plot of the dilation parameter are given for a search of the 60 nearest neighbors of each point.
and given by

\[ w(r) = (1 - ||r||)^4 \quad \text{(4th-order)} \]
\[ w(r) = (1 - ||r||^{\frac{1}{2}})^2 \quad \text{(root power)} \]  
(2.10)

Figure 2.2: Examples of non-smooth weight functions

An important consequence of this result is that the \( k \)th entry of \( a(x) = M^{-1}(x)B(x)u \) gives approximation for the \( \alpha_k \)th derivative of \( u \) at \( x \). Thus, for each \( x_I \in x_1, x_2, \ldots, x_N \), we can define differential operators \( \Phi_I^{\alpha_k} \) defined to be the \( k \)th row of \( M^{-1}(x_I)B(x_I) \), i.e.,

\[ \Phi_I^{\alpha_k}u \approx D_x^{\alpha_k}u(x_I) \]  
(2.11)

Using (2.11), all differential operators in the strong form of PDEs and their boundary conditions can be discretized for any set of \( N \) collocation points in \( \bar{\Omega} \).
Chapter 3

Wind-driven Ocean Circulation

This chapter, which is largely reproduced from [4], examines how the proposed method is used to solve higher order PDEs. The PDEs of interest in this study are the linearized quasi-geostrophic equations used to model wind-driven ocean circulation, namely the second-order Stommel and fourth-order Stommel–Munk equations. Section 3.1 describes these equations and their boundary conditions, as well as how the proposed method is used to discretize these equations. Section 3.2 presents the results of solving the Stommel and Stommel–Munk equations, including numerical experiments of convergence behavior. The final numerical example, the solution of the Stommel–Munk equation on a polygon representing the Mediterranean Sea, demonstrates how the proposed method can be used in a real-world application.

3.1 Equations for wind-driven ocean circulation

In this section, the Stommel model and the Stommel–Munk model are first explained and then discretized using the meshfree collocation described in Chapter 2.
3.1.1 Linearized stationary quasi-geostrophic equations (SQGE)

As explained in Chapter 1, the quasi-geostrophic equations of the ocean are time-dependent and nonlinear. However, linearized, stationary versions of these equations are available. Examples of these linearized SQGE are the Stommel and Stommel–Munk models. While the Stommel model is a second-order PDE with respect to the streamfunction $\psi$, the Stommel–Munk model is a fourth-order PDE. Similar to the QGE, the Stommel–Munk model contains the biharmonic term $\Delta^2 \psi$, the wind forcing term $F$, and the rotational term $\partial \psi / \partial x$ to include the effect of an asymmetry in the east-west direction. The Stommel–Munk model involves a Laplacian term $\Delta \psi$ instead of the nonlinear Jacobian term.

We consider a plane domain $\Omega$ with boundary $\Gamma$. The Stommel–Munk model [27] is given by

$$\begin{align*}
-\epsilon_s \Delta \psi + \epsilon_m \Delta^2 \psi - \frac{\partial \psi}{\partial x} &= F \quad \text{in } \Omega, \\
\psi &= 0 \quad \text{and} \quad \nabla \psi \cdot n = 0 \quad \text{on } \Gamma
\end{align*}$$

(3.1)

where $n$ is the outward unit normal vector on the boundary $\Gamma$. For wind-driven ocean circulation in an enclosed mid-latitude basin, let $\psi$ and $F$ denote the velocity streamfunction and the wind forcing, respectively. The parameters $\epsilon_s$ and $\epsilon_m$ are the non-dimensional Stommel and Munk numbers, respectively, which are defined by

$$\epsilon_s = \frac{\gamma}{\beta L} \quad \text{and} \quad \epsilon_m = \frac{A}{\beta L^3}. \quad (3.2)$$

Here, $\gamma$ is the coefficient of the linear drag (or the Rayleigh friction) as might be generated by a bottom Ekman layer, $\beta$ is the coefficient multiplying the $y$-coordinate in the $\beta$-plane approximation, $A$ is the eddy viscosity parametrization, and $L$ is the characteristic length scale.
The Stommel model (Vallis [27]) is given by

\[-\epsilon_s \Delta \psi - \frac{\partial \psi}{\partial x} = F \quad \text{in } \Omega, \]

\[\psi = 0 \quad \text{on } \Gamma \quad (3.3)\]

where \(\epsilon_s\) is the Stommel number defined in (3.2). Unlike the Stommel–Munk model, the Stommel model is a second-order PDE and only \(\psi = 0\) is imposed on the boundary.

### 3.1.2 Discretization of governing equations

For convenience, we define \(\Lambda = \Lambda_i \cup \Lambda_b\) where \(\Lambda_i\) is the set of \(N_i\) interior nodes and \(\Lambda_b\) is the set of \(N_b\) boundary nodes, with \(N_i + N_b = N\) total nodes. If \(\Phi_{ij}^{\alpha_k}\) is used to denote the \(J\)th entry of the \(\alpha_k\)th derivative operator at \(x_I\), then substituting (2.11) into (3.1) yields the discrete form of the Stommel–Munk PDE:

\[
\sum_{J=1}^{N} \left\{ -\epsilon_s [\Phi_{ij}^{(2,0)} + \Phi_{ij}^{(0,2)}] + \epsilon_m [\Phi_{ij}^{(4,0)} + 2\Phi_{ij}^{(2,2)} + \Phi_{ij}^{(0,4)}] - \Phi_{ij}^{(1,0)} \right\} \psi_J = F(x_I) \quad (3.4)
\]

for each \(x_I \in \Lambda_i\). The boundary conditions are similarly discretized as

\[
\sum_{J=1}^{N} \Phi_{ij}^{(0,0)} \psi_J = 0, \quad \sum_{J=1}^{N} [\Phi_{ij}^{(1,0)} n_1 + \Phi_{ij}^{(0,1)} n_2] \psi_J = 0 \quad (3.5)
\]

for each \(x_I \in \Lambda_b\). If we define \(F^i \equiv \{F(x_1), F(x_2), ..., F(x_{N_i})\}^T\), then these discretized equations may be assembled into an \((N_i + 2N_b) \times N\) system

\[
K\psi = F \quad (3.6)
\]
where

\[
K = \begin{bmatrix} K' \\ K^d \\ K^n \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} F' \\ 0 \\ 0 \end{bmatrix}.
\] (3.7)

In (3.7), the \((I,J)\) entry of the \(N_i \times N\) block \(K^i\) is given by

\[
K_{IJ}^{\text{int}} = -\epsilon_s [\Phi_{IJ}^{(2,0)} + \Phi_{IJ}^{(0,2)}] + \epsilon_m [\Phi_{IJ}^{(4,0)} + 2\Phi_{IJ}^{(2,2)} + \Phi_{IJ}^{(0,4)}] - \Phi_{IJ}^{(1,0)}
\] (3.8)

The \((I,J)\) entry of the \(N_b \times N\) block \(K^d\) is given by

\[
K_{IJ}^d = \Phi_{IJ}^{(0,0)}
\] (3.9)

Finally, the \((I,J)\) entry of the \(N_b \times N\) block \(K^n\) is given by

\[
K_{IJ}^n = \Phi_{IJ}^{(1,0)} n_1 + \Phi_{IJ}^{(0,1)} n_2
\] (3.10)

Similarly, by substituting (2.11) into (3.3), the discrete form of the Stommel equation and its boundary conditions can be obtained as

\[
\sum_{J=1}^{N} \{-\epsilon_s[\Phi_{IJ}^{(2,0)} + \Phi_{IJ}^{(0,2)}] - \Phi_{IJ}^{(1,0)}\} \psi_J = F(x_I), \quad \text{for } x_I \in \Lambda_i
\] (3.11)

and

\[
\sum_{J=1}^{N} \Phi_{IJ}^{(0,0)} \psi_J = 0, \quad \text{for } x_I \in \Lambda_d.
\]

These equations can also be assembled into a system like (3.6), this time \(N \times N\), with

\[
K = \begin{bmatrix} K' \\ K^d \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} F' \\ 0 \end{bmatrix}.
\] (3.12)
where the \((I,J)\) entries of the \(N_i \times N\) block \(K^i\) and the \(N_b \times N\) block \(K^d\) are given by

\[
K^i_{IJ} = -\epsilon_i [\Phi_{IJ}^{(2,0)} + \Phi_{IJ}^{(0,2)}] - \Phi_{IJ}^{(1,0)}, \quad K^d_{IJ} = \Phi_{IJ}^{(0,0)}.
\]

(3.13)

## 3.2 Numerical study

To verify our method, we perform numerical studies on three benchmark problems commonly used in geophysical fluid dynamics [27]. The first two problems involve the Stommel model on a rectangular domain with a strong western boundary layer and the Stommel–Munk model without a strong western boundary layer, presented in 3.2.1 and 3.2.2. The results from these studies motivate an examination of the effect of numerical parameters of the proposed method on error behavior in the context of these benchmark problems, presented in 3.2.3. After this investigation, results from the third benchmark problem, the Stommel–Munk equation on a rectangular domain with a strong western boundary layer, are discussed in 3.2.4. This includes results from applying a local refinement of the discretization. Finally, the proposed method is used to solve the Stommel–Munk equation on a polygonal domain representing the Mediterranean Sea in 3.2.5.

In the subsequent studies, we analyze convergence and error behavior by defining the following discrete \(L^2\)-norm and \(L^\infty\)-norm errors:

\[
\|e\|_2 \equiv \sqrt{\frac{\sum_{i=1}^{N} (\psi_i^h - \psi_i)^2}{\sum_{i=1}^{N} (\psi_i)^2}}
\]

(3.14)

and

\[
\|e\|_\infty \equiv \frac{\max_i |\psi_i^h - \psi_i|}{\max_i |\psi_i|},
\]

(3.15)

respectively, where \(\psi^h\) is the approximation of the exact solution \(\psi\). In (2.6), the weight function does not need to be differentiable. Hence, all simulations are performed using the
weight function

\[ w\left(\frac{x_I - y}{\rho(y)}\right) = \left(1 - \left\| \frac{x_I - y}{\rho(y)} \right\| \right)^4. \tag{3.16} \]

The dilation parameter \( \rho \), which represents the radius of the domain of influence of each collocation point, should be chosen so that the resulting differential operators are sparse to save computational cost. On the other hand, \( \rho \) should be large enough so that the \( M \) matrices are nonsingular and the solution is accurate. In general, there is some minimum number of points in a domain of influence such that all \( M \) matrices (2.8) are nonsingular [14]. This number of points dictates the radius of influence of each collocation point based on the spacing of nodes and the geometry of the domain. More discussion of the dilation parameter related to a specific example can be found in Section 3.2.3.

### 3.2.1 Stommel model

We consider the test problem (3.3) with the exact solution

\[
\psi(x, y) = \frac{\sin(\pi y)}{\pi(1 + 4 \pi^2 \epsilon_s^2)} \left[ 2\pi \epsilon_s \sin(\pi x) + \cos(\pi x) + \frac{(1 + e^{R_2})e^{R_1 x} - (1 + e^{R_1})e^{R_2 x}}{e^{R_1} - e^{R_2}} \right] \tag{3.17}
\]

over the domain \( \Omega = [0, 1] \times [0, 1] \), where \( R_1 \) and \( R_2 \) are given by

\[
R_1 = -1 + \frac{\sqrt{1 + 4 \pi^2 \epsilon_s^2}}{2 \epsilon_s} \quad \text{and} \quad R_2 = -1 - \frac{\sqrt{1 + 4 \pi^2 \epsilon_s^2}}{2 \epsilon_s}. \tag{3.18}
\]

This example was used for the test of an algorithm by Myers and Weaver [32], Foster et al. [35], and Kim et al. [39]. Upon taking \( \epsilon_s = 0.05 \), we work in a setting identical to that considered in these references. The forcing term \( F \) is chosen to match with that given by the exact solution (3.17). As shown in Figures 3.1 and 3.2, a rectangular ocean is chosen as a computational domain. With the origin of a Cartesian coordinate system at the southwest corner, the \( x \)- and \( y \)-axis point eastward and northward, respectively, and the boundaries of the computational domain are the shores of the ocean.
In Figure 3.1, we display uniform and random distributions of collocation points used for this study. In Figure 3.2, we compare the streamlines of the numerical solution using the randomly distributed collocation points with the exact solution. Both solutions are qualitatively indistinguishable from the exact solution. Notice that the similar solution using the uniform distribution of collocation points is observed.

To study convergence rates as a function of average nodal distance $h$, $\|e\|_2$ and $\|e\|_\infty$ are measured for approximately $h = \{0.020, 0.017, 0.014, 0.012\}$. Our method and the finite-difference method (FDM) both use a Taylor expansion to approximate a solution variable.
Table 3.1: Convergence rates in $L^2$-norm $\|e\|_2$ and $L^\infty$-norm $\|e\|_\infty$ with a second-order polynomial using uniform distributions of collocation points

<table>
<thead>
<tr>
<th># of collocation points</th>
<th>$|e|_2$</th>
<th>$|e|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2500</td>
<td>5.20e-03</td>
<td>1.27e-02</td>
</tr>
<tr>
<td>3600</td>
<td>3.38e-03</td>
<td>7.86e-03</td>
</tr>
<tr>
<td>4900</td>
<td>2.36e-03</td>
<td>5.21e-03</td>
</tr>
<tr>
<td>6400</td>
<td>1.73e-03</td>
<td>3.63e-03</td>
</tr>
<tr>
<td>Convergence rate</td>
<td>2.31</td>
<td>2.61</td>
</tr>
</tbody>
</table>

Table 3.2: Convergence rates in $\|e\|_2$ and $\|e\|_\infty$ with a second-order polynomial using random distributions of collocation points

<table>
<thead>
<tr>
<th># of collocation points</th>
<th>$|e|_2$</th>
<th>$|e|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2212</td>
<td>7.16e-03</td>
<td>2.24e-02</td>
</tr>
<tr>
<td>3297</td>
<td>4.52e-03</td>
<td>1.31e-02</td>
</tr>
<tr>
<td>4705</td>
<td>2.92e-03</td>
<td>7.57e-03</td>
</tr>
<tr>
<td>6465</td>
<td>2.02e-03</td>
<td>5.03e-03</td>
</tr>
<tr>
<td>Convergence rate</td>
<td>2.37</td>
<td>2.82</td>
</tr>
</tbody>
</table>

Thus, based on such a similarity with the FDM, we expect that our approach also has an optimal order of convergence equal to the order of the Taylor expansion used. In other words, the optimal convergence rates for our method would be quadratic or quartic for the second-order and fourth-order polynomials, respectively. Theoretical study for the error analysis of the proposed method remains as the authors’ future work. Some theoretical work for similar types of strong form meshfree methods can be found in [14, 25]. For the second-order polynomial, Table 2 and Table 3 show the convergence rates for uniformly and randomly distributed collocation points in both $L^2$- and $L^\infty$-norm errors. The plots of convergence rate in $L^2$-norm for both second-order and fourth-order polynomials are displayed in Figure 3.3 and Figure 3.4. Note that the presented convergence analysis results, such as Fig. 3.3, adopted log-log plots, although it is sometimes hard to recognize this due to the small range of values on the horizontal axis.

In Table 3.3, we summarize the convergence rates for the second-order and fourth-order polynomials for the Stommel model with the exact solution given by (3.17). The results show higher than the expected convergence rates in both $L^2$-norm and $L^\infty$-norm.
3.2.2 The Stommel–Munk model without western boundary layer

In contrast to the Stommel model, a challenge in solving the fourth-order Stommel–Munk model is the need to apply two Dirichlet boundary conditions $\psi = \nabla \psi \cdot n = 0$ on the entire boundary. In applying the proposed method to a second-order PDE with only one boundary condition, nodal solutions are found by solving a linear system in which each equation is a discretized version of (3.1) (for each of $N_i$ interior collocation points) or of the boundary condition (for $N_b$ boundary nodes). In this way, boundary conditions are applied directly, and the resulting system of equations is square. However, for the Stommel–Munk model, to apply both boundary conditions at each boundary node, two separate equations must be written for each boundary node as shown in (3.5). This leads to a total of $N_i + 2N_b$ equations
Table 3.3: Convergence rates in $\|e\|_2$ and $\|e\|_\infty$ with a second-order polynomial using random distributions of collocation points

<table>
<thead>
<tr>
<th>Nodal arr.</th>
<th>2nd order $|e|_2$</th>
<th>2nd order $|e|_\infty$</th>
<th>4th order $|e|_2$</th>
<th>4th order $|e|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform grid</td>
<td>2.31</td>
<td>2.61</td>
<td>4.11</td>
<td>3.99</td>
</tr>
<tr>
<td>Random</td>
<td>2.37</td>
<td>2.82</td>
<td>4.16</td>
<td>4.07</td>
</tr>
</tbody>
</table>

in $N_i + N_b$ unknown nodal values of $\psi$, i.e., an overdetermined system of equations.

Our approach is to solve this overdetermined system by the method of weighted least squares. Introducing a diagonal matrix $D$ containing positive weight values along its diagonal into the system of equations (3.6), the solution $\psi$ that minimizes the norm $(K\psi - F)^T D^2 (K\psi - F)$ is obtained by solving

$$K^T D^2 K \psi = K^T D^2 F.$$  \hfill (3.19)

Why might it be advantageous to use some weight values in $D$ other than 1.0 (standard least squares)? As an example, consider a problem in which the error between the numerical solution and the analytical solution is highest at the boundary when standard least squares is used. Then, increasing the weight values applied to the boundary condition equations penalizes this higher error at the boundary more heavily than does standard least squares, potentially resulting in lower maximum or $L^2$-error of the numerical solution. A discussion of how weights are chosen for the problems in this study may be found in Section 3.2.3.

Using this weighted least squares strategy, we test the Stommel–Munk model on a rectangular ocean in similar fashion to the Stommel model. We consider a benchmark example that is commonly used to test a finite-element algorithm [33, 39]. This example has a forcing $F$ corresponding to the exact solution given by

$$\psi(x, y) = \sin^2(\pi x/3) \sin^2(\pi y) \quad \text{in } \Omega = [0, 3] \times [0, 1].$$  \hfill (3.20)

The Stommel and Munk numbers are chosen to be $\epsilon_s = 0.05$ and $\epsilon_m = 6.0 \times 10^{-5}$, respectively.
To approximate the fourth-order derivative operators, at least a fourth-order polynomial is required. As a result, we use fourth-order polynomials in this study. When assembling the overdetermined system of equations in the solution of this problem, weights of 1.0 are chosen for the rows corresponding to interior collocation points, whereas weights of 0.2 are used for the rows corresponding to boundary points. A more thorough discussion of this choice of relative weights may be found in Section 3.2.3.

In Figure 3.5, we display the streamlines of both numerical and exact solutions for the fourth-order polynomial. Both results are qualitatively indistinguishable. In Figure 3.6, the rates of convergence in $L^2$-norm for both uniform and random distributions of collocation points are presented. Moreover, convergence rates in both $L^2$ and $L^\infty$-norms are summarized in Table 3.4. While the order of convergence in $L^2$-norm is quartic, slightly lower convergence rate is observed in $L^\infty$-norm.

Table 3.4: Convergence rates in $\|e\|_2$ and $\|e\|_\infty$ with a fourth-order polynomial using uniform and random distributions of collocation points for the test problem with the exact solution (3.20)

<table>
<thead>
<tr>
<th>Nodal arr.</th>
<th>$|e|_2$</th>
<th>$|e|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform grid</td>
<td>4.20</td>
<td>3.87</td>
</tr>
<tr>
<td>Random</td>
<td>4.06</td>
<td>3.74</td>
</tr>
</tbody>
</table>

Figure 3.5: Comparison between (a) numerical and (b) exact solutions of the Stommel–Munk model for the test problem with the exact solution (3.20)
3.2.3 Study of error behavior for numerical parameters

While obtaining results for the Stommel–Munk model above with the exact solution given by (3.20), it became apparent that the error behavior of the numerical solution is sensitive to the least squares weight values chosen for the diagonal matrix \( D \) in (3.19) and the number of neighbors chosen for the compact support of each collocation point. This section explores the effect of these numerical parameters on error behavior of the proposed collocation method.

First, we conduct a numerical experiment to determine the effect of weight values on the error behavior. The Stommel–Munk model with the exact solution (3.20) is used as a basis for this study. The number of neighbors in the compact support is held fixed at 35. Weights corresponding to the interior nodes are fixed at 1.0, while weights corresponding to the boundary nodes are varied between 0.001 and 100. We study the order of convergence in both \( L^2 \)-norm and \( L^\infty \)-norm for both the uniform grid and random arrangements. The order of convergence is based on the following ranges of total numbers of collocation points: For the uniform grid, error is computed for 243, 300, 432, and 675 total points; for the random arrangement, error is computed for 172, 304, 448, and 775 total points. In addition to convergence rates, the values of \( \|e\|_2 \) and \( \|e\|_\infty \) are recorded for a fixed number of collocation points (675 in the uniform grid case and 775 in the random arrangement case). The results are displayed in Figure 3.7 and Figure 3.8.

For the uniform grid, the highest rate of convergence appears to occur when the boundary
condition (BC) weights are less than 1.0, but this choice produces largest overall error of the solution for a fixed number of collocation points. A possible explanation for this phenomenon is the following: When BC weights are less than 1.0, the error tends to be high at the boundary and the weighted least squares method penalizes this high boundary error very little. As a consequence, for low BC weights, the overall spatial distribution of error is unbalanced with highest error at the boundary, causing the $L^2$-norm $\|e\|_2$ and $L^\infty$-norm $\|e\|_\infty$ errors to be relatively high. However, increasing the density of the collocation points causes this boundary error to disappear rapidly, resulting in a high rate of convergence. Conversely, strictly penalizing boundary error with larger weight values results in lower overall error even for coarse discretizations, resulting in a lower rate of convergence. The
spatial distributions of error for two BC weight values, shown in Figure 3.9, bear out this hypothesis. It is noteworthy that a choice of weights around 1.0 to 3.0 results in high error and in the lowest rates of convergence, suggesting that it can indeed be advantageous to vary weight values away from 1.0 for the boundary condition equations. Further research should investigate what characteristics of a problem (e.g., the forcing term) make it advantageous or disadvantageous to do so.

![Figure 3.9: Spatial distribution of absolute error for (a) BC weight = 5.0 and (b) BC weight = 0.2](image)

Similar error behavior occurs in the case of the random nodal arrangement, except with respect to the rate of convergence in the $L^2$-norm $\|e\|_2$ compared to the $L^\infty$-norm $\|e\|_\infty$ errors for small values of BC weights. In this case, it is possible that the maximum value of the error is localized to a few isolated collocation points at the boundary, which would cause the maximum error to decrease slowly compared to the $L^2$-norm error as the density of the collocation points is increased. It is worth noting that the level of discretization and the boundary condition weights (i.e., the matrix $D$) both have a limited effect on the condition number of the matrix $K^T D^2 K$ in Eq. (3.19). However, proposed method has not exhibited a severe dependency on the condition numbers according to the authors’ experience.

We also conducted a numerical experiment to determine the effect on error behavior of the number of neighbors chosen for the compact support of each collocation point. As before, the problem with the exact solution given by (3.20) was used. The weights applied to the interior node equations were again fixed at 1.0, but this time the BC weights were fixed at 0.5 for all boundary nodes. The number of neighbors specified for the compact support of each collocation point was varied between 30 and 50. In each trial, the dilation
parameter at each collocation point was taken to be the distance between the collocation point and the farthest of its 30-50 neighbors identified using the k-nearest neighbors (KNN) search algorithm [60]. An alternative algorithm to construct spatially varying continuous compact support function, which uses a pseudo-counting function constructed based on collocation point density, is described in [61]. Again, the convergence rates and error values were measured for each choice of number of neighbors, for a uniform grid of points. The results are shown in Figure 3.10.

![Figure 3.10: Effect of the number of neighbors in compact support on error behavior, uniform grid](image)

The highest rates of convergence were achieved when 41–43 neighbors were used. Some of the lowest values of error for a fixed number of nodes were also achieved for this range of numbers of neighbors. These results suggest that, for a uniform grid of collocation points, there is an optimal number of neighbors to specify for the compact support. We propose the following reason for the sensitivity of the error behavior to this parameter: Depending on the number of neighbors chosen, the spatial pattern of neighbor nodes in a compact support will be one of a variety of shapes. Thus, just as the error behavior of the FDM depends on the choice of a five-point stencil versus a nine-point stencil due to the relative positions of the neighbors and their effect on the numerical solution, so too is the present method sensitive
to the choice of spatial pattern of neighborhood nodes.

Based on the studies discussed in this section, values of number of neighbor nodes and BC weights were chosen so as to optimize the convergence rate for the above problem, leading to the results displayed in Table 3.4 from the previous section.

### 3.2.4 Stommel–Munk model with western boundary layer

Having studied the effect of numerical parameters on error behavior, we are able to use our method to solve the Stommel–Munk model with a different forcing term. This problem has a forcing corresponding to the exact solution given by

$$\psi(x, y) = [(1 - x/3)(1 - e^{-20x}) \sin(\pi y)]^2. \tag{3.21}$$

In contrast to the previous example in Section 3.2, this one has a strong western boundary layer as shown in Figure 3.11. This boundary layer results in a region of very high gradient on the left side of the domain, which is difficult to capture. For this reason, fourth- and fifth-order polynomials are unable to achieve reliable solutions due to instability on the left side of the domain. Thus, a sixth-order polynomial is used. Fortunately, the jump in computational cost due to using a sixth-order polynomial approximation rather than a fourth-order approximation is relatively small because the number of small matrices needing to be inverted while computing the differential operators remains unchanged.

A comparison of the numerical solution with the exact solution shows qualitative agreement, as shown in Figure 3.11. Moreover, as shown in Table 3.5, for the uniform grid arrangement of collocation points, slightly lower than optimal (sixth-order) convergence rate is obtained in both $\|e\|_2$ and $\|e\|_\infty$ due to the presence of the western boundary layer. The convergence for uniform collocation points is remarkably steady, as shown in Figure 3.12. For the random arrangement of collocation points, low convergence rates and largely unpredictable error behavior are observed due to local instabilities in the solution.
Figure 3.11: Comparison between (a) numerical and (b) exact solutions of the Stommel–Munk model with the western boundary layer

Figure 3.12: Convergence in $\|e\|_2$ for the Stommel–Munk model with the western boundary layer

To improve accuracy, local refinement is applied to the left side of the domain where the strong western boundary layer is found. This is done for both uniform and random arrangements of collocation points. For the uniform grid, we locally refined the domain by placing an extra collocation point at the centroid of each group of four existing nodes in the left sixth of the domain. For the random arrangement, the left sixth of the domain had an average nodal distance three times that of the right side of the domain; the gash software allowed a smoother transition between the right side of the domain and the locally refined area on the left than in the case of the uniform grid. Examples of the refined nodal arrangements used are given in Figure 3.14.

Figure 3.13 shows the convergence plots in $\|e\|_2$ for uniform and random arrangements with and without local refinement. Table 3.5 contains the rates of convergence for these various schemes in $\|e\|_2$ and $\|e\|_{\infty}$. It should be noted that in the case of both uniform and random arrangements, the rate of convergence for the refined nodal arrangements is much
better than that for the uniform-density nodal arrangements. In addition, the errors for the refined random arrangement are the lowest of all the schemes, suggesting that properly implemented refinement would improve both the accuracy and the rate of convergence of the numerical solution for a problem with a high-gradient region such as this one.

As shown in Fig. 3.13, instability (or suboptimal convergence) is exhibited by the proposed method for the western boundary layer example, especially for the random arrangements of collocation points. As explained in [25], this is expected since the proposed method’s formulation is based on the strong form and avoids the Galerkin framework. Currently, to the best of the authors’ knowledge, there are no theoretical stability and perturbation analyses available for the proposed method other than numerical studies of the method. More numerical results for the discretization sensitivity-induced instability of the method within similar contexts can be found in authors’ previous works [24, 21, 19]. Theoretical study for the error and stability analysis of the proposed method remains part of the authors’ future work.

![Figure 3.13: Influence of local refinement for the Stommel–Munk model with the western boundary layer](image)

**3.2.5 Wind-driven ocean circulation in the Mediterranean Sea**

To demonstrate the usefulness of the proposed method in solving real-world problems on arbitrary shaped domains, the method is used to solve the Stommel–Munk model on the
Table 3.5: Rate of convergence (ROC) in $\|e\|_2$ and $\|e\|_{\infty}$ with local refinement for both uniform and random distributed collocation points

<table>
<thead>
<tr>
<th>Scheme</th>
<th>ROC in $|e|_2$</th>
<th>ROC in $|e|_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unif.</td>
<td>5.23</td>
<td>5.78</td>
</tr>
<tr>
<td>Rand.</td>
<td>1.90</td>
<td>1.27</td>
</tr>
<tr>
<td>Unif. ref.</td>
<td>6.02</td>
<td>7.65</td>
</tr>
<tr>
<td>Rand. ref.</td>
<td>2.39</td>
<td>2.81</td>
</tr>
</tbody>
</table>

Figure 3.14: Illustration of nodal arrangements for local refinement applied to (a) uniformly spaced collocation points and (b) randomly spaced collocation points

Figure 3.15: Polygon representing the boundary of the Mediterranean Sea

interior of a polygon representing the coastlines of the Mediterranean sea. This example was studied by Foster et al. [35] and Jiang and Kim [41] for the test of their finite-element formulations of the stationary quasi-geostrophic equations. We use the forcing term $F = \sin(\pi y/4)$ arising from the derivative of the wind stress (Myers and Weaver [32]). The same values of the Stommel and Munk numbers ($0.05$ and $6.0 \times 10^{-5}$, respectively) are used. Notice that an analytical solution is not available, so a convergence study cannot be performed.

This polygon shown in Figure 3.15 encloses a simply connected region. However, this region’s concavity and various narrow subregions present challenges to solving the model on its interior. The first challenge in solving the Stommel-Munk model on this domain is that of
generating an arrangement of collocation points for the Mediterranean sea region. Without an unreasonable degree of refinement, the use of a uniform tensor-product grid of points would have been insufficient to capture the geometry of the region. Even in the case of the rectangular domain with western boundary layer in Section 3.2.4, the random arrangement with selective refinement resulted in consistently lower error than the uniform grid with no refinement, as shown in Fig. 3.13. The random arrangement was also less cumbersome to produce than the uniform grid with selective refinement. For domains with complicated geometry, producing a uniform grid with selective refinement is much more difficult and tedious, while producing a random arrangement with selective refinement remains straightforward using readily available FEM meshing software. Thus, for complicated geometries, a selectively refined random arrangement of collocation points is more practical than a selectively refined uniform arrangement, but still exhibits less error for a given number of collocation points than a uniform grid with no selective refinement. Thus, generating a random arrangement of nodes is preferred and left to the open-source meshing software \texttt{gmsh} [62]. Each segment of the polygon boundary is assigned a number of boundary collocation points approximately proportional to this segment’s fraction of the total length of the boundary. If this results in a number of boundary nodes that is too small for this segment (e.g., only two or three nodes), this segment is assigned five nodes. Given these specifications, \texttt{gmsh} generated the arrangement of collocation points shown in Figure 3.16.

After discretizing the region, another challenge is to ensure that the domain of influence of each collocation point is reasonable despite the concavity of some parts of the domain. For example, consider points A and B in Figure 3.15. Although these points are very close each other, the solution of the PDE at point A cannot reasonably be expected to affect the solution at point B because these points are separated by land. Thus, the domain of influence of point A should exclude point B and vice-versa. To accomplish such exclusions, the domain is divided into the subregions as shown in Figure 3.17. Then, in selecting the points to include in the domain of influence of a given point D, only candidate points from
the subregion containing point D or adjacent subregions are considered.

Using MATLAB’s `knnsearch` accomplishes this task of selecting points for the domain of influence of each point. Each domain of influence contains 18 collocation points, which proved the optimal number of points in terms of ensuring invertibility of the $M$ matrix (2.8), stability of the solution field at the boundary, and reasonable computational time. Finally, the value chosen for the dilation parameter $\rho$ at each collocation point D was simply the distance between point D and the farthest-away point in the domain of influence of point D. An illustration of the domain of influence for a point in this problem and related ideas is shown in Figure 3.18. Once these tasks are complete, we solve the Stommel–Munk

![Figure 3.16: Arrangement of 4,834 collocation points used for the Mediterranean sea example](image1)

![Figure 3.17: Mediterranean Sea domain subdivided into cells in order to control the domain of influence of each collocation point and direction of the normal vectors along the boundary](image2)

model using the point collocation method. In order to balance the errors between the boundary and the interior, we choose BC weights corresponding to the boundary condition $u = 0$ as 100 times those corresponding to the zero-flux boundary condition $\nabla u \cdot n = 0$. A similar scheme weighting the Dirichlet boundary condition equations more heavily than
Figure 3.18: Domain of influence of Point A (largest dot, in blue) from Figure 3.15 containing 18 points. The radius of the circle is $\rho$ for Point A. Note that the domain of influence does not contain points from the subregion across land from Point A.

Figure 3.19: Contour plot of the numerical solution in the Mediterranean Sea example

the Neumann boundary condition equations was used in the weighted collocation method of Chen et al. [63]; one should refer to the guidelines presented in [63] to choose the proper values of BC weights for a general problem. In Figure 3.19, we display a contour plot of the streamfunction. The plot shows qualitative agreement with the one obtained using finite-element methods by Foster et al. [35] and Jiang and Kim [41]. This result verifies the capability of our method on realistic ocean circulation problems with arbitrary shaped coastal boundaries.
Chapter 4

Thermomechanical Contact

The next test of the proposed method is whether it can be used to solve nonlinear PDEs. The problem of multi-body thermomechanical contact provides such nonlinear PDEs. Section 4.1 details the formulation of these equations. Section 4.2 describes how these equations are discretized using the differential operators formulated in 2. Finally, Section 4.3 examines three numerical verification examples: frictional contact on an inclined surface, Hertzian contact between two half-cylinders, and thermomechanical contact between two rectangular blocks.

4.1 Equations for thermomechanical contact

In this section, the governing equations for thermomechanical contact are developed. First, an overview of the geometry, domain interior equations, and boundary conditions are given. Next, the mechanical contact constraints are described and regularized using a penalty approach. Finally, the thermal contact model is introduced.
4.1.1 Geometry, governing equations, and boundary conditions

This study concerns loosely coupled thermo-mechanical contact between two deformable bodies in two dimensions, the interiors of which are denoted by $\Omega^1$ and $\Omega^2$, as shown in Figure 4.1. For $\alpha \in \{1, 2\}$, the closure of the domain $\Omega^\alpha$ is denoted by $\bar{\Omega}^\alpha$, i.e., $\bar{\Omega}^\alpha = \Omega^\alpha \cup \Gamma^\alpha$, where $\Gamma^\alpha$ is the entire boundary of the domain $\Omega^\alpha$. Each total boundary $\Gamma^\alpha$ is partitioned such that $\Gamma^\alpha = \Gamma^\alpha_u \cup \Gamma^\alpha_t \cup \Gamma^\alpha_c$ with $\Gamma^\alpha_u \cap \Gamma^\alpha_t = \Gamma^\alpha_u \cap \Gamma^\alpha_c = \Gamma^\alpha_t \cap \Gamma^\alpha_c = \emptyset$. Here, $\Gamma^\alpha_u$ denotes the subset of the boundary of $\Omega^\alpha$ on which displacement $u$ is prescribed, $\Gamma^\alpha_t$ the subset on which traction is prescribed, and $\Gamma^\alpha_c$ the subset on which contact between the two bodies is expected to occur. Each total boundary $\Gamma^\alpha$ is simultaneously partitioned in terms of temperature-related boundary conditions such that $\Gamma^\alpha = \Gamma^{\alpha}_{\theta} \cup \Gamma^{\alpha}_q \cup \Gamma^{\alpha}_c$ with $\Gamma^{\alpha}_{\theta} \cap \Gamma^\alpha_q = \Gamma^{\alpha}_{\theta} \cap \Gamma^\alpha_c = \Gamma^\alpha_q \cap \Gamma^\alpha_c = \emptyset$. Here, $\Gamma^{\alpha}_{\theta}$ denotes the subset of the boundary of $\Omega^\alpha$ on which temperature $\theta$ is prescribed and $\Gamma^{\alpha}_q$ the subset on which normal heat flux is prescribed. Finally, $\bar{\Omega} = \bar{\Omega}^1 \cup \bar{\Omega}^2$ is used to denote the entire domain of interest, namely the set of all points in either of the two bodies or their boundaries; $\Omega = \Omega^1 \cup \Omega^2$ denotes the interior thereof.

![Figure 4.1: Notation for two-body contact](image)

The objective in this study is to find the displacement $u$ and change in temperature $\theta$ (from some reference temperature $\theta_0$) over $\Omega$ that satisfy mechanical equilibrium and thermal equilibrium subject to boundary conditions. The equations for mechanical equilibrium are
given by

\[ \nabla \cdot \sigma + b = 0 \quad \text{in } \Omega \quad (4.1) \]

Here, \( \sigma \) is the Cauchy stress tensor and \( b \) is a body force. Although the two bodies are permitted to have different material properties, they are assumed to be homogeneous, linear thermoelastic and isotropic. Thus, the appropriate constitutive equation is

\[ \sigma = 2\mu (\epsilon - \epsilon^\theta) + \lambda \text{tr} (\epsilon - \epsilon^\theta) \mathbf{1} \quad (4.2) \]

In (4.2), \( \lambda \) and \( \mu \) are Lamé constants, \( \mathbf{1} \) is the second-order identity tensor, and \( \epsilon \) is the mechanical strain tensor, and \( \epsilon^\theta \) is the thermal strain tensor. Small displacement and strain are assumed, so the mechanical strain is defined by

\[ \epsilon = \frac{1}{2} (\nabla \mathbf{u} + (\nabla \mathbf{u})^\top) \quad (4.3) \]

The thermal strain is related to the temperature change by

\[ \epsilon^\theta = \alpha_v \theta \mathbf{1} \quad (4.4) \]

The constant \( \alpha_v \) in (4.4) is the coefficient of thermal expansion.

The equations for thermal equilibrium are given by

\[ \nabla \cdot \mathbf{q} + s = 0 \quad (4.5) \]

Here, \( \mathbf{q} \) is heat flux and \( s \) is a heat source. The heat flux is assumed to be proportional to the temperature gradient according to Fourier’s Law:

\[ \mathbf{q} = -\kappa \nabla \theta \quad (4.6) \]
The constant $\kappa$ in (4.6) is the thermal conductivity.

Which fields $\mathbf{u}$ and $\theta$ satisfy the equations above depends on the boundary conditions. The field $\mathbf{u}$ at each point on the boundary $\Gamma$ is subject to one (or a mix) of the following conditions:

$$
\mathbf{u} = \bar{\mathbf{u}} \quad \text{on } \Gamma_{\alpha}^{u},
\sigma \mathbf{n} = \bar{\mathbf{t}} \quad \text{on } \Gamma_{\alpha}^{t},
\sigma \mathbf{n} = \mathbf{t}^c \quad \text{on } \Gamma_{\alpha}^{c}
$$

for each $\alpha \in \{1, 2\}$. In (4.7), $\mathbf{n}$ is the unit outward normal vector to $\Omega$, $\bar{\mathbf{u}}$ is the prescribed displacement on $\Gamma_{\alpha}^{u}$, $\bar{\mathbf{t}}$ is the prescribed traction on $\Gamma_{\alpha}^{t}$, and $\mathbf{t}^c$ is the contact pressure on $\Gamma_{\alpha}^{c}$. This contact pressure is determined based on the formulation in subsequent sections. The field $\theta$ at each point on the boundary is subject to one of the following conditions:

$$
\theta = \bar{\theta} \quad \text{on } \Gamma_{\alpha}^{\theta},
\mathbf{q} \cdot \mathbf{n} = \bar{\mathbf{q}} \quad \text{on } \Gamma_{\alpha}^{q},
\mathbf{q} \cdot \mathbf{n} = \mathbf{q}^c \quad \text{on } \Gamma_{\alpha}^{c}
$$

In (4.8), $\bar{\theta}$ is the prescribed temperature change on $\Gamma_{\alpha}^{\theta}$, $\bar{\mathbf{q}}$ is the prescribed normal heat flux on $\Gamma_{\alpha}^{q}$, and $\mathbf{q}^c$ is the normal heat flux across the contact surface $\Gamma_{\alpha}^{c}$.

The following sections describe the contact constraints that govern the interaction between $\bar{\Omega}^1$ and $\bar{\Omega}^2$. Some basic assumptions motivate the formulation presented here. First, at this length scale, it is assumed that there is no interpenetration between the two bodies during contact (although this assumption is relaxed during the penalty regularization of the normal contact constraint). Second, it is assumed that any force exerted on one body by the other is compressive, i.e., no cohesion exists between the bodies. Coulomb friction is assumed between the bodies, controlled by a coefficient of friction $\mu_f$. Finally, it is assumed that the heat flux across the contact interface is strictly conductive and depends on the
4.1.2 Normal and frictional contact constraints

First, we must define quantities associated with two points potentially in contact. Since both bodies subject to contact are deformable, the contact traction at a point $x^\alpha \in \Gamma^\alpha_c$ will depend on the relative displacement between $x^\alpha$ and the corresponding point $x^\beta(x^\alpha) \in \Gamma^\beta_c$ with which $x^\alpha$ is potentially in contact. For each pair of corresponding contact points, a vector $n(x^\alpha)$ is used to denote the outward unit normal to $\Gamma^\alpha_c$ at $x^\alpha$, while $\nu(x^\alpha) = n(x^\beta)$ is used to denote the outward unit normal to $\Gamma^\beta_c$ at $x^\beta$. The vector $\tau(x^\beta)$ denotes the unit tangent to $\Gamma^\beta_c$ at $x^\beta$. Specifically, this unit tangent is defined by

$$\tau = \nu \times e_3 \quad (4.9)$$

where $e_3$ is the unit basis vector pointing out of the paper. It is convenient to decompose the contact traction $t^c$ at a point $x$ into components along $\nu$ and $\tau$, as follows:

$$t^c = t_N - t_T = t_N \nu - t_T \tau \quad (4.10)$$

For a more detailed discussion of these definitions, the reader is referred to Laursen’s book [64].

Next, given a displacement field $u : \Gamma^1_c \cup \Gamma^2_c \to \mathbb{R}^2$, we define a so-called gap function $g : \Gamma^1_c \cup \Gamma^2_c \to \mathbb{R}$ in terms of the relative displacement between a point on $\Gamma^\alpha$ and the corresponding contact point on $\Gamma^\beta$. Roughly speaking, the gap function represents the component of the vector between corresponding contact points in the deformed configuration normal to one of the contact surfaces. For all $x^\alpha \in \Gamma^\alpha_c$ and $x^\beta(x^\alpha) \in \Gamma^\beta_c$,

$$g(x^\alpha) = g_0(x^\alpha) - [u(x^\alpha) - u(x^\beta(x^\alpha))] \cdot \nu(x^\alpha), \quad (4.11)$$
where \( g_0(x^\alpha) = -[x^\alpha - x^\beta(x^\alpha)] \cdot \nu(x^\alpha) \) denotes the initial gap between the two bodies.

Based on the assumptions outlined at the beginning of this section, the gap function \( g \) and contact pressure \( t_N \) are related through the Kuhn–Tucker complementary conditions:

\[
g \leq 0, \quad t_N \geq 0, \quad t_N g = 0.
\] (4.12)

Equation (4.12)_1 reflects the impenetrability of the bodies. Equation (4.12)_2 reflects the solely compressive nature of the contact pressure. Equation (4.12)_3 reflects that contact pressure is nonzero only if the gap between two points is closed and the two points are separated only if the contact pressure is zero.

The tangential component of the contact traction is governed by Coulomb friction. In other words, the tangential traction may not exceed \( \mu f t_N \) in magnitude. If \( t_T \) reaches \( \mu f t_N \) between two contact points, then the points will begin to displace relative to each other along the tangential direction (slip condition). Short of this, however, there will be no relative tangential displacement between the points (stick condition). Introducing the following definitions will help express these frictional constraints symbolically. Let the relative tangential displacement between two contact points be denoted by

\[
\psi(x^\alpha) := [u(x^\alpha) - u(x^\beta(x^\alpha))] \cdot \tau(x^\beta(x^\alpha))
\] (4.13)

Let the difference between the tangential traction magnitude and its upper limit, called the trial function, be denoted by

\[
\Phi := |t_T| - \mu f t_N
\] (4.14)

With these definitions, the friction constraints may be expressed as follows:

\[
\Phi \leq 0, \quad \text{sign}(\psi) = \text{sign}(t_T), \quad \Phi \psi = 0.
\] (4.15)

Equation (4.15)_1 reflects the friction limit on the magnitude of the tangential traction. Equa-
tion (4.15) reflects that the direction of the tangential traction vector is opposite the relative displacement after taking into account the convention used for $\tau$. Equation (4.15) reflects that relative tangential displacement between two corresponding contact points can be nonzero only if the magnitude of the tangential traction has reached its Coulomb friction limit as a function of the normal traction; conversely, the tangential traction has not reached its friction limit unless the relative tangential displacement is nonzero.

### 4.1.3 Penalty regularization of mechanical contact constraints

To simplify the numerical solution of such contact problems, the Kuhn–Tucker conditions (4.12) and (4.15) are relaxed by introducing a penalty regularization of the normal and frictional contact constraints. To regularize the normal contact constraint, the normal contact pressure is assumed to vary sharply linearly with the normal component of the interpenetration between the two bodies:

$$t_N = \epsilon_N \langle g \rangle$$

(4.16)

Here, $\epsilon_N$ is the normal penalty parameter (chosen to be a few orders of magnitude higher than the stiffness of the bodies), $g$ is the familiar gap function, and $\langle \cdot \rangle$ is the Macaulay bracket defined by

$$\langle g \rangle = \begin{cases} g & \text{if } g \geq 0, \\ 0 & \text{otherwise}. \end{cases}$$

(4.17)

To regularize the frictional contact constraint, the tangential traction under the stick condition is assumed to vary sharply linearly with the relative tangential displacement:

$$t_T^{\text{stick}} = \epsilon_T \psi$$

(4.18)
Here, $\epsilon_T$ is the tangential penalty parameter (also chosen to be a few orders of magnitude higher than the stiffness of the bodies).

Whether two corresponding contact points are under the stick or slip condition is determined from the trial state/return mapping algorithm, outlined as follows. First, the stick condition is assumed as the trial state, and the trial function (4.14) is computed based on the normal traction from (4.16) and the trial state tangential traction from (4.18). If the trial function is positive, the stick assumption is determined to be incorrect. Thus, in the return mapping, the tangential traction is equated to its friction limit. In summary, the trial state/return algorithm based on the regularized contact constraints proceeds as follows:

1. Compute the trial state, assuming the stick condition.

\[
t_N = \epsilon_N \langle g \rangle, \\
t_T^{\text{trial}} = \epsilon_T \psi, \\
\Phi^{\text{trial}} = |t_T^{\text{trial}}| - \mu_f t_N.
\]  

2. Check the slip condition.

\[
t_T = \begin{cases} 
    t_T^{\text{trial}} & \text{if } \Phi^{\text{trial}} \leq 0 \text{ (stick)}, \\
    \mu_f t_N \text{sign}(\psi) & \text{otherwise (slip)}. 
\end{cases}
\]  

The regularizations of the normal and frictional contact constraints are represented graphically in Figure 4.2.

### 4.1.4 Thermal contact constraint

The heat flux across the contact interface is assumed to be conductive and to depend on both the contact pressure and the temperature jump between the two bodies at the interface. Based on these assumptions, the following empirical law suggested by [47] is introduced for
Figure 4.2: Penalty regularization of normal (left) and frictional (right) contact constraints. Solid lines represent the strict Kuhn-Tucker constraints, while dotted lines represent the regularized constraints.

the normal heat flux due to contact between $x^\alpha \in \Gamma^\alpha_c$ and $x^\beta \in \Gamma^\beta_c$:

$$q^c(x^\alpha) = h(t_N) \left[ \theta(x^\alpha) - \theta(x^\beta(x^\alpha)) \right]$$

(4.21)

Here, $h(t_N)$ is the pressure-dependent conductivity across the interface. This conductivity is determined using the empirical power law

$$h(t_N) = h_0 \left( \frac{t_N}{H_e} \right)^P$$

(4.22)

In (4.22), $h_0$ is a reference conductivity determined experimentally, $P$ is an exponent determined experimentally, and $H_e$ is the Vickers hardness. The contact pressure $t_N$ is determined from (4.16).

4.2 Discretization of governing equations

The strong form collocation method may be employed in a staggered Newton-Raphson framework to solve the nonlinear problem represented by the governing equations presented in Section 4.1 with the regularized contact constraints from Section 4.1. To develop this approach, we begin by introducing the Newton-Raphson framework to be used in Section 4.2.1, followed by discretizing the governing equations and contact constraints using the
collocation method approximation described in Chapter 2.

4.2.1 Staggered Newton-Raphson scheme

Any nonlinear system of equations may be written as

\[ R(u) = y(u) - f = 0 \]  \hspace{1cm} (4.23)

Here, \( R \), called the residual, is a nonlinear mapping of the solution vector \( u \). The terms \( y \) and \( f \) are the non-constant and constant parts of \( R \), respectively. The traditional Newton-Raphson (NR) technique for finding the root \( u \) of this equation is defined by the iterative scheme

\[ u_{k+1} = u_k - K_k^{-1}R(u_k) \]  \hspace{1cm} (4.24)

Of course, an initial guess \( u_0 \) is required to begin the iteration. In (4.24), \( k \) denotes the iteration step and \( K \), called the tangent stiffness matrix, is defined on the \( k^{th} \) step by

\[ K := \frac{\partial R(u_k)}{\partial u} \]  \hspace{1cm} (4.25)

It is convenient to denote the update term in (4.24) by

\[ \delta u_k := -K^{-1}R(u_k) \]  \hspace{1cm} (4.26)

The iteration in (4.24) is repeated until a desired stopping criterion is reached. A commonly used stopping criterion based on the magnitude of the solution vector update is

\[ \text{IF} \quad \frac{||\delta u_k||}{||u_k - u_0||} < TOL, \quad \text{THEN} \quad \text{Stop NR loop.} \]  \hspace{1cm} (4.27)
Another commonly used stopping criterion based on the magnitude of the residual is

\[
\text{IF } \frac{||R_k||}{||R_0||} < TOL, \text{ THEN Stop NR loop.} \quad (4.28)
\]

In the context of the present study, the nonlinear system of interest consists of the strong forms of both the mechanical and thermal governing equations, boundary conditions, and contact constraints discretized directly at the collocation points. There are two separate solution vectors in this system. The first is the nodal displacement solution vector given by

\[
U = \begin{bmatrix}
  u_1^h(x_1) \\
  u_2^h(x_1) \\
  u_1^h(x_2) \\
  u_2^h(x_2) \\
  \vdots \\
  u_1^h(x_N) \\
  u_2^h(x_N)
\end{bmatrix}
\]

\[ (4.29) \]

The second solution vector is the nodal temperature change vector, given by

\[
T = \begin{bmatrix}
  \theta^h(x_1) \\
  \theta^h(x_2) \\
  \vdots \\
  \theta^h(x_N)
\end{bmatrix}
\]

\[ (4.30) \]

Here, \( x_I \) is the \( I^{th} \) collocation point, \( N \) is the total number of collocation points, \( u_i^h \) corresponds to the \( i^{th} \) displacement degree of freedom, and \( T^h \) corresponds to the temperature change. In the present study, there are a total of three degrees of freedom, namely the \( x \)- and \( y \)-components of displacement and temperature change. For convenience, \( U_i := \{u_1^h(x_1),\ldots,u_1^h(x_N)\}^T \) will be used to denote the separated solution vectors for the two
degrees of freedom. Note that the shape functions described in 2 do not have the Kronecker delta property, so true values of displacement at the collocation points must be reinterpolated from the nodal solution vector \( u \) using the (0, 0) differential operator:

\[
u_i(x_I) \approx \Phi_{I}^{(0,0)}U_i
\]  

Similarly, true values of temperature change at the nodes must be reinterpolated according to

\[
\theta(x_I) \approx \Phi_{I}^{(0,0)}T
\]  

With this iterative solution framework, the proposed strong form collocation method may be used to determine the appropriate tangent stiffness matrices \( K_U \) and \( K_T \) and residual vectors \( R_U \) and \( R_T \) for the two-body thermo-mechanical contact problem. Using these matrices and vectors, the staggered Newton-Raphson scheme outlined below may be used to determine the solution vectors \( U \) and \( T \):

**Staggered Newton-Raphson scheme for thermo-mechanical contact**

1. Compute residual vector \( R_U \) and tangent stiffness matrix \( K_U \) using \( U \) and \( T \) from previous iteration.
2. Compute update \( \delta U \) from (4.26) using \( R_U \) and \( K_U \). Update \( U \) according to (4.24).
3. Compute residual vector \( R_T \) and tangent stiffness matrix \( K_T \) using updated \( U \).
4. Compute update \( \delta T \) from (4.26) using \( R_T \) and \( K_T \). Update \( T \) according to (4.24).
5. Check convergence criteria (e.g. (4.27) or (4.28)) separately for \( U \) and \( T \).
6. Repeat steps 1-5 until both convergence criteria are satisfied.
4.2.2 Discretization of mechanical equilibrium and boundary conditions

To determine the discrete form of the equilibrium equations (4.1), the constitutive equation (4.2), and the strain-displacement equations (4.3) and (4.4) are substituted in (4.1) to yield

\[ \mu \Delta \mathbf{u} + (\lambda + \mu) \nabla(\nabla \cdot \mathbf{u}) - 2\alpha'_v(\lambda + \mu) \nabla \theta + \mathbf{b} = 0 \quad \text{in } \Omega \]  

(4.33)

Here, plane strain is assumed, so that the Lamé constants are given by

\[
\begin{align*}
\lambda &= \frac{\nu E}{(1-2\nu)(1+\nu)} \\
\mu &= \frac{E}{2(1+\nu)}
\end{align*}
\]  

(4.34)

where \( E \) is Young’s modulus, and \( \nu \) is Poisson’s ratio (not to be confused with \( \nu \), the contact normal vector). Note that a modified plane strain coefficient of thermal expansion \( \alpha'_v = (1 + \nu)\alpha_v \) is used in (4.33). In index notation for Cartesian components, (4.33) is written equivalently as

\[ \mu u_{i,ij} + (\lambda + \mu)u_{j,ji} - 2\alpha'_v(\lambda + \mu)\theta_{i,j} + b_i = 0 \quad \text{in } \Omega \]  

(4.35)

where \( i, j = 1, 2 \) in two dimensions and repeated indices obey the summation convention. When these equations are expanded explicitly, they become the pair of equations

\[
\begin{align*}
(\lambda + 2\mu)u_{1,11} + \mu u_{1,22} + (\lambda + \mu)u_{2,21} &- 2\alpha'_v(\lambda + \mu)\theta_{1,j} + b_1 = 0 \\
(\lambda + \mu)u_{1,12} &+ (\lambda + 2\mu)u_{2,22} + \mu u_{2,11} - 2\alpha'_v(\lambda + \mu)\theta_{2,j} + b_2 = 0
\end{align*}
\]  

(4.36)

The strong form of the PDEs in (4.36) are discretized by replacing the various derivative terms with approximate derivatives constructed using the differential operators from Chapter 2. This discretization is used to construct the equations for each interior collocation point. Suppose \( \mathbf{x}_I \in \Omega \) is an interior collocation point and let \( \Phi_{I,J}^{\alpha} \) represent the \( J^{th} \) entry of the \( \alpha^{th} \)
differential operator at collocation point \( \mathbf{x}_I \). Then the equations in (4.36) for node \( \mathbf{x}_I \in \Omega \) are discretized as

\[
R_{I1}^\text{intU} := \sum_{J=1}^{N} \left[ (\lambda + 2\mu)\Phi_{IJ}^{(2,0)} + \mu\Phi_{IJ}^{(0,2)} \right] u_1^h(\mathbf{x}_J) + \left( (\lambda + \mu)\Phi_{IJ}^{(1,1)} \right) u_2^h(\mathbf{x}_J) \\
- \sum_{J=1}^{N} \left( 2\alpha_v(\lambda + \mu)\Phi_{IJ}^{(1,0)} \right) \theta^h(\mathbf{x}_J) + b_1(\mathbf{x}_I)
\]

\[
R_{I2}^\text{intU} := \sum_{J=1}^{N} \left[ (\lambda + \mu)\Phi_{IJ}^{(1,1)} \right] u_1^h(\mathbf{x}_J) + \left( (\lambda + 2\mu)\Phi_{IJ}^{(0,2)} + \mu\Phi_{IJ}^{(2,0)} \right) u_2^h(\mathbf{x}_J) \\
- \sum_{J=1}^{N} \left( 2\alpha_v(\lambda + \mu)\Phi_{IJ}^{(0,1)} \right) \theta^h(\mathbf{x}_J) + b_2(\mathbf{x}_I)
\]

(4.37)

Thus, for node \( \mathbf{x}_I \in \Omega \), the \( 2 \times 2 \) \( IJ \) block of \( \mathbf{K}_U \) is given by the partial derivative of (4.37) with respect to \( \{ u_1^h(\mathbf{x}_J), u_2^h(\mathbf{x}_J) \} \), i.e.,

\[
\mathbf{K}_{IJ}^\text{intU} = \begin{pmatrix}
(\lambda + 2\mu)\Phi_{IJ}^{(2,0)} + \mu\Phi_{IJ}^{(0,2)} & (\lambda + \mu)\Phi_{IJ}^{(1,1)} \\
(\lambda + \mu)\Phi_{IJ}^{(1,1)} & (\lambda + 2\mu)\Phi_{IJ}^{(0,2)} + \mu\Phi_{IJ}^{(2,0)}
\end{pmatrix}
\]

(4.38)

Note that the derivatives of the residual with respect to the nodal temperatures are not included due to the staggered coupling scheme.

Substituting (4.2) and (4.3) in (4.7), the traction condition can be expressed in index notation as

\[
\sigma_{ij} n_j - \bar{t}_i = \lambda u_{j,i}n_i + \mu(u_{i,j} + u_{j,i})n_j - 2\alpha_v(\lambda + \mu)\theta n_i - \bar{t}_i = 0
\]

(4.39)

This is expanded as

\[
(\lambda + 2\mu)n_1 u_{1,1} + \mu n_2 u_{1,2} + \lambda n_1 u_{2,2} + \mu n_2 u_{2,1} - 2\alpha_v(\lambda + \mu)\theta n_1 - \bar{t}_1 = 0 \\
(\lambda + 2\mu)n_1 u_{1,1} + \mu n_2 u_{1,2} + \lambda n_1 u_{2,2} + \mu n_2 u_{2,1} - 2\alpha_v(\lambda + \mu)\theta n_2 - \bar{t}_2 = 0
\]

(4.40)

Then, following the example of the interior nodes, if \( \mathbf{x}_I \in \Gamma_t^\alpha \) is a prescribed traction boundary
node, the discretized equation at node \( x_I \) is expressed as

\[
R_{I1}^{\text{trac}} := \sum_{J=1}^{N} \left[ \left( (\lambda + 2\mu)n_1 \Phi^{(1,0)}_{IJ} + mn_2 \Phi^{(0,1)}_{IJ} \right) u_1^h(x_J) + \left( \lambda n_1 \Phi^{(0,1)}_{IJ} + mn_2 \Phi^{(1,0)}_{IJ} \right) u_2^h(x_J) \right] \\
- \sum_{J=1}^{N} \left( 2\alpha'_{\nu}(\lambda + \mu)n_1 \Phi^{(0,0)}_{IJ} \right) \theta^h(x_J) - \bar{t}_1(x_I)
\]

\[
R_{I2}^{\text{trac}} := \sum_{J=1}^{N} \left[ \left( \lambda n_2 \Phi^{(1,0)}_{IJ} + mn_1 \Phi^{(0,1)}_{IJ} \right) u_1^h(x_J) + \left( \lambda + 2\mu)n_2 \Phi^{(0,1)}_{IJ} + mn_1 \Phi^{(1,0)}_{IJ} \right) u_2^h(x_J) \right] \\
- \sum_{J=1}^{N} \left( 2\alpha'_{\nu}(\lambda + \mu)n_2 \Phi^{(0,0)}_{IJ} \right) \theta^h(x_J) - \bar{t}_2(x_I)
\]

(4.41)

For convenience in discretizing the contact constraints in Section 4.2.3, the non-constant part of (4.41) will be denoted

\[
y_I^{\text{trac}} := R_I^{\text{trac}} + \bar{t}(x_I)
\]

(4.42)

Each corresponding \( IJ \) block of the tangent stiffness \( K_U \) for \( x_I \in \Gamma_\alpha \) is then given by

\[
K_{IJ}^{\text{trac}} = \begin{bmatrix}
(\lambda + 2\mu)n_1 \Phi^{(1,0)}_{IJ} + mn_2 \Phi^{(0,1)}_{IJ} & \lambda n_1 \Phi^{(0,1)}_{IJ} + mn_2 \Phi^{(1,0)}_{IJ} \\
\lambda n_2 \Phi^{(1,0)}_{IJ} + mn_1 \Phi^{(0,1)}_{IJ} & (\lambda + 2\mu)n_2 \Phi^{(0,1)}_{IJ} + mn_1 \Phi^{(1,0)}_{IJ}
\end{bmatrix}
\]

(4.43)

Finally, if \( x_I \in \Gamma_\alpha \) is a prescribed displacement boundary node, the discretized equation at node \( x_I \) is simply expressed as

\[
R_{I1}^{\text{disp}} := \sum_{J=1}^{N} \Phi^{(0,0)}_{IJ} u_1^h(x_J) - \bar{u}_1
\]

\[
R_{I2}^{\text{disp}} := \sum_{J=1}^{N} \Phi^{(0,0)}_{IJ} u_2^h(x_J) - \bar{u}_2
\]

(4.44)
Each corresponding \( IJ \) block of the tangent stiffness \( \mathbf{K}_{\mathbf{U}} \) for \( x_I \in \Gamma_u^\alpha \) is then given by

\[
\mathbf{K}_{IJ}^{\text{disp}} = \begin{bmatrix}
\Phi_{IJ}^{(0,0)} & 0 \\
0 & \Phi_{IJ}^{(0,0)}
\end{bmatrix}
\] (4.45)

In the event that there is a mixed boundary condition at a node, e.g., a roller boundary condition, the appropriate discretized equations can be formulated as a suitable hybrid of (4.41) and (4.44). Given these discretized boundary conditions and governing PDE for the interior nodes (4.37), the full tangent stiffness matrix and residual vector are almost ready to be assembled. Notice that the equations developed so far are linear due to the linear elastic constitutive law and small displacement and strain assumption. The nonlinearity for the contact problem in this study comes solely from the contact constraints, discretized in the following section.

### 4.2.3 Discretization of regularized mechanical contact constraints

Like the traction boundary condition (4.7)_2, the contact condition (4.7)_3 contains the \( \sigma n \) term. Unlike prescribed traction \( \mathbf{t} \), however, the contact traction \( \mathbf{t}^c \) depends on the displacement field. To discretize the contact constraints, we begin by substituting (4.10) in (4.7)_3 and writing this equation in index notation:

\[
\sigma_{ij} n_j - t_i^c = \lambda u_{j,j} n_i + \mu (u_{i,j} + u_{j,i}) n_j - t_N \nu_i + t_T \tau_i = 0
\] (4.46)

The values of contact pressure \( t_N \) and tangential traction \( t_T \) depend on the gap function and the slip/stick state of the system, as explained in Section 4.1. The gap function is discretized in terms of both the primary contact node \( x_I^\alpha \in \Gamma_c^\alpha \) and the corresponding contact node \( x_I^\beta \in \Gamma_c^\beta \) as follows:

\[
g(x_I^\alpha) \approx G_I := g_0(x_I^\alpha) - \sum_{J=1}^{N} \left( \Phi_{IJ}^{(0,0)} - \Phi_{IJ}^{(0,0)} \right) \left[ \nu_1 u_1^h(x_J) + \nu_2 u_2^h(x_J) \right]
\] (4.47)
Here, Φ_{IJ}^{(0,0)} is the reinterpolation operator for x_α^I, while Φ_{IJ}^{(0,0)} is the reinterpolation operator for x_β^J. The initial gap g_0 is known a priori based on the undeformed geometry of the problem. Similarly, the relative tangential displacement is discretized as follows:

$$\psi(x_α^I) \approx \Psi_I := \sum_{J=1}^{N} \left( \Phi_{IJ}^{(0,0)} - \Phi_{IJ}^{(0,0)} \right) \left[ \tau_1 u^h_1(x_J) + \tau_2 u^h_2(x_J) \right]$$

(4.48)

In the event that the bodies are not in contact (i.e. g < 0) at two corresponding contact points, there is neither contact pressure nor tangential traction between the bodies at those points. Thus, for a node x_I ∈ Γ_α^c for which g < 0,

$$R_{I1}^{g<0} := y_{I1} \text{trac}$$

$$R_{I2}^{g<0} := y_{I2} \text{trac}$$

(4.49)

Here, y_{I} \text{trac} is given by (4.42). Each corresponding IJ block of K_U is given by

$$K_{IJ}^{g<0} = K_{IJ}^{\text{trac}}$$

(4.50)

Notice that this case is equivalent to a traction-free boundary condition.

If the gap between two corresponding contact points x_α^I ∈ Γ_α^c and x_β^J ∈ Γ_β^c is closed and the points are under the stick condition, then substituting (4.16) and (4.18) in (4.46), expanding, and applying the differential operators yields

$$R_{I1}^{\text{stick}} := y_{I1}^{\text{trac}} - \epsilon_N G_1 \nu_1 + \epsilon_T \Psi_I \tau_1$$

$$R_{I2}^{\text{stick}} := y_{I2}^{\text{trac}} - \epsilon_N G_1 \nu_2 + \epsilon_T \Psi_I \tau_2$$

(4.51)

Note that the terms involving the gap function have been discretized using (4.47). Differentiating the normal and tangential traction terms with respect to u^h_1 and u^h_2 leads to the
expression for the $IJ$ blocks of $K_U$ for each $x_i^\alpha \in \Gamma^\alpha_c$, $\alpha \in \{1, 2\}$:

$$\begin{align*}
K_{IJ}^{\text{stick}} &= K_{IJ}^{\text{trac}} - \epsilon_N \left( \Phi_{IJ}^{(0,0)} - \Phi_{I'J}^{(0,0)} \right) \begin{bmatrix} \nu_1 \nu_1 \\ \nu_2 \nu_1 & \nu_2 \nu_2 \end{bmatrix} + \epsilon_T \left( \Phi_{IJ}^{(0,0)} - \Phi_{I'J}^{(0,0)} \right) \begin{bmatrix} \tau_1 \tau_1 \\ \tau_2 \tau_1 & \tau_2 \tau_2 \end{bmatrix} \\
&= \begin{bmatrix} \nu_1 \nu_1 \\ \nu_2 \nu_1 & \nu_2 \nu_2 \end{bmatrix} + \epsilon_T \begin{bmatrix} \tau_1 \tau_1 \\ \tau_2 \tau_1 & \tau_2 \tau_2 \end{bmatrix} 
\end{align*}$$

(4.52)

Finally, if the gap between $x_i^\alpha$ and $x_i^\beta$ is closed and the two points are under the slip condition, then substituting (4.16) and (4.20) in (4.46), expanding, and applying the differential operators yields

$$\begin{align*}
R_{I1}^{\text{slip}} &:= y_{I1}^{\text{trac}} - \epsilon_N G_1 \nu_1 + \mu_f \epsilon_N \nu_1 \text{sign}(\Psi_I) \nu_1 \\
R_{I2}^{\text{slip}} &:= y_{I2}^{\text{trac}} - \epsilon_N G_2 \nu_2 + \mu_f \epsilon_N \nu_2 \text{sign}(\Psi_I) \nu_2 
\end{align*}$$

(4.53)

Each corresponding block $IJ$ of $K_U$ in the case of stick is then given by

$$\begin{align*}
K_{IJ}^{\text{slip}} &= K_{IJ}^{\text{trac}} - \epsilon_N \left( \Phi_{IJ}^{(0,0)} - \Phi_{I'J}^{(0,0)} \right) \begin{bmatrix} \nu_1 \nu_1 \\ \nu_2 \nu_1 & \nu_2 \nu_2 \end{bmatrix} \\
&\quad + \mu_f \epsilon_N \text{sign}(\Psi_I) \left( \Phi_{IJ}^{(0,0)} - \Phi_{I'J}^{(0,0)} \right) \begin{bmatrix} \tau_1 \tau_1 \\ \tau_2 \tau_1 & \tau_2 \tau_2 \end{bmatrix} 
\end{align*}$$

(4.54)

In summary, each portion of the residual vector and block of the tangent stiffness matrix corresponding to a contact collocation point $x_i^\alpha \in \Gamma^\alpha_c$, $\alpha \in \{1, 2\}$ is given by

$$\begin{align*}
R_I^{\text{contU}} &= \begin{cases} 
R_{ij}^{g<0}, & \text{if } g < 0 \\
R_{ij}^{\text{stick}}, & \text{if stick} \\
R_{ij}^{\text{slip}}, & \text{if slip} 
\end{cases} 
\end{align*}$$

(4.55)
Each $IJ$ block of the contact condition part of $K_U$ is given by

$$K_{IJ}^\text{cont} = \begin{cases} K_{IJ}^{g<0}, & \text{if } g < 0 \\ K_{IJ}^{\text{stick}}, & \text{if stick} \\ K_{IJ}^{\text{slip}}, & \text{if slip} \end{cases} \quad (4.56)$$

These expressions (4.55) and (4.56) may be used in conjunction with the discretized equations in Section 4.2.2 to assemble the total residual vector and tangent stiffness matrix for the problem. No special method of assembly is required, unlike in the context of finite elements; the expressions developed above are simply concatenated $I = 1 : N$ according to the type (interior, boundary, contact, etc.) of node $I$. Thus, the $I^{th}$ block of $R_U$, i.e. entries $2I - 1$ and $2I$ of $R_U$, is given by

$$\begin{cases} R^{\text{int}}_I, & \text{if } x_I \in \Omega \\ R^{\text{trac}}_I, & \text{if } x_I \in \Gamma_t \\ R^{\text{disp}}_I, & \text{if } x_I \in \Gamma_u \\ R^{\text{cont}}_I, & \text{if } x_I \in \Gamma_c \end{cases} \quad (4.57)$$

Similarly, the $IJ$ block of $K_U$ is given by

$$\begin{cases} K^{\text{int}}_{IJ}, & \text{if } x_I \in \Omega \\ K^{\text{trac}}_{IJ}, & \text{if } x_I \in \Gamma_t \\ K^{\text{disp}}_{IJ}, & \text{if } x_I \in \Gamma_u \\ K^{\text{cont}}_{IJ}, & \text{if } x_I \in \Gamma_c \end{cases} \quad (4.58)$$

Note that the tangent stiffness matrix $K_U$ is discontinuous at the transitions between non-contact and contact, and between stick and slip. For this reason, the Newton-Raphson
iteration using $R_U$ and $K_U$ is not guaranteed to converge mathematically. However, in practice, this process does converge for the problems considered in this study, so smoother regularizations of the contact pressure and tangential traction are not considered. It would be straightforward to modify these expressions to have continuous first and second derivatives using, for example, Hermite interpolation of contact pressure and tangential traction in a user-defined radius around $g = 0$, $\psi = 0$, and $\Phi^{trial} = 0$.

4.2.4 Discretization of thermal equations

The thermal governing equation, boundary conditions, and contact constraints are discretized in a similar fashion. When (4.6) is substituted in (4.5) and expanded, the result is Poisson’s equation:

$$-\kappa (\theta_{,11} + \theta_{,22}) + s = 0$$

(4.59)

Thus, for an interior collocation point $x_I \in \Omega$, this is discretized as

$$R^{int}_I := \sum_{J=1}^{N} \left[-\kappa \left(\Phi^{(2,0)}_{I,J} + \Phi^{(0,2)}_{I,J}\right) \theta^h(x_J)\right] + s(x_I)$$

(4.60)

The $IJ$ entry of $K_T$ corresponding to $x_I \in \Omega$ is then given by

$$K^{int}_{I,J} = -\kappa \left(\Phi^{(2,0)}_{I,J} + \Phi^{(0,2)}_{I,J}\right)$$

(4.61)

The prescribed heat flux boundary condition is expanded to yield

$$-\kappa (\theta_{,1}n_1 + \theta_{,2}n_2) - \bar{q} = 0$$

(4.62)

Thus, for a prescribed heat flux boundary point $x_I \in \Gamma_q$, this is discretized as

$$R^{flux}_I := \sum_{J=1}^{N} \left[-\kappa \left(\Phi^{(1,0)}_{I,J} n_1 + \Phi^{(0,1)}_{I,J} n_2\right) \theta^h(x_J)\right] - \bar{q}(x_I)$$

(4.63)
For convenience in discretizing the contact condition, let \( y_I^{\text{flux}} = R_I^{\text{flux}} + \bar{q}(x_I) \). The \( IJ \) entry of \( K_T \) corresponding to \( x_I \in \Gamma_q \) is then given by

\[
K_{I,J}^{\text{flux}} = -\kappa \left( \Phi^{(1,0)}_{I,J} n_1 + \Phi^{(0,1)}_{I,J} n_2 \right) \tag{4.64}
\]

The discretized equation for a prescribed temperature boundary collocation point \( x_I \in \Gamma_\theta \) is simply given by

\[
R_{I}^{\text{temp}} := \sum_{J=1}^{N} \left[ \Phi^{(0,0)}_{I,J} \vartheta^h(x_J) \right] - \bar{\vartheta}(x_I) \tag{4.65}
\]

The \( IJ \) entry of \( K_T \) corresponding to \( x_I \in \Gamma_\theta \) is then given by

\[
K_{I,J}^{\text{temp}} = \Phi^{(0,0)}_{I,J} \tag{4.66}
\]

Finally, if \( x_\alpha^I \in \Gamma_\alpha^\alpha \) is a contact node and \( x_\beta^I \in \Gamma_\beta^\beta \) is its corresponding contact node on the other body, the discretized form of the thermal contact condition is given by

\[
R_{I}^{\text{contT}} := y_I^{\text{flux}} - \sum_{J=1}^{N} \left[ h_0 \left( \frac{\epsilon N(G_I)}{H_e} \right)^P \left( \Phi^{(0,0)}_{I,J} - \Phi^{(0,0)}_{I',J} \right) \vartheta^h(x_J) \right] \tag{4.67}
\]

Here, as in the discretized mechanical contact constraints, \( G_I \) is the discretized gap function (4.47) and \( \Phi^{(0,0)}_{I,J} \) and \( \Phi^{(0,0)}_{I,J'} \) are the reinterpolation operators for \( x_\alpha^I \) and \( x_\beta^I \) respectively. Again recalling that the derivative terms with respect to the nodal displacement solution vector are neglected because this study is considering a staggered Newton-Raphson scheme, the \( IJ \) entry of the tangent stiffness \( K_T \) is given by

\[
K_{I,J}^{\text{contT}} := K_{I,J}^{\text{flux}} - h_0 \left( \frac{\epsilon N(G_I)}{H_e} \right)^P \left( \Phi^{(0,0)}_{I,J} - \Phi^{(0,0)}_{I',J} \right) \tag{4.68}
\]

The full residual vector \( R_T \) and tangent stiffness matrix \( K_T \) are assembled in similar fashion as (4.57) and (4.58).
4.3 Numerical study

In this section, the proposed nonlinear strong form collocation method is verified through two numerical examples related to two-body mechanical contact alone and one related to thermomechanical contact. The first, involving frictional contact between two blocks along an inclined surface, is used to assess the ability of the proposed method to distinguish between slip and stick conditions. The second, involving Hertzian contact between two half-cylinders, verifies the method against a nontrivial analytical solution. The third, involving thermomechanical contact between two rectangular blocks, verifies the pressure-dependent thermal contact model and that the mechanical and thermal problems may be accurately solved together using the staggered Newton-Raphson scheme.

4.3.1 Mechanical contact along an inclined surface

The first numerical example considered in this study concerns mechanical contact between two blocks along an inclined surface. A version of this example was used in [56] to verify a mortared finite element method for multi-body frictional contact. The geometry for this problem is shown in Figure 4.3. In their reference configuration, the two blocks together form a square of side length 2.0. They are separated by a contact surface of frictional coefficient $\mu_f$ along a line of slope $m = 0.2$ through the centroid of the square. The block below the contact surface is pinned at the bottom right corner and resting on rollers along the remainder of its bottom surface. The top block has a prescribed displacement of $u_y = -0.01$ at its top surface. It is restrained in the x-direction at the top right corner but free in the x-direction along the rest of the top surface. The left and right sides of the block are traction-free. For both blocks, the Young’s modulus and Poisson’s ratio are $E = 1.0$ and $\nu = 0.3$. The normal and tangential penalty parameters are chosen to be $\epsilon_N = \epsilon_T = 1.0 \times 10^6 E$ (as for the rest of the numerical examples in this section unless otherwise stated).

The purpose of this numerical example is to determine with what sensitivity the proposed
method can distinguish between the slip and stick conditions. Theoretically, if the coefficient of friction $\mu_f$ is chosen to be greater than the slope of the interface $m$, then the entire contact surface will be under the stick condition. Conversely, if $\mu_f$ is chosen to be less than the slope of the contact interface, then the entire contact surface will be under the slip condition. However, in practice, there will be some threshold coefficient of friction $\mu_{\text{thresh}} \neq m$ above which the contact surface sticks and below which it slips. Thus, how small a difference exists between $\mu_{\text{thresh}}$ and $m$ is a measure of the sensitivity with which the method can distinguish between stick and slip.

Figure 4.4 shows an example arrangement of collocation points used for this problem. This arrangement is a uniform Cartesian-product grid perturbed so that the number of contact points along the inclined surface is equal to the number of points along the bottom edge of the domain. Using the nodal arrangement shown in Figure 4.4, the displacement field is computed using the proposed method for various values of the friction coefficient $\mu_f$ near 0.2. The results of these trials indicate that the threshold friction coefficient for the proposed method is $\mu_{\text{thresh}} = 0.1999997 = m - (3 \times 10^{-7})$. Contour plots of the displacement field are shown for $\mu_f = 0.19$ in Figure 4.5 and for $\mu_f = 0.21$ in Figure 4.6. Slip is clearly
Figure 4.4: Example arrangement of collocation points for the inclined surface problem visible in the discontinuity in the $u_1$ field for $\mu_f = 0.19$ in Figure 4.5.

Figure 4.5: (a) $x$-component and (b) $y$-component of displacement for the inclined surface problem, $\mu_f = 0.19$

In order to verify the results of the proposed method for the inclined contact surface example, the contact pressure and tangential traction computed from the method are compared with results from FEM. In addition to the sum of normal contact tractions from each side of the interface (which should be zero in equilibrium), Figures 4.7 and 4.8 shows the contact pressure profile along the contact surface according to the stress field, the contact algorithm, and an ABAQUS FEM model. The FEM model was chosen to have roughly the
Figure 4.6: (a) x-component and (b) y-component of displacement for the inclined surface problem, $\mu_f = 0.21$

same level of discretization as the collocation point arrangement in Figure 4.4.

Figure 4.7: (a) Sum of normal tractions from top and bottom surface of contact interface and (b) contact pressure from stress, contact algorithm, and FEM for $\mu_f = 0.19$
Figure 4.8: (a) Sum of normal tractions from top and bottom surface of contact interface and (b) contact pressure from stress, contact algorithm, and FEM for $\mu_f = 0.21$.

A similar comparison is shown in Figures 4.9 and 4.10. For both contact pressure and tangential traction, the results from different parts of the proposed method algorithm agree with each other and with the FEM model.

### 4.3.2 Hertzian contact between two half-cylinders

The second numerical example considered in this study concerns Hertzian contact between two half-cylinders. A version of this example was used in [54] for verification purposes. The geometry for this problem is shown in Figure 4.11. As shown, two half-cylinders of radius $R = 8$ are in kissing contact at the origin. They are separated by a flat contact surface of frictional coefficient $\mu_f = 0.2$. The bottom edge of the bottom half-cylinder is fixed in both directions. The top block has a prescribed displacement of $\bar{u}(x) = \{\bar{u}_x(x), \bar{u}_y(x)\}$ along its top surface. All other boundaries (other than the contact interface) are traction-free. For
Figure 4.9: (a) Sum of tangential tractions from top and bottom surface of contact interface and (b) tangential traction from stress, contact algorithm, and FEM for $\mu_f = 0.19$

Figure 4.10: (a) Sum of tangential tractions from top and bottom surface of contact interface and (b) tangential traction from stress, contact algorithm, and FEM for $\mu_f = 0.21$
both bodies, the Young’s modulus and Poisson’s ratio are $E = 200$ and $\nu = 0.3$. The normal and tangential penalty parameters are again chosen to be $\epsilon_N = \epsilon_T = 1.0 \times 10^4 E$.

The arrangement of collocation points used for this problem is shown in Figure 4.12. It is a random arrangement of points generated using the open-source meshing software gmsh. The spacing of collocation points around the contact point is much smaller than that in the rest of the domain to ensure a sufficient number of contact nodes and local precision of the solution.

Figure 4.11: Free-body diagram for Hertzian contact problem

Figure 4.12: (a) Arrangement of collocation points for the Hertzian contact problem and (b) Detail of nodal arrangement near contact surface
Before applying both horizontal and vertical loads to the top edge of the top cylinder, a simplified case is considered in which $\mu_f = 0$ and only vertical loading is applied. Under these conditions, $x = 0$ is a line of symmetry, allowing half the problem to be considered. When only half the problem is considered, the numerical algorithm proposed here is sufficiently stable that a vertical traction may be considered at the top surface. (When the full problem is considered, the algorithm becomes unstable because the top cylinder is not sufficiently constrained and undergoes uncontrolled rigid body motion). For the Hertzian contact problem with only vertical traction loading, an analytical solution is available. Thus, we can use this example to compare the results from the proposed method with an analytical solution for a problem in which the contact traction distribution is nontrivial. The analytical solution for contact pressure along the contact surface was provided by [65] and is given by the elliptical profile

$$ t_N(x) = \frac{2p_{\text{top}}}{\pi a^2} \left( a^2 - x^2 \right)^{1/2} $$

(4.69)

Here, $p_{\text{top}}$ is the prescribed normal traction at the top edge. The value of $a$ is found from

$$ a = \sqrt{\frac{4p_{\text{top}} R}{\pi E}} $$

(4.70)

In (4.70), $R$ is the radius of the cylinder and $E$ is the Young’s modulus of the cylinders. Contour plots of the $x$- and $y$-components of displacement computed using the proposed method are given in Figure 4.13. A comparison between the contact pressure computed from the proposed method and that from the exact solution is shown in Figure 4.14. Figure 4.14 shows agreement between the proposed method and the exact solution, particularly with respect to the peak contact pressure. There is higher error in the contact pressure near the edge of the contact boundary. However, as the collocation point arrangement is further refined, the discrepancy between the computed and analytical solution near the edge of the contact boundary is reduced. It should also be noted that finite element methods such as [55] experience similar difficulties.
Next, the full Hertzian contact problem is solved using the proposed method. The numerical solution to the full problem with \( \mathbf{u} = \{0.0002, -0.0014\} \) is shown in Figure 4.15.
4.3.3 Thermomechanical contact between rectangular blocks

In this section, thermomechanical contact between rectangular blocks is examined. A version of this example was used in [47] to verify an enriched finite element method for thermomechanical contact. The geometry and uniform nodal arrangement for this problem are shown in Figure 4.16. Each block is a square of side length 1.0 meter. They are separated by a contact surface of frictional coefficient $\mu_f = 0.2$, resistivity coefficient $h_0 = 1.0$, resistivity exponent $P = 1.5$, and Vickers hardness $H_v = 3.0$ along a horizontal line through the origin. The block below the contact surface is fixed in both directions along its bottom surface and is fixed at a temperature change of 0 K. The top block has a prescribed displacement of $u = \{0, \bar{u}_y\}$ along its top surface. The left and right sides of the blocks are traction-free and perfectly insulated. For both blocks, the Young’s modulus and Poisson’s ratio are $E = 0.07\text{MPa}$ and $\nu = 0.3$, while the thermal conductivity and expansion coefficient are $\kappa = 150\text{J/m} \cdot \text{s} \cdot \text{K}$ and $\alpha_v = 1.0 \times 10^{-7}\text{K}^{-1}$. The normal and tangential penalty parameters are $\epsilon_N = \epsilon_T = 1.0 \times 10^4 E$.

Using this numerical example, the implementation of the pressure-dependent thermal
The contact model can be verified using an analytical solution for the temperature on either side of the contact interface. Specifically, for the pressure dependent model, the contact boundary temperatures are given in [47] and originally in [52] by

\[
\begin{align*}
\theta^+ &= \frac{(\kappa + h(t_N))\theta_{\text{top}} + h(t_N)\theta_{\text{bottom}}}{\kappa + 2h(t_N)} \\
\theta^- &= \frac{(\kappa + h(t_N))\theta_{\text{bottom}} + h(t_N)\theta_{\text{top}}}{\kappa + 2h(t_N)}
\end{align*}
\]

Here, \( \theta^+ \) and \( \theta^- \) are the temperatures on the edge above and below the contact surface respectively, \( \theta_{\text{top}} \) and \( \theta_{\text{bottom}} \) are the prescribed temperatures at the top and bottom edges of the entire domain respectively, and \( h(t_N) \) is given by (4.22). To find the temperature profiles along the contact interface numerically, the proposed method is used with the uniform nodal arrangement shown in Figure 4.16 to solve the contact problem for various values of...
prescribed displacement. Figure 4.17 shows contour plots of the components of displacement and temperature for $\bar{u}_y = -1.0 \times 10^{-3}$. The computed displacement and temperature fields in
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Figure 4.17: (a) $x$-component of displacement, (b) $y$-component of displacement, and (c) temperature for the problem of thermomechanical contact between rectangular blocks

Figure 4.17 are reasonable. As expected in the $x$-displacement field, the top and bottom edges are held fixed in the $x$-direction while the left and right sides experience a Poisson’s effect. The $y$-component of displacement has an approximately constant slope in the $y$-direction, as expected since the two blocks have the same material properties. Any discrepancy from constant strain $\epsilon_{yy}$ can be explained by the thermal expansion of the top block. Finally, the temperature field has a jump at the contact interface but there is a temperature gradient across each block, reflecting the imperfect heat conduction across the interface modeled by (4.22).

Beyond these initial assurances, the numerical solution is verified by its agreement with the analytical solution for the temperature jump across the contact interface. The analytical temperatures along the contact interface are computed based on the computed contact pressure because an analytical solution based directly on prescribed displacement is unavailable.
Figure 4.18 shows that the temperature jump across the contact interface becomes smaller as the contact pressure increases because the increased contact pressure makes the surface more conductive, as expected. It also shows that the analytical temperature vs. contact pressure is visually indistinguishable from the computed solution. The maximum relative error between the analytical temperature and the computed temperature is

\[
\frac{\max|\theta_{\text{exact}} - \theta_{\text{numer}}|}{\max|\theta_{\text{exact}}|} = 2.3 \times 10^{-4}
\]  

The numerical results from this section verify the implementation of the proposed method for thermomechanical contact. From the first example, it is clear that the method can accurately distinguish between stick and slip in the case of frictional contact. The second example (Hertzian contact) demonstrates that the proposed method can successfully match the analytical solution for a nontrivial contact pressure profile in the frictionless case and predict a reliable numerical solution of the governing equations in the frictional case. Based on the third example, the method can handle the additional nonlinearity of the thermal field, since the method accurately predicts the temperature jump across the contact interface for various levels of contact pressure. The results from this study are promising for future developments to the strong form meshfree collocation framework for thermomechanical contact.
Chapter 5

Conclusion

In this study, the strong form meshfree collocation method was used to solve higher-order and nonlinear PDEs arising in engineering applications. For both classes of problems, the proposed method produced reliable results that agreed with analytical or FEM solutions. The results of this study demonstrate that the proposed method has potential to be a viable alternative to the FEM for solving the higher-order and nonlinear PDEs that govern systems and processes of interest in engineering design. This study also elucidates the wide range of applications—from ocean circulation to thermomechanical contact—for which the proposed method is useful.

The first application considered in this study was the solution of higher-order PDEs in the context of wind-driven ocean circulation. To solve the fourth-order linear Stommel–Munk model for ocean circulation, the proposed method was modified using a weighted least squares approach to allow two boundary conditions to be applied simultaneously along the entire boundary. For each verification problem considered, the numerical results of the proposed method exhibited at least near-optimal and in some cases better than optimal convergence. Furthermore, local refinement was shown to improve the accuracy and convergence rate for both uniform grid and random nodal arrangements in the context of a problem whose exact solution had a difficult-to-capture high-gradient region in the form of a strong
western boundary layer. Finally, it was demonstrated that the proposed method successfully solved the fourth-order Stommel-Munk model on a polygon representing the Mediterranean Sea (a domain with complicated geometry), further implying the robustness and real-world applicability of the method. The proposed method’s ability to predict wind-driven ocean circulation with reliable error convergence and on a domain with arbitrarily shaped boundaries bodes well for its ability to solve higher-order PDEs in other engineering contexts.

The second application considered in this study was the solution PDEs governing multi-body thermomechanical contact, which are nonlinear due to the contact constraints. To solve these nonlinear equations, the proposed method was adapted to a staggered Newton-Raphson framework. In each example, the solution by the proposed method agreed with analytical or finite element solutions. In the inclined interface verification example, the method demonstrated a marked ability to distinguish between the stick and slip conditions and the contact traction profile agreed with results from commercial FEM software. The proposed method solution was shown to agree with the analytical solution for frictionless Hertzian contact, for which the contact pressure profile at the contact interface is nontrivial. Moreover, the method yielded a reasonable numerical solution for the Hertzian contact with friction. Finally, the method was shown to be accurate even with the additional nonlinearity introduced by the thermomechanical coupling, as evidenced by the example involving thermomechanical contact between rectangular blocks. Now that the proposed method has been verified for mechanical and thermomechanical contact, it can be used for more realistic applications, such as modeling of thermomechanical interactions in a nuclear fuel rod.

Future work will further explore the capability of the proposed method by solving the nonlinear stationary and the time-dependent quasi-geostrophic equations and contact problems with tighter coupling, large deformation, material nonlinearity, and time dependence. In particular, solving the nonlinear quasi-geostrophic equations presents the interesting challenge of combining the higher order and nonlinear capabilities of the current computational framework for the method. Expanding the capabilities of the contact framework presents
numerous challenges, including the additional material and geometric nonlinearities introduced, the need to implement a contact search algorithm and built-in adaptive refinement scheme, and the need to consider frictional heat sources and dynamic effects. More broadly, in light of the proposed method’s potential for solving higher-order and nonlinear PDEs in a variety of contexts, opportunities abound for applying the method to wide-ranging engineering applications for which the method has particular advantages over more traditional computational methods.
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