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Stochastic space-time modeling for agricultural decision support in the Argentine Pampas
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This dissertation presents three statistical models and applies them to the predominantly rain-fed Argentine Pampas, one of the most productive agricultural regions in the world. The Argentine Pampas experienced an upward trend in annual precipitation since the 1960s; global soybean prices surged shortly thereafter, which provided an optimal combination of climate, economics, and technology, and motivated vast agricultural expansion to semi-arid regions. Annual precipitation totals have declined since the turn of the century, which begs the question: “Are the existing agricultural production systems viable in a drier future?” Stochastic weather generators have long been used to produce synthetic daily weather series to drive process based models, which in turn are used to assess likely impacts on climate-sensitive sectors of society, and to evaluate the outcomes of alternative adaptive actions. Unfortunately, many traditional approaches of stochastic weather generation are limited in their ability to generate space-time weather (i.e., at unobserved locations), or values outside the range of the historical record, which is particularly important for climate change applications in rural agricultural regions, such as the Argentine Pampas.

To this end, we developed a coupled stochastic weather generator (GLMGEN), which takes advantage of the flexibility of generalized linear models (GLMs) to model skewed and discrete variables (i.e., precipitation intensity and occurrence, respectively). Spatial process models estimate the GLM parameters in space to simulate at arbitrary locations, such as on a regular grid. Subsequent application of GLMGEN within a nonstationary context, such as climate change studies, is presented for the Salado A sub-basin of the
Argentine Pampas. The inclusion of large-scale climate indices as covariates enables the simulation of daily weather ensembles that exhibit the traits and trends of seasonal forecasts and climate model projections. Regional climate model, experiment RCP8.5, and two IRI seasonal forecasts are used to condition the output of GLMGEN, thus translating this coarse scale climate information into more salient information for decision makers. In addition, we present a Bayesian stochastic weather generator (BayGEN), which quantifies and preserves the uncertainty associated with all model parameters. Uncertainty will subsequently propagate to synthetic daily weather ensembles and their respective uses, such as to drive crop simulation and hydrologic models, properly quantifying risk for decision making and climate change adaptation strategies. Direct comparison of BayGEN with GLMGEN will illustrate the benefit of propagating this uncertainty to simulation space. Finally, a statistical space-time hierarchical metamodel for monthly actual evapotranspiration (ET) and monthly water table depth (WTD) was developed as a complementary tool for near real-time decision support. In the first level of hierarchy, ET is modeled as a function of climate and land use decision variables; the second level models WTD as a function of climate and predicted ET. The metamodel was conditioned on and validated by a calibrated hydrologic model (i.e., MIKE-SHE) for the Salado A sub-basin, and is shown to adequately capture the dominant mechanisms of spatial and temporal variability. Use of the metamodel with output from a weather generator, as well as with ensembles of different land uses, can identify regions of high risk by producing distributions of WTD and its response to climate and land use change scenarios.
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Chapter 1

Introduction

1.1 Background

Climate variability is one of the dominant driving forces of uncertainty and risk in climate sensitive sectors around the world. Such risk is particularly prevalent in agricultural systems, due to their artificiality, which “makes them less flexible, and therefore more vulnerable to climatic change than the naturally occurring species of the ecosystem within which they fit...” (Oram, 1985). The overarching message that Oram is portraying in his manuscript – which is equally, if not more, relevant today – is that agricultural systems are a disturbance of the natural system by the human system. It should be no surprise, then, that there exist unrealistic expectations for crops to produce optimal yields in non-native environments, regardless of whether or not the current season’s conditions are ideal. Such disturbances to the natural system can compound the negative effects normally imposed by climate variability and contribute a further element of unpredictability to how the natural system will respond to climate variability in the long run. This is especially true in developing nations, where agriculture is predominantly rain-fed – i.e., irrigation is limited. To this end, a better understanding of the interactions between agricultural systems, uncertainty in future climate, and land use changes must be identified and studied on seasonal to multi-decadal scales.

Process based models (e.g., crop simulation models, hydrological models) can be useful tools to assess likely impacts on climate-sensitive sectors of society, and to eval-
uate the outcomes of alternative adaptive actions (Ferreyra et al., 2001b; Berger, 2001; Berger et al., 2006; Happe et al., 2008; Freeman et al., 2009; Schreinemachers and Berger, 2011; Bert et al., 2006, 2007, 2014). These models typically require daily weather data. Although historical daily weather can be used, obtaining long-term daily weather is laborious and costly at best and, in some cases, impossible. Typically, historical observations have missing data that are not accepted by process based models. Similarly, point measurements may not represent the true spatial variability of a nonstationary natural process (e.g., daily precipitation). Most importantly, observed sequences provide a solution based on only one realization (i.e., instance) of the weather process (Richardson, 1981). Stochastic weather generators have long been used for risk assessment and adaptation, as they can provide a rich variety (i.e., ensemble) of plausible climatic scenarios. In this, an ensemble of climate scenarios can be used as input data to a process based model, which will produce a distribution of system variables upon which decisions can be made.

Over the years there have been numerous contributions to the field of weather generation – for an historic overview of daily weather simulation methods, see Wilks and Wilby (1999); chapters 2-4 of this dissertation also provide complete literature reviews of stochastic weather generation. Traditional weather generators, stemming from Richardson (1981), model precipitation occurrence as a chain-dependent process (Katz, 1977). Precipitation intensity and temperature are parameterized using probability distributions and linear time series models, respectively. This approach is effective in capturing climatological variability and linear relationships between variables but fails to capture extreme weather. Nonparametric weather generators have an improved ability to capture nonlinearities between variables and sites. Included in this subclass are the K-nearest neighbor (K-NN) bootstrap resampling method (Brandsma and Buishand, 1998; Rajagopalan and Lall, 1999; Buishand and Brandsma, 2001; Beersma and Buishand, 2003; Yates et al., 2003; Sharif and Burn, 2007) and kernel density based estimators (Rajagopalan et al., 1997b; Harrold et al., 2003; Mehrotra and Sharma, 2007). These methods are simple
and powerful; however, their main drawback is that they cannot generate values outside the range of historical data. More importantly, it is not easy to generate weather sequences at locations other than those with historical observations. Generalized linear models (GLMs) are able to straightforwardly model non-normal data through a suite of link functions, thus can be used to model and simulate daily weather sequences (Furrer and Katz, 2007; Kim et al., 2012; Yan et al., 2002; Yang et al., 2005; Chandler, 2005). The use of spatial process models on GLM regression coefficients enables the simulation of weather trajectories at unobserved locations (Kleiber et al., 2012, 2013; Verdin et al., 2015b, 2016).

Information regarding the uncertainty in future climate may be of interest to a farmer or decision maker. Probabilistic seasonal forecasts may be of use for short-term planning; climate model output for mid-term projections (i.e., 20-40 years from present) may assist in sustainability, viability, or long-term planning. Unfortunately, in developing nations many farmers may not have access to, or may not understand the implications of, the seasonal climate forecast information provided by a number of research teams (Goddard et al., 2003; Saha et al., 2006). The lack of such information, or the inability to interpret the coarse scale of climate forecasts, can lead them to rely on traditional practices. That is, farmers tend to make conservative decisions that generally fail to capitalize on beneficial conditions or buffer against negative effects (Jones et al., 2000; Hansen, 2002; Meinke and Stone, 2005). However, access to seasonal climate forecast information alone will likely fail to persuade adaptation in traditional agricultural practices. To support public and private adaptation and mitigation responses, climate forecast information must be relevant to the needs of the decision makers (Cash et al., 2003). For example, potential outcomes of adaptation actions are more informative for stakeholders and decision makers than are raw climate forecasts. It has been shown that stochastic weather generators can be used as statistical downscaling tools (Apipattanavis et al., 2010; Verdin et al., 2016) and, when used with process based models, effectively translate climate forecast information into
distributions of outcomes for risk assessment and management (Hansen et al., 2006).

1.2 Overview of the Pampas

The Pampas are an agriculturally productive region in southeast South America known for growing soybean, cereal, maize, and wheat. The terrain of the Pampas can best be described as vast and flat, thus there is little subsurface lateral flow. Water inputs to the system (i.e., precipitation) in general have only one method of exiting the system (i.e., evapotranspiration). Due to its flat topography and lack of drainage, there exists a strong coupling between human systems (i.e., agriculture) and natural systems (i.e., groundwater table depth, climate). For instance, an optimal water table depth can augment crop water supply in times of drought, but a shallow water table can drown the roots, and a deep water table can starve the roots, both of which lead to crop failure (see Figure 1.1).

![Figure 1.1: Schematic illustrating empirical relationship between water table depth and crop yield in floodplain agriculture.](image)

The Pampas experience climate in pronounced epochal periods: alternating floods...
and droughts that displace populations and disrupt productive activities and livelihoods for extended periods. Floods were frequent during the late 19th and early 20th centuries. In contrast, extensive droughts were more frequent during the drier 1930s – 1950s (Herzer, 2003; Seager et al., 2010), which happened to coincide with the “dust bowl” of the northern hemisphere. Climate then reverted to a wet epoch, and, partly in response to significant positive increases in both annual and extreme precipitation that began in the 1960s, severe floods plagued the Pampas in 1980, 1991-93, and 2000-01 (Herzer, 2003). Floods in the western half of the Pampas between 1997 and 2003 left 27% of the landscape under water, halved grain production, damaged infrastructure and soil quality, and transformed the few remaining natural areas (Viglizzo et al., 2009). In contrast, an almost unprecedented drought in 2008 (Skansi et al., 2009) decreased soybean and wheat production in the region by about 30% and 50% respectively.

The positive trend in precipitation of the second half of the 20th century, coupled with favorable economic conditions and technological advances, resulted in large scale land use changes, for instance an expansion of agricultural infrastructure to the semi-arid regions of the Pampas. Where agricultural infrastructure had previously been established, this land use change took the form of continuous cropping practices replacing the grain-pasture rotations. The most notable change in land use came as a result of the global market, local climate, and lower costs to the farmer favoring soybean production, which has since displaced other native crops, pastures for grazing, and forests. As this positive trend in precipitation has abated, public concern has shifted to whether existing agriculture infrastructure in the semi-arid Pampas will remain viable in the future. Such concerns can be addressed using the tools presented in this dissertation – specifically that of chapter 3, which illustrates how to simulate weather ensembles that exhibit specific traits or trends.
1.3 Motivation

Historically, researchers, agronomists, and decision makers in the Pampas have relied mainly on crop simulation models to assess the viability of agricultural infrastructure, and to analyze alternative adaptive actions to climate variability. Stochastic weather generators have long been used to simulate ensembles of future weather trajectories for use in agricultural risk analyses, resulting in ensembles of decision variables. However, climate in the second half of the 20th century was extraordinarily wet, which contributed in part to an increasing water table depth (i.e., approaching the surface). These wetter conditions, along with large scale land use change from perennial pasture to seasonal agriculture, lead to the discovery of a strong coupling between water table depth and relative crop yield. Regions where the water table depth increased drastically can be identified as risk-prone and, therefore, not conducive to agricultural production. Such risk would not be quantified if decisions were made solely on crop simulation models. Thus it is now common for agronomists in the Pampas to work with hydrologists, in order to run distributed hydrologic models for the purpose of identifying risk-prone regions (i.e., shallow or deep water table). Distributed hydrologic models require input sequences of daily weather data on a regular grid, which can be difficult to produce with traditional weather generators. This research is motivated by the need to produce ensembles of daily weather sequences at arbitrary locations, such as on a regular grid, for use in such distributed models.

1.4 Dissertation outline

To assist in agricultural decision making on seasonal to multi-decadal scales in the Argentine Pampas, this dissertation has three broad objectives: (i) to develop a suite of space-time stochastic weather generators to simulate ensembles of daily weather for use with crop simulation and hydrologic models; (ii) to illustrate the efficacy of condition-
ing weather generators on coarse scale climate covariates to assist in seasonal to multi-decadal downscaling; and (iii) to develop a statistical metamodel for estimating monthly evapotranspiration and water table flux, as calculated by the hydrologic model MIKE-SHE.

The following chapters of this dissertation will be presented as standalone, self-contained manuscripts, and are organized as follows: Chapter 2 describes a generalized linear model (GLM) based stochastic weather generator, which is coupled with spatial models to enable simulation at unobserved locations. Chapter 3 demonstrates an application of the GLM weather generator to enable conditional weather generation for seasonal to multi-decadal time scales. In this, probabilistic seasonal forecasts and regional climate model runs are used to condition the output of the GLM weather generator for a network of stations in and around the Salado A sub-basin of the Argentine Pampas. However, traditional methods of stochastic weather generation do not effectively quantify nor propagate uncertainty from observed data to parameter space, and subsequently to the simulated weather sequences. To this end, Chapter 4 presents BayGEN, a Bayesian space-time stochastic weather generator, which will provide a means of quantifying the uncertainty associated with weather data and model parameter estimation – values that are commonly underestimated in traditional methods. Finally, distributed hydrologic models, such as MIKE-SHE, can be computationally intensive, especially when considering an ensemble of future weather trajectories. Therefore, Chapter 5 presents a statistical metamodel for estimating monthly actual evapotranspiration and water table depth. Use of this metamodel with simulated weather sequences from weather generators can provide a more thorough risk analysis on seasonal to multi-decadal scales.
Chapter 2

Coupled stochastic weather generation using spatial and generalized linear models

This chapter is published in Stochastic Environmental Research and Risk Assessment with the following citation:
The final publication is available at Springer via http://dx.doi.org/10.1007/s00477-014-0911-6

2.1 Introduction

Risk-based approaches are widely used in natural resources management such as water, land, crop, and ecology. Process-based models of these resources are driven with ensembles of input sequences, which are typically daily weather, resulting in ensembles of system variables and their probability density functions that provide estimates of risk that are useful for decision making. Historic data is often limited in space and time hence the risk estimates based solely on them do not accurately reflect the underlying variability. Therefore, robust generation of weather sequences that capture the underlying variability is essential. Generating random weather sequences that are statistically consistent with historical observations is known as stochastic weather generation.

Crop models for agriculture planning, hydrologic models for generating streamflow
needed for water resources management, and erosion models for land erosion manage-
ment (Wallis and Griffiths, 1997; Richardson, 1981; Richardson and Wright, 1984; Wilks,
1998; Wilks and Wilby, 1999; Friend et al., 1997) have motivated the development of
stochastic weather generators over the years. Traditional weather generators at a sin-
gle location model the precipitation occurrence as a Markov Chain (Richardson, 1981;
Katz, 1977; Stern and Coe, 1984; Woolhiser, 1992) or within a Poisson process framework
(Foufoula-Georgiou and Georgakakos, 1991; Furrer and Katz, 2008). The daily rainfall
amounts are modeled by fitting a gamma density function (Katz, 1977; Buishand, 1978;
Yang et al., 2005; Furrer and Katz, 2007). These models are traditionally estimated for
each month or shorter to capture the seasonality. Conditioned on the rainfall state, tem-
peratures are then simulated using autoregressive models (Richardson, 1981).

Multi-site extensions of single site weather generators can be unwieldy with large
number of parameters to capture the statistics at each site and their spatial correlation
(Mehrotra et al., 2006), more so with a large number of locations. Wilks (1998) proposed a
multi-site precipitation model with two state Markov chain and mixed exponential distrib-
ution coupled with spatially correlated transformed normal variables to enable captur-
ing the spatial correlation in precipitation. Later, Wilks (1999) extended this to multiple
variables (temperature, solar radiation). Variations of this have been used in subsequent
multi-site rainfall generators (Srikanthan and Pegram, 2009; Brissette et al., 2007) and
weather generators (Qian et al., 2002; Baigorria and Jones, 2010b; Khalili et al., 2009).
Markov chains and direct acyclic graphs have been developed and proposed for stochas-
tic multisite rainfall simulation (Kim et al., 2008) as promising and less complex alter-
natives for space-time simulation. Bayesian hierarchical models for spatial rainfall have
been developed in recent years (Lima and Lall, 2009) which have the ability to provide
robust estimation of uncertainties and are proving to be an attractive alternative with in-
crease in computational power. Along this same line, Fassò and Finazzi (2011) offer a
state of the art approach to space-time modeling using recent maximum likelihood ad-
vances based on the EM algorithm. For modeling sites with heavy tailed precipitation distributions, a generalized Pareto distribution (Lennartsson et al., 2008) or a stretched exponential distribution (Furrer and Katz, 2008) have been shown to be good alternatives to the more traditional methods.

Generalized linear models (GLMs), can greatly reduce the modeling effort of weather generators besides enabling the modeling of non-normal variables and being parsimonious (McCullagh and Nelder, 1989). Herein, a GLM model (probit regression) is adopted for precipitation occurrence with a suite of covariates enabling the spatial modeling of occurrence with a single model – unlike a number of Markov chain models. A separate GLM is fitted to precipitation intensity, often using a Gamma distribution and appropriate link function to capture non-Gaussian features. Early use of GLM for weather generation was by Stern and Coe (1984) with subsequent work by Yang et al. (2005) and Chandler (2005). Furrer and Katz (2007) developed this framework to include climate variables such as El Nino Southern Oscillation index for a location in the Pampas region of Argentina. Other methods to incorporate large scale climate information in weather generators include modeling the underlying climate process using a Hidden Markov Model and then conditionally generating stochastic weather sequences (Hauser and Demirov, 2013). A limited extension of the GLM approach with a Poisson cluster model to multi-site precipitation generation was proposed by Wheater et al. (2005).

Semi-parametric approaches have been developed that resample historical data using an empirical distribution function – with precipitation occurrence modeled as a wet and dry process and seasonality addressed using Fourier components (Racsko et al., 1991; Semenov and Barrow, 1997). These are relatively easy to implement and are widely used in climate change studies, especially in Europe (Calanca and Semenov, 2013; Semenov et al., 2013). Multi-site extensions and enhancements to generate extremes have also been proposed in the above references and in (Semenov, 2008). These weather generators have been shown to capture extreme events well over a region in New Zealand (Hashmi et al.,
In general, weather generators have difficulty capturing the properties of extreme events well – a formal way to enable this using extreme value distributions is proposed in Furrer and Katz (2008).

Nonparametric weather generators which make no assumption of the underlying distribution of the process and are data-driven have gained prominence in recent decades. Kernel density based generators of precipitation (Lall and Sharma, 1996; Harrold et al., 2003; Mehrotra and Sharma, 2007) and other variables (Rajagopalan et al., 1997b,a) have been shown to perform very well at capturing non-normal and nonlinear features. Kernel methods perform poor in high dimensions. To alleviate this, K-nearest neighbor (K-NN) time series bootstrap (Lall and Sharma, 1996) based weather generators were developed (Rajagopalan and Lall, 1999). In this, K-NNs of a weather vector on a current day is obtained from historical days within a window of the current day, and one of the neighbors (i.e., one of the historical days) is resampled with a weighted metric. The historical weather on the following day of the resampled neighbor becomes the simulated weather for the subsequent day. This is akin to resampling from a nonparametric estimation of the local conditional probability density function. For multi-site generation this is done on the site-averaged time series and the weather vector at all the locations of the selected day is taken to obtain multisite simulation. As can be seen this is easy to implement and robust in capturing non-Gaussian features. This has been extended to multisite and also has been conditioned on large scale climate information, climate forecasts, climate change projections, etc. (Yates et al., 2003; Apipattanavis et al., 2007; Buishand and Brandsma, 2001; Beersma and Buishand, 2003; Sharif and Burn, 2007). Recently, Caraway et al. (2014) modified this approach for multi-site weather simulation by incorporating a cluster analysis wherein the sites are clustered and a single site weather generator is applied to each cluster average. This modeling approach shows good performance in mountainous terrain.

One of the major drawbacks with the weather generators described above is their
relative inability to generate weather sequences at any arbitrary locations, other than the locations with data. This is quite important for running hydrology, crop, and ecology models which require weather sequences on a grid. It is in this context that the GLM-based methods offer a parsimonious and robust approach. Kleiber et al. (2012) extended this with latent Gaussian processes to model spatial occurrence and amounts of rainfall over the state of Iowa, US and the Pampas region of Argentina, and to temperature in complex terrain (Kleiber et al., 2013). Motivated by this drawback, this chapter presents the development of a GLM-based spatial weather generator, which combines the precipitation and temperature generator of Kleiber et al. (2012) and Kleiber et al. (2013) and demonstrates it for application to the Pampas region.

2.2 Stochastic model

A basic full stochastic weather generator requires simultaneous simulation of minimum and maximum temperature, as well as precipitation, including both occurrence and intensity. The idea behind our approach is to condition the bivariate temperature process on precipitation occurrence. Although there is clearly a physical relationship between temperature and precipitation, precipitation largely occurs due to large scale atmospheric movement, while surface temperatures are highly controlled by local climate factors and by whether or not precipitation occurs. By maintaining a generalized linear modeling framework, it is straightforward to condition temperature simulations on precipitation occurrence, thus allowing for distinct precipitation stochastic models to be used.

We follow the framework proposed by Kleiber et al. (2013) in focusing on the two components of local climate and weather. Local climate refers to the average behavior of a weather variable across time and space, while the weather component yields variability and individual realizations that deviate from climatology. For minimum and maximum temperatures at location \( s \in \mathbb{R}^2 \) and day \( t \), \( Z_N(s, t) \) and \( Z_X(s, t) \), respectively, the follow-
The first component is a local regression on some covariate vector $X_i(s,t)$, while the weather component (denoted by $W$ for weather) generates variability and spatial correlation via a multivariate normal Gaussian process. In our experience, temperature persistence is most straightforwardly accounted for by autoregressive terms in the mean function, and the weather component can then be viewed as temporally independent. It is worthwhile to note that the use of Gaussian models for temperature is justified (see Kleiber et al. (2013)). Transformed variables can be used to produce stochastic realizations without assuming a Gaussian distribution, but these realizations have shown results that are consistent with this study.

The local climate component is a spatially varying coefficient model, where $\beta_i(s) = (\beta_{0i}(s), \beta_{1i}(s), \ldots, \beta_{pi}(s))'$, for $i = N, X$ determines the influence of each covariate on temperature at a given location. For example, the intercept term $\beta_{0i}(s)$ accounts for the fact that, typically, temperatures at higher elevations tend to be lower than those at lower elevations or near oceans or seas. In our experience, it is useful and appropriate to include autoregressive terms in the covariate vectors $X_i(s,t) = (X_{0i}(s,t), \ldots, X_{pi}(s,t))'$. Estimation of the coefficients $\beta_i(s)$ rely on observations at a network of locations $s = s_1, \ldots, s_n$ over a time period $t = 1, \ldots, T$ (note that an incomplete historical record does not affect estimation). A Bayesian approach would be to impose a prior distribution on the coefficients, viewing them as spatial processes, which will be visited later in this dissertation. Below, the coefficients are allowed to vary with location, but a stochastic representation is suppressed.

The precipitation process is broken into two components, the occurrence at location $s$ on day $t$, $O(s,t)$, and the intensity or amount, $A(s,t)$, given that there is some precipi-
tation. In particular, this follows Kleiber et al. (2012) in modeling the occurrence process as a probit process,

\[ O(s, t) = 1_{\{W_O(s, t) \geq 0\}} \]  

(2.3)

where the latent process \( W_O(s, t) \) is Gaussian. If the latent process is positive, it rains at location \( s \), whereas if the process is negative, it does not rain. The latent process is given a mean function that is a regression on some covariates, \( \beta_O(s) X_O(s, t) \), with spatially varying coefficients as in the temperature model. Realizations are spatially correlated by imposing a nontrivial covariance structure for \( W_O(s, t) \). Kleiber et al. (2012) used an exponential covariance function to model spatial correlation, for example. Briefly, the precipitation intensity process follows the same approach as Kleiber et al. (2012). In particular, the intensity at a particular location and time is modeled as a gamma random variable, whose scale and shape parameters vary with location and time. Simulations are spatially correlated by imposing a zero-mean Gaussian process \( W_A(s, t) \) with covariance function \( C_A(h, t) \), such that

\[ A(s, t) = G_{S, t}^{-1}(\Phi(W_A(s, t))) \]  

(2.4)

where \( G_{S, t} \) is the cumulative distribution function (CDF) of the gamma distribution at site \( s \) and time \( t \), and \( \Phi \) is the CDF of a standard normal. This transformation approach is called a spatially varying anamorphosis function (Chilès and Delfiner, 1999), which retains the gamma distribution at individual locations but allows for spatial correlation between locations. This model is not explored in detail here, acknowledging that other precipitation models can be swapped in easily.

2.2.1 Estimation and modeling choices

A conditional approach to estimation is taken by first gathering local estimates \( \hat{\beta}_{ij}(s) \) by ordinary least squares at each observation location for both minimum and maximum
temperature. Spatial covariance often exhibits seasonal patterns, where, for example, temperatures tend to exhibit greater variability in summer than in winter. Additionally, length scale of spatial correlation can also vary across time. To account for these nonstationarities, the spatial covariance structures for $W_i(s, t)$ are estimated on a monthly basis, using the empirical covariance matrix of the residuals of the observation network. For each day $t$ and spatial location $s$, we define the residuals as $W_i(s, t) = Z_i(s, t)\beta_i(s)^T X(s, t)$, where $\beta_i(s)$ is the least squares estimate. These residuals are then assumed to be realizations from the $W_i$ process, and from these values the empirical covariance matrices are formed. Estimation for precipitation occurrence follows a similar strategy; first we estimate local mean coefficients $\hat{\beta}_jO(s)$ by probit regression, using all historical occurrence observations. The spatial structure for the latent process is estimated as the empirical correlation based on the probit model errors at all network stations, using occurrences as observations separately for each month.

For this coupled weather generator, a multivariate autoregressive structure is chosen for the temperature process, conditional on precipitation occurrence. In particular, the covariates for the temperature process are

$$X_N(s, t) = (1, \cos(2\pi t/365), \sin(2\pi t/365), r(t), Z_N(s, t - 1), Z_X(s, t - 1), O(s, t))^\prime.$$  (2.5)

The first three entries are an intercept and two harmonics to account for seasonal trends; $r(t)$ is a linear drift between $-1$ and $1$ (for numerical stability), which is included to control for temperature trends over the period of our data set; the latter three entries imply a trivariate autoregressive structure. Note that temperature is conditioned on the coincidental occurrence; in practice this usually implies cooler temperatures on rainy days and warmer temperature on dry days. The same covariates are used for the maximum temperature process. The precipitation occurrence process is given the following covariates,

$$X_O(s, t) = (1, \cos(2\pi t/365), \sin(2\pi t/365), O(s, t - 1))^\prime,$$  (2.6)
where now precipitation uses a single autoregressive model. Note the linear drift is not included in the precipitation model because that process tends to exhibit epoch-like traits rather than linear trends.

Simulation can proceed by simulating an entire trajectory of precipitation occurrence, with amounts if required for scientific purposes. Conditional on this realization, an initial temperature is chosen (e.g., the average of that calendar day’s observations), and daily realizations are then available by simulating the weather component as samples from multivariate normal distributions, and adding the weather to the local climate.

### 2.3 Stochastic weather simulation in the Pampas

To illustrate the performance and capability of the proposed coupled model, a dataset of minimum temperature, maximum temperature and precipitation for a network of 19 locations in the Pampas region of Argentina is considered (see Figure 2.1). The Pampas region covers much of northeastern Argentina, all of Uruguay, and very little of southeastern Brazil – covering more than 750,000 km² – and is of utmost agricultural importance for much of the South American continent. With global food prices on the rise, the ability to quantify and forecast climate variability for the purposes of climate change impact assessment in the region is absolutely necessary. Observations are available over approximately an 80-year period, although the longest station record is from 1908 to 2010. Spatial precipitation simulation was previously explored by Kleiber et al. (2012) on this dataset, but these temperature observations were not considered.
The model setup as outlined in Section 2.2 is adopted, and local regression coefficients are estimated (linear regression for temperature, probit regression for precipitation occurrence). Conditional on these estimates, the spatial covariance structure is estimated empirically. To begin, precipitation occurrence is simulated for each day over the 19 locations throughout the Pampas. 100 trajectories of occurrence are simulated independently, thus producing an ensemble of daily precipitation patterns. To consistently compare simulations to observations, it is necessitated that output from the coupled weather generator be masked to match the pattern of missing values from the observed precipitation time series.

Validation of the precipitation occurrence model is carried out through spells analysis – local and regional wet and dry spells. A regional dry spell occurs when all 19 locations report no rain – occurrence at any location breaks the regional dry spell. Figure 2.2 shows the density of spells from the 100 trajectories as well as that from the observed
As can be seen in Figure 2.2, both wet and dry spells are reproduced with good skill by the trajectories at Santiago del Estero. Simulated wet spells are very nearly perfect, while there is slight discrepancy in the density occurrence of dry spells – simulations are producing systematically shorter dry spells than the observations. Due to this underrepresentation of local dry spells, there is even greater discrepancy between observed and simulated regional dry spells. The trajectories imply that regional dry spells are very rarely longer than one day, while observations show they will likely last at least three days. However, the frequency of longer domain dry spells is adequately reproduced, particularly above spells of eight or more days. To illustrate the validity of this model in reproducing the frequency of long dry spells, two dry spells analysis were carried out for

Figure 2.2: a-b) Densities for simulated local wet and dry spells at Santiago del Estero, c-d) regional dry and wet spells; observed densities shown in red.
an independent station. Weather for a station not included in the model was simulated – thus validating the ability of this model to simulate weather at any arbitrary location – and the ability to reproduce long dry spells is analyzed. These long dry spells are crucial to capture for impact assessment planning. As can be seen in Figure 2.3, the model is quite impressive in its ability to reproduce the frequency and longevity of dry spells, especially considering this station was not included in the model fit.

Figure 2.3: Dry spells validation for Pergamino, a station not included in the model. Boxplots show the number of dry spells equal to (left) or greater than (right) ten days for the 100 realizations. Red dots represent the number of these dry spells for the historical data.

Allowing the coupled relationship between temperature and precipitation to vary with location is important over large domains, such as in the Pampas. Figure 2.4a illustrates the relationship that precipitation occurrence has with minimum temperature. It can be seen there is little spatial structure relating these processes, implying that precipi-
Precipitation occurrence is not the only contributing factor in simulating minimum temperatures in the region. Note that the coefficient on occurrence is generally positive, indicating that the presence of precipitation implies that minimum temperatures tend to be between $1^\circ - 2^\circ$ C warmer. Conversely, Figure 2.4b shows that there is a much stronger spatial structure relating precipitation occurrence and maximum temperature. Indeed, inland maximum temperatures tend to be reduced with the presence of precipitation, while the maximum temperature at locations near the ocean are less affected by precipitation.

Capturing the spatial coherence of daily weather patterns is of utmost importance in producing realistic weather generator output. To this end, pairwise correlations are considered for minimum and maximum temperatures at all 19 locations, producing $\frac{19 \times 18}{2} = 171$ pairs, as can be seen in Figure 2.5. These pairwise correlations are somewhat consistent between the simulations and historical observations, although there is evidence of slightly reduced model correlation, on the order of 5%.

Figure 2.5 illustrates that minimum and maximum temperatures are positively spa-
Figure 2.5: Observed versus simulated pairwise correlations for minimum and maximum temperatures.

Figure 2.6a-b shows that the 100 trajectories reproduce the density of cold and hot spells with good skill. The timing and peak of simulated cold spells are nearly perfect, while those of hot spells show slight discrepancy with respect to observations. In Figure 2.6c-d, it can be seen there is...
not systematic underrepresentation of local hot spells – as was the case for local dry spells at this location – as the simulated and observed densities of regional cold and hot spells are reproduced with very good skill.

![Figure 2.6: a-b) Densities for simulated local cold and hot spells at Santiago del Estero, c-d) regional cold and hot spells. Observed density shown in red.](image)

The space-time aspect of this stochastic weather generator may be examined by obtaining the covariance of daily weather on a monthly scale, resulting in an ensemble of empirical variograms per month. It is assumed the monthly covariance is isotropic, such that weather patterns vary on the same scale in all directions to a given lag. For a given month, the daily weather is used to obtain an empirical variogram; the process is repeated for all days within the given month with non-missing data, and the ensemble of empirical variograms may be visualized as boxplots. Ensemble variograms of daily maximum temperature for January are shown in Figure 2.7. Note that Figure 2.7a shows the ensemble...
Figure 2.7: Variograms for a) observed and b) simulated daily January maximum temperatures.

of empirical variograms for observed maximum temperature, while Figure 2.7b shows that for a randomly-selected trajectory. It can be seen that the spatial correlation structure based on model realizations are similar to those observed in the historical data, indicating that the model adequately captures the spatial behavior as well as the local behavior of temperature.

2.4 Discussion

A conditional approach to daily space-time stochastic weather simulation has been introduced, wherein temperature is conditioned on precipitation occurrence. Although
this idea has previously been explored, the model is endowed with additional flexibil-
ity by allowing model coefficients to vary by location within a local climate framework. Simulations are correlated via Gaussian process residual terms, yielding spatially and temporally consistent realizations.

The focus of validation has been a spells analysis for model output assessment, as the purpose of this research is provide a stochastic weather generator that generates daily weather ensembles where the minimum and maximum temperatures are conditioned on precipitation occurrence. The precipitation intensities have not been validated nor reported on because they are produced from the same technique as in Kleiber et al. (2012). Validation of the model’s ability to simulate weather at any arbitrary location was validated by producing statistically consistent simulations at an independent station. Not only were short spells reproduced with near perfection, the longevity and frequency of dry spells were maintained throughout all 100 realizations. The ability to reproduce long dry spells is crucial for impact assessment planning.
Chapter 3

A conditional stochastic weather generator for seasonal to multi-decadal simulations


3.1 Introduction

Scientific and technological advances, together with awareness of the importance of climate on human endeavors, are creating increased worldwide demand for climate information. Fortunately, our ability to monitor and predict variations in climate has increased substantially (Barnston et al., 2010; Stockdale et al., 2010). A number of groups now forecast climate conditions a few seasons ahead (Goddard et al., 2003; Saha et al., 2006). Emerging developments may enable climate projections 10 to 20 years into the future, a scale intermediate between seasonal forecasts and manmade climate change projections (Haines et al., 2009; Hurrel et al., 2009; Meehl et al., 2009). These advances, however, must be matched by a better understanding of how science can inform climate-resilient planning and development (Stainforth et al., 2007).

To support public and private adaptation and mitigation responses, climate information must be credible, legitimate and, especially, salient – e.g., relevant to the needs of decision makers (Cash et al., 2003). Needs include not only predictions or projections
(Bray and von Storch, 2009) of regional climate: potential outcomes of adaptation actions are probably more relevant to stakeholders than raw climate information. Thus, an enhanced capacity is needed to “translate” climate information into distributions of outcomes for risk assessment and management (Hansen et al., 2006).

Process models (e.g., crop biophysical models, hydrological models) can be useful tools to assess likely impacts on climate-sensitive sectors of society, and to evaluate the outcomes of alternative adaptive actions (Ferreyra et al., 2001b; Berger, 2001; Berger et al., 2006; Happe et al., 2008; Freeman et al., 2009; Schreinemachers and Berger, 2011; Bert et al., 2006, 2007, 2014). These models, however, typically require daily weather data. Although historical daily weather can be used, getting long-term daily weather is laborious and costly at best and, in some cases, impossible. Typically, historical observations have missing data that are not accepted by impact models. Similarly, point measurements may not represent the true spatial variability of a nonstationary natural process (e.g., daily precipitation). Most importantly, observed sequences provide a solution based on only one realization of the weather process (Richardson, 1981).

The use of seasonal forecasts of regional climate and its impacts can help decision-makers to lessen the adverse effects of unfavorable conditions or, alternatively, to capitalize on favorable conditions. Nevertheless, a major obstacle to broader use of seasonal climate forecasts is their coarse spatial and temporal resolution. Similarly, 10 to 20 year projections of regional climate conditions have been identified as important to infrastructure planners, water resource managers, and many others (Hurrel et al., 2009). Unfortunately, projections of regional monthly precipitation and temperature from climate models not only are coarse in space and time – as seasonal forecasts – but also involve considerable uncertainty, which requires exploration of the impacts of alternative, plausible trajectories. Stochastic weather generators have long been used for risk assessment and adaptation, as they can provide a rich variety of plausible climatic scenarios. Moreover, weather generators can produce spatially consistent sequences that can be used to
downscale larger-scale scenarios.

Traditional weather generators (stemming from Richardson (1981)) model precipitation occurrence as a chain-dependent process (Katz, 1977) and thus are capable of generating physically realistic prolonged wet and dry spells. The remaining weather variables (e.g., precipitation intensity and temperature) are parameterized using probability distributions (for precipitation intensity) and linear time series models (for temperature), which capture historical climatological variability and linear relationships between variables but fail to capture extremes (e.g., extreme drought or flooding). In order to capture the variability of weather attributes in any specific season, the simulations need to be conditioned on appropriate covariates. One approach is to estimate the parameters of the generator conditionally by considering ENSO (El Niño Southern Oscillation; Trenberth and Stepaniak (2001)) phase, or any other teleconnection to a region’s climate, which enables simulation of skillful sequences (Grondona et al., 2000; Ferreyra et al., 2001b; Wilby et al., 2002; Meza, 2005; Katz et al., 2002). Wilks (2008) illustrated the capability of interpolating weather generator parameters to arbitrary locations (e.g., on a grid) using local weighted regressions; Wilks (2009b) subsequently offered a method to synchronize gridded synthetic weather sequences on observed weather data. Approaches to producing weather sequences that deviate from climatology have included the implementation of seasonal correction factors, perturbation of parameters or input data, and spectral approaches (Caron et al., 2008; Kilsby et al., 2007; Hansen and Mavromatis, 2001; Schoof et al., 2005; Qian et al., 2010).

Nonparametric weather generators have an improved ability to capture nonlinearities between variables and sites. Included in this subclass are the K-nearest neighbor (K-NN) bootstrap resampling method (Brandsma and Buishand, 1998; Rajagopalan and Lall, 1999; Buishand and Brandsma, 2001; Beersma and Buishand, 2003; Yates et al., 2003; Sharif and Burn, 2007) and kernel density based estimators (Rajagopalan et al., 1997b; Harrold et al., 2003; Mehrotra and Sharma, 2007). Caraway et al. (2014) first applied a
clustering algorithm to identify regions of similar climatology before applying the K-NN approach, which has shown good performance in regions of complex terrain. Apipattanavis et al. (2010) modified the K-NN approach to create a semi-parametric weather generator that better captures the duration of wet and dry spells via Markov chain modeling. Modifications of the K-NN based weather generator to incorporate seasonal precipitation forecasts (Apipattanavis et al., 2010) and multi-decadal projections (Podestá et al., 2009) have also been proposed. In these situations, the resampling is weighted to reflect the projected distribution of regional climate conditions. These methods are simple and powerful; however, their main drawback is that they cannot generate values outside the range of historical data. More importantly, it is not easy to generate weather sequences at locations other than those with historical observations.

Pioneered by Stern and Coe (1984), generalized linear models (GLMs) are able to straightforwardly model non-normal data through a suite of link functions. Relevant to this research, GLMs can be used to model and simulate daily weather sequences, and have paved the way for generating space-time weather sequences at any desired location (Kleiber et al., 2012, 2013; Furrer and Katz, 2007; Kim et al., 2012; Yan et al., 2002; Yang et al., 2005; Chandler, 2005; Verdin et al., 2015b). Recently Verdin et al. (2015b) incorporated these developments into a robust space-time weather generator and demonstrated its capability to generate realistic weather sequences at arbitrary locations in the Pampas of Argentina – also the region targeted by this paper. The GLM framework offers several advantages – mainly they reduce the effort in modeling non-normal variables and are parsimonious (McCullagh and Nelder, 1989), especially for discrete and skewed variables (e.g., precipitation occurrence and intensity, respectively). Coupled with spatial processes, GLMs can generate sequences at any spatial resolution – which is important for resource management. Furthermore, covariates such as ENSO information, seasonal climate forecasts, and annual cycles can easily be incorporated in the GLMs to refine or narrow the distribution of expected values (Chandler and Wheater, 2002; Wheater et al.,

As motivated earlier in this section, skillful and realistic sequences of daily weather in any given season are essential for efficient planning and management of agricultural resources. One method of obtaining such sequences requires generating space-time weather sequences that are consistent with, and conditioned on, coarse climate information from seasonal to decadal time scales. To this end, here we propose a modification to the stochastic weather generator presented in Verdin et al. (2015b) to include the coarse scale information as covariates. We refer to the weather generator of Verdin et al. (2015b) as “original”; that of this research will be called the “modified” weather generator. The paper is organized as follows: the study region and data are described in section 3.2; section 3.3 contains a brief summary of the modified methodology. In section 3.4 we discuss the results, and in section 3.5 we conclude with a summary of the research and future work.

3.2 Study region and data

Application of this methodology is focused on a network of seventeen weather stations located in and around the Salado A sub-basin of the Pampas of Argentina (see Figure 3.1). The Salado is part of the large Río de la Plata basin (Herzer, 2003). Note the study region differs from that of Verdin et al. (2015b).

The A sub-basin is an agriculturally productive sub-basin within the Salado River basin where maize, soybean, and wheat are grown. The Salado basin has very flat topography and a poorly developed and disintegrated drainage system. The western sub-basin (Salado A) includes mega-parabolic dunes separated by depressions that constrain evacuation of surface water (Aragón et al., 2011; Viglizzo et al., 2009, 1997). Since colonial times, the Salado has shown alternating floods and droughts that displace populations and disrupt productive activities and livelihoods for extended periods. Floods were frequent during the late 19th and early 20th centuries, a relatively wet epoch. In contrast, extensive
droughts were more frequent during the drier 1930s–1950s (Herzer, 2003; Seager et al., 2010). Partly in response to rain increases since the 1970s, severe floods have occurred in the Salado Basin in 1980, 1991–93, and 2000–01 (Herzer, 2003). Floods in the western half of the Pampas between 1997 and 2003 left 27% of the landscape under water, halved grain production, damaged infrastructure and soil quality, and transformed the few remaining natural areas (Viglizzo et al., 2009). In contrast, an almost unprecedented drought in 2008 (Skansi et al., 2009) decreased soybean and wheat production in the region by about 30% and 50% respectively.

We apply the proposed methodology on a sub-basin scale to illustrate its ability in downscaling coarse seasonal (multi-decadal) forecasts (projections) to local daily weather patterns while maintaining physically realistic climatic characteristics. As agriculture in the Pampas is entirely rainfed, it is of interest to provide a robust risk assessment for crop yields in this region.
During the last half of the 20th century, the study region experienced one of the most significant positive trends in annual precipitation amounts in the world (Giorgi, 2002). This overall increase in precipitation partly contributed to immense agricultural expansion to the semi-arid regions of the western Pampas (Bert et al., 2014). Since the turn of the 21st century, however, observed conditions suggest a significant decrease in regional annual precipitation, which begs the question: “Are the existing agricultural production systems viable in a drier future?” Analysis of a system’s response to an ensemble of possible futures that exhibit significant fluctuations in annual precipitation on the multi-decadal scale is of utmost importance for production risk analysis in climatically marginal regions such as the western Pampas.

Daily time series of precipitation, minimum temperature, and maximum temperature are available for a network of 17 weather stations from 1 January 1961 to near present (in this research we use data up to 31 December 2013). This data was collected and organized by associates at the Servicio Meteorológico Nacional (National Meteorological Service) of Buenos Aires, Argentina, and extensive quality control was carried out to ensure its validity. While there is a significant longitudinal gradient in precipitation and temperature (800 mm/year precipitation and 24°C maximum temperature in the west, 1000 mm/year precipitation and 20°C maximum temperature in east), the climatic tendencies (e.g., trends) are similar between all weather stations, thus the A sub-basin serves as an optimal test bed for this methodology.

3.3 Methodology

3.3.1 Model structure

We follow the model structure defined in Verdin et al. (2015b), a summary of which is provided below. In describing this methodology, we also develop modifications to improve flexibility by producing conditional weather sequences driven by seasonal fore-
casts, multi-decadal projections, climate drivers or variables, or any other relevant information introduced as time series of covariates. It should be noted that in equations 3.2, 3.4, 3.7, and 3.8, the ellipses denote any number of relevant covariates the user wishes to include, such as seasonal characteristics (e.g., mean temperature or total precipitation), large-scale climate modes (e.g., El Niño-Southern Oscillation, Pacific Decadal Oscillation, Atlantic Multi-decadal Oscillation), or any other climatic variables. Here we propose to use seasonal spatial average precipitation and temperatures as covariates. These additional covariates are calculated from the gauge data. It is acknowledged that a possible scale mismatch exists between the domain average calculated from 17 stations and the true domain average. However, the network of stations is evenly spaced throughout the domain, thus it is fair to assume the stations adequately represent the true domain average.

In the weather generator described here we define two explicit components of daily weather patterns: local climate and daily variability (as suggested by Kleiber et al. (2013)). Local climate represents the expected value of a given meteorological process largely due to seasonal cycle; daily variability provides perturbations to local climate due to weather. Precipitation is considered the primary variable in that occurrence of precipitation tends to modify maximum and minimum temperatures on that day (e.g., due to cloud cover and latent heat transfer). Minimum and maximum temperatures are therefore conditional on precipitation occurrence; precipitation intensities are modeled and simulated independently from occurrence.

In this research, precipitation occurrence and intensity (e.g., amounts), and minimum and maximum temperatures at location \( s \in \mathbb{R}^2 \) for day \( t = 1, \ldots, T \), where \( T \) is the number of days in the observational record, are denoted as \( O(s, t) \), \( A(s, t) \), \( Z_N(s, t) \), and \( Z_X(s, t) \), respectively. As in Verdin et al. (2015b), occurrence is modeled as a probit process driven by a latent Gaussian process \( W_O(s, t) \) via:
\[ O(s, t) = 1_{W_O(s, t) \geq 0} \]  

If \( W_O(s, t) \) is positive, this is indicative of rain on day \( t \) at location \( s \) and is assigned the value 1; if the latent Gaussian process is negative or equal to zero, day \( t \) at location \( s \) is dry and is assigned the value 0. The mean function of the latent Gaussian process is simply a regression on covariates that are appropriate for the domain of interest. Similar to Verdin et al. (2015b), this regression has covariates

\[ X_O(s, t) = (1, O(s, t - 1), \cos(2\pi t / 365), \sin(2\pi t / 365), ST(t), \ldots), \]

which are the intercept term, the previous day’s occurrence, two harmonic terms to account for seasonality, and the domain-averaged seasonal total precipitation. The key modification to this regression is the seasonal total precipitation covariate, denoted by \( ST(t) \). In practice this covariate is divided into four distinct covariates relating to each season; covariates are set to zero for times not included in their respective season. To maintain spatial correlations of precipitation occurrence in the domain, an explicit correlation function is defined for \( W_O(s, t) \). A correlation function is used instead of a covariance function because probit regression has variance unity by definition. Precipitation amounts at any individual location are modeled as a Gamma random variable as in Kleiber et al. (2012) as follows:

\[ A(s, t) = G_{s,t}^{-1}(\Phi(W_A(s, t))), \]

where \( G_{s,t}^{-1} \) is the quantile function (e.g., inverse cumulative distribution function) of the Gamma distribution at location \( s \) and day \( t \), and \( \Phi \) is the cumulative distribution function of a standard normal. The simulated rainfall values maintain spatial correlation by applying a spatially varying copula function to the zero-mean Gaussian process \( W_A(s, t) \) with correlation function \( C_A(h, t) \) (Chilès and Delfiner, 1999). The shape parameter varies
with space, such that each location has its own distinct value; the scale parameter varies
with both space and time – its time dependence is based on the seasonal characteristics
of precipitation, which are generally captured by annual harmonics. Similar to the
occurrence process, the Gamma model parameters are informed by a set of covariates,
including the areal seasonal total precipitation covariate as in the occurrence model, as
follows:

\[ X_A(s, t) = (1, \cos(2\pi t/365), \sin(2\pi t/365), ST(t), \ldots) \]  

(3.4)

Following Verdin et al. (2015b), the minimum and maximum temperatures, \( Z_N(s, t) \)
and \( Z_X(s, t) \), respectively, at location \( s \) and day \( t \) are decomposed as follows:

\[ Z_N(s, t) = \beta_N(s)' X_N(s, t) + W_N(s, t) \]  

(3.5)

\[ Z_X(s, t) = \beta_X(s)' X_X(s, t) + W_X(s, t) \]  

(3.6)

In each equation, the product on the right side of the equality is a regression on some
covariates, \( X_N(s, t) \) and \( X_X(s, t) \) for minimum and maximum temperatures, respectively;
these products represent the average behavior of temperatures over the observational pe-
period. In this, the key modification to the weather generator of the previous chapter is the
inclusion of areal seasonal mean minimum (SMN\((t)\)) and maximum (SMX\((t)\)) tempera-
ture covariates, which are included in both temperature models, as follows,

\[ X_N(s, t) = (1, \cos(2\pi t/365), \sin(2\pi t/365), r(t), Z_N(s, t - 1), \]

\[ Z_X(s, t - 1), O(s, t), SMN(t), SMX(t), \ldots) \]  

(3.7)

\[ X_X(s, t) = (1, \cos(2\pi t/365), \sin(2\pi t/365), r(t), Z_N(s, t - 1), \]

\[ Z_X(s, t - 1), O(s, t), SMN(t), SMX(t), \ldots), \]  

(3.8)
which are the intercept term, two harmonic terms to account for seasonality, \( r(t) \), which is a linear drift ranging from -1 to 1 to account for temperature trends over the observational period, the previous day’s minimum and maximum temperatures, the current day’s precipitation occurrence, and the seasonal mean minimum and mean maximum temperatures, respectively. Daily variability is denoted as \( W_N(s,t) \) and \( W_X(s,t) \) for minimum and maximum temperatures, respectively, and maintains spatial correlation by realizations from a mean zero Gaussian process with an empirical covariance structure defined by the residuals of the local regressions. Kleiber et al. (2013) found that the Gaussian assumption for minimum and maximum temperature models was appropriate. The above are GLMs and are fitted hierarchically – we refer the reader to Verdin et al. (2015b) and Kleiber et al. (2012, 2013) for details on implementation.

It should be noted that the additional covariates are applied only to the local climate component, and not the daily weather component. The daily weather component is by definition random, temporally independent noise (see Kleiber et al. (2012) for validation of this assumption), thus the daily weather component is not conditional on the additional covariates, rather it is conditioned only by the calendar date – there are distinct correlation (and covariance) matrices for each month.

### 3.3.2 Significance testing

The inclusion of seasonal covariates could lead to a reduction in the significance of the harmonic covariates. For all 17 stations the seasonal covariates are highly significant, indicated by the respective p-values of their regression coefficients. For many of the stations both cosine and sine covariates remain highly significant, however, at few stations the sine covariate loses significance. The Akaike information criterion (AIC) of the modified models at each location for each climate variable are consistently lower than those for the original models that do not contain the seasonal covariates, implying that the modified weather generator more adequately describes the modeled processes. Table
3.1 reports the change in AIC value (original minus modified models – positivity implies a decrease) for all 17 stations, for the four variables that make up the weather generators.

<table>
<thead>
<tr>
<th>Station</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCC</td>
<td>112</td>
<td>92</td>
<td>66</td>
<td>98</td>
<td>56</td>
<td>122</td>
<td>92</td>
<td>112</td>
<td>106</td>
</tr>
<tr>
<td>AMT</td>
<td>103</td>
<td>29</td>
<td>20</td>
<td>89</td>
<td>17</td>
<td>63</td>
<td>74</td>
<td>92</td>
<td>97</td>
</tr>
<tr>
<td>MIN</td>
<td>732</td>
<td>439</td>
<td>420</td>
<td>559</td>
<td>157</td>
<td>489</td>
<td>340</td>
<td>661</td>
<td>625</td>
</tr>
<tr>
<td>MAX</td>
<td>240</td>
<td>186</td>
<td>165</td>
<td>254</td>
<td>39</td>
<td>144</td>
<td>196</td>
<td>165</td>
<td>237</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Station</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCC</td>
<td>89</td>
<td>103</td>
<td>48</td>
<td>134</td>
<td>114</td>
<td>98</td>
<td>127</td>
<td>98</td>
</tr>
<tr>
<td>AMT</td>
<td>82</td>
<td>87</td>
<td>66</td>
<td>50</td>
<td>63</td>
<td>54</td>
<td>66</td>
<td>58</td>
</tr>
<tr>
<td>MIN</td>
<td>560</td>
<td>540</td>
<td>258</td>
<td>603</td>
<td>495</td>
<td>547</td>
<td>877</td>
<td>403</td>
</tr>
<tr>
<td>MAX</td>
<td>176</td>
<td>181</td>
<td>104</td>
<td>231</td>
<td>264</td>
<td>244</td>
<td>194</td>
<td>219</td>
</tr>
</tbody>
</table>

Table 3.1: Differences between the AIC for occurrence, amounts, minimum temperature, and maximum temperature models of the original and modified weather generators (positivity implies a decrease).

### 3.4 Results from application in the Salado A sub-basin

#### 3.4.1 Covariate selection

We apply the methodology as described in the previous section to the network of 17 stations in and around the Salado A sub-basin of the Argentine Pampas (see Figure 3.1). Given the relative homogeneity of the sub-basin area and scale at which seasonal climate forecasts are available, three domain-averaged covariates are proposed: seasonal total precipitation, seasonal mean minimum temperature, and seasonal mean maximum temperature. The growing season for summer crops in the Salado A sub-basin begins in October with harvest coming in late March or April, therefore we focus on the OND season. Seasons are defined as January-March (JFM), April-June (AMJ), July-September (JAS), and October-December (OND).

The first principal component of OND seasonal total precipitation explains 47% of the total variance; those of OND seasonal average minimum and maximum tempera-
Figure 3.2: First principal components of OND precipitation, minimum temperature, and maximum temperature, scaled and shown as points, and domain-averaged and scaled OND precipitation (top), minimum temperature (middle), and maximum temperature (bottom), shown as lines.

Features explain 71% and 77% of the total variance, respectively. The magnitudes of these first principal components are nearly constant across space, which further justifies the use of domain-averaged information. Figure 3.2 shows the first principal component of the three variables along with the domain-averaged time series, the behavior of which are well described by their first principal components. Thus the four GLMs as described in the previous section were fitted with the additional covariates described above. These covariates were found to be highly significant at all the locations (e.g., regression assigns all additional covariates p-values < 0.001). Other seasons show similar results (not shown).
3.4.2 Validation

To assess the efficacy of the additional covariates, we employ both the original and modified weather generators in spatial and temporal validations, described in the following subsections.

3.4.2.1 Spatial validation

To assess the spatial performance of the modified weather generator, three stations were withheld from the model fitting process – these withheld stations are identified in Figure 3.1. Spatial process models were used to estimate the model parameters at the withheld locations, and 100 realizations over the 53-year observational period were produced using the estimated parameters. Figure 3.3 shows the relationship between the observed and ensemble mean OND probability of occurrence, seasonal total rainfall, mean maximum temperature, and mean minimum temperature for each of the three stations as produced by the original (top row) and modified (bottom row) weather generators. Simulations from the original weather generator show no relationship with the observations; this is to be expected, as only harmonic and autoregressive covariates are considered. Conversely, simulations from the modified generator capture the observations strongly, due to the inclusion of domain-averaged seasonal covariates. Similar results were seen for other seasons (figures not shown).

3.4.2.2 Temporal validation

It is also worthwhile to investigate the temporal performance of the weather generator to validate its use for seasonal forecasts, multi-decadal projections, and climate change scenarios. To this end, we fitted the original and modified weather generators on historic data for the calibration period: 1 January 1961 – 31 December 2000. Then 100 realizations were generated for the validation period: 1 January 2001 – 31 December 2013. Figure 3.4
Figure 3.3: Spatial validation: (a-b) OND 1961-2013 observed versus ensemble mean simulated probability of precipitation occurrence, (c-d) total precipitation, (e-f) mean maximum temperature, and (g-h) mean minimum temperature, for the three withheld stations. Top row (a,c,e,g) corresponds to simulations from the original generator and bottom row (b,d,f,h) is for simulations from the modified generator.

shows the difference between observed and ensemble mean simulated domain-averaged seasonal total precipitation, mean maximum temperature, and mean minimum temperature: a “perfect fit” would show a horizontal line of ordinate zero. Root mean square error (RMSE) is calculated between simulated and observed seasonal values for all 100 realizations. The RMSE is greatly reduced by including the domain-averaged seasonal covariates in the validation period. For seasonal total precipitation the RMSE is reduced from 77 (± 2.4) mm to 21 (± 3.6) mm; for seasonal mean maximum temperature the RMSE is reduced from 1.05 (± 0.05)° C to 0.37 (± 0.05)° C; and for seasonal mean minimum temperature the RMSE is reduced from 0.99 (± 0.04)° C to 0.37 (± 0.04)° C.
Figure 3.4: Temporal validation: JFM 2001 – OND 2013 observed minus ensemble mean simulated (a-b) seasonal total precipitation, (c-d) mean maximum temperature, and (e-f) mean minimum temperature. Left panels (a,c,e) are for the original weather generator and right panels (b,d,f) for the modified weather generator.

3.4.3 Seasonal forecasts

Often times, seasonal climate forecasts are provided as probabilities of precipitation and temperature being within different ranges (e.g., terciles) for a large region – this is a common format for presenting uncertain climate information. Among other agencies around the world, the International Research Institute for Climate and Society (IRI, www.iri.columbia.edu) provides seasonal (three-month) probabilistic forecasts with one
to four months’ lead-time. The IRI presents these forecasts in terms of A:N:B likelihoods, where “A” is above-normal, “N” is near-normal, and “B” is below-normal. The three categories span an equal range and are defined with respect to climatological terciles (e.g., 33rd and 67th percentiles). For example, a 15:35:50 precipitation forecast implies there is a 15% chance of experiencing above-normal conditions, a 35% chance of experiencing near-normal conditions, and a 50% chance of experiencing below-normal precipitation in the upcoming season.

Agricultural decisions in the Salado A sub-basin are typically made before the beginning of the summer growing season (1 October) every year, thus we focus on OND seasonal forecasts. The OND season is also a critical period in terms of crop yield generation, and has shown tendencies towards skillful climate predictions, in part due to significant ENSO signals (Grimm et al., 2000; Montecinos et al., 2000; Ropelewski and Halpert, 1987; Barros and Silvestri, 2002; Boulanger et al., 2005; Grimm et al., 1998; Ropelewski and Bell, 2008; Grimm, 2011; Barreiro, 2010). We select IRI forecasts for OND 2010 (a dry and hot forecast; e.g., 15:35:50 for precipitation, 40:35:25 for temperature) and OND 2012 (a wet and hot forecast; e.g., 40:35:25 for both precipitation and temperature) as case studies for this methodology, issued on 1 September 2010 and 1 September 2012, respectively.

To generate space-time weather sequences for the two OND seasons from the modified generator, ensembles of domain-averaged seasonal precipitation and temperature are needed to use as covariates. To this end, 100 observed OND domain-averaged values of precipitation and maximum and minimum temperature are sampled with replacement. This is accomplished by first categorizing the observed domain-averaged seasonal weather as above-, near-, or below-normal based on the empirical terciles, then assigning the categorical forecasts as probabilities (e.g., 15:35:50 and 40:35:25 for precipitation and temperature, respectively) to the values in each category and resampling with these assigned weights as the probability metric. For instance, there is a 15% chance of sampling
an above-normal precipitation value; there are 35% and 50% chances of sampling near-normal and below-normal precipitation values, respectively. The result of this resampling scheme is 100 values that are used as covariates to drive the modified weather generator 100 separate times. The output of these 100 independent runs is essentially a downscaled ensemble of weather patterns that exhibit the traits of the seasonal forecasts.

Figure 3.5: Top panels: Kernel density estimates of PDF of domain-averaged seasonal precipitation, maximum temperature and minimum temperature from 100 simulated weather scenarios from the modified (blue) and original (red) weather generators (OND 2010 and OND 2012 denoted as solid and dashed lines, respectively), along with the climatological PDF (dotted black line). Observed values are shown as vertical lines. Bottom panels: Sampled seasonal precipitation and temperatures from the categorical probabilistic forecasts with the domain-averaged values generated from the two weather generators – modified (blue) and original (red).

The top row of Figure 3.5 shows the probability density functions (PDFs) of domain-averaged OND precipitation and temperatures from the original and modified weather
generators, the PDF of OND climatology, and the observed values of OND 2010 and 2012. The precipitation PDFs from the modified generator have shifted towards the observed values in both 2010 and 2012. This shift is indicative not only of forecast skill, but also the effectiveness of the modified generator in simulating scenarios representative of the forecasts. Mean maximum (minimum) temperature during OND 2010 (2012) was observed to be above-normal, and the PDF from the modified generator gives greater probability to above-average temperatures than that of the original generator. OND 2012 (2010) experienced near-normal maximum (minimum) temperatures, so the original generator gives highest probability to observed conditions. However, the range of possible scenarios offered by the original generator is limited and will give near-zero probability to above- and below-normal conditions, which for planning purposes can be misleading. The domain-averaged seasonal totals of precipitation and seasonal averages of temperatures that are generated from the two weather generators are plotted with the observed in the bottom row of Figure 3.5.

Table 3.2 reports p-values from Kolmogorov-Smirnov tests comparing the distributions of original and modified generator output. The differences between the original and modified distributions for OND 2010 weather scenarios and OND 2012 precipitation are significant at the 95% level; maximum and minimum temperature scenarios for OND 2012 are not significantly different, indicating the covariate values sampled from the IRI probabilistic forecast (thus the scenarios produced by the modified weather generator) do not deviate significantly from climatology.

<table>
<thead>
<tr>
<th></th>
<th>Precip</th>
<th>Max Temp</th>
<th>Min Temp</th>
<th></th>
<th>Precip</th>
<th>Max Temp</th>
<th>Min Temp</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>0.0039</td>
<td>0.0014</td>
<td>0.0243</td>
<td>2012</td>
<td>&lt;0.001</td>
<td>0.0541</td>
<td>0.5806</td>
</tr>
</tbody>
</table>

Table 3.2: Kolmogorov-Smirnov test comparing the original and modified weather generator output. P-values lower than 0.05 indicate the output from original and modified generators come from different distributions.
Weather simulations on a regular grid are of particular interest, as they are used to drive hydrologic and agriculture models for agricultural planning to mitigate crop failure. To simulate daily weather on a grid, the $\beta$ coefficients for each covariate of the weather generator models are estimated in space from their respective spatial models to the desired spatial resolution (5 km x 5 km). These gridded coefficients are then used to obtain the mean function, and the daily weather processes are simulated via mean zero Gaussian random fields.

Figure 3.6: OND 2010 differences in ensemble mean of seasonal (a) total precipitation (mm season-1), (b) mean maximum temperature (deg C), and (c) mean minimum temperature. Differences calculated as original minus modified generators. Salado A sub-basin is outlined.

Figure 3.6 shows the difference between the ensemble mean of gridded seasonal total precipitation, mean maximum temperature, and mean minimum temperature for OND 2010 from the original and modified weather generators. The modified generator simulates a drier and hotter domain than the original generator, which is consistent with the seasonal forecast. Notably, the modified weather generator simulates a cooling for mean minimum temperature in the southern part of the sub-basin, which is inconsistent with the seasonal forecast.

The differences between the 95% ensemble spread (97.5th percentile minus 2.5th percentile) produced by the original and modified weather generators are shown in Figure
Figure 3.7: OND 2010 differences in 95% ensemble spread for (a) seasonal total precipitation (mm season-1), (b) seasonal mean maximum temperature (deg C), and (c) seasonal mean minimum temperature. Differences calculated as original minus modified generators. Salado A sub-basin is outlined.

3.7. As can be seen, the ensemble spread difference for seasonal total precipitation is mostly red and yellow, while those for mean maximum and minimum temperature are mostly blue and yellow, which illustrates that the modified generator produced wider ensemble spreads than the original generator. The uncertainty in the probabilistic seasonal climate forecast is propagated to the conditional weather generator, resulting in a wider distribution than that of the original generator. Similar findings can be seen for OND 2012 (figures not shown).

3.4.4 Multi-decadal projections

Multi-decadal projections are useful in a number of applications, including environmental impact studies, agricultural decision-making, and water resources management, to name a few. In agriculture, multi-decadal projections help in making informed investment decisions (e.g., whether or not to buy a farm in a climatically marginal area, invest in irrigation, etc.). Specifically, the climate of the Pampas has shown significant decadal variability, and since the 1970s has exhibited a steady increase in both annual
and extreme precipitation. This trend in precipitation has in part promoted significant expansion of agricultural area to climatically marginal regions of the Pampas. Given the uncertainty of future climate, coupled with a known decadal variability, it is unclear if existing agricultural systems may remain viable if climate reverts to a drier epoch.

Specific to this research, future climate scenarios can be used to drive hydrologic and crop simulation models, thus providing an assessment of the viability of existing agricultural production systems in climatically marginal regions of the Salado A sub-basin. However, future climate projections from climate models are generally of coarse spatial (e.g., on a grid) and temporal (e.g., monthly) resolutions, and therefore cannot provide reliable projections of weather at the local scale. These monthly and consequently seasonal projections can be incorporated into the modified generator and thus enable the generation of daily weather sequences conditioned on the projections at any desired location – both monitored and unmonitored – in the study region.

To this end, we explored the ability of the modified generator to downscale medium-term projections in the Salado A sub-basin. A regional climate model projection, experiment RCP8.5, was obtained for the period 1 January 2015 to 31 December 2050 (a 36-year projection), produced using the CORDEX-CMIP5 regional climate model (Consortium, 2014) and bias-corrected (McGinnis et al., 2015) using the CLARIS-LPB dataset (Penalba et al., 2014). This projection focuses on South America and is gridded at 0.44 degrees. No notable long-term trends in annual precipitation totals are projected, but the magnitudes are significantly lower than seen in the historic record; both maximum and minimum annual average temperatures show positive trends, and are projected to increase by approximately $1^\circ$ C by the year 2050. Seasonal values of areal precipitation and temperature for the Salado A sub-basin were computed to use as covariates to drive the modified weather generator. Only the grids that cover the Salado A sub-basin and the 17 station data are considered when computing domain-averaged precipitation totals and temperature means. 100 realizations of daily weather sequences were simulated using both the
original and modified weather generators.

Figure 3.8 shows seasonal residuals (projected minus simulated) of the ensemble mean of the original and modified weather generator simulations for the 36-year projection period. As was seen previously, the original generator shows much larger and more variable residuals than does the modified generator. Consistent with the temporal validation, the RMSE is greatly reduced by including the domain-averaged seasonal covariates in the models. RMSE for seasonal total precipitation is reduced from 90 mm to 14 mm; RMSE for seasonal mean maximum temperature is reduced from 1.09°C to 0.48°C; RMSE for seasonal mean minimum temperature is reduced from 1.43°C to 0.23°C. There is a slight warm bias in seasonal mean maximum temperature simulated by the modified generator as compared to that projected by the RCM.

To illustrate the spatial ability of the weather generators, 100 realizations of daily weather sequences are simulated for the period 2015-2050 conditioned on the projected seasonal characteristics. Figure 3.9 shows the difference in ensemble mean OND total precipitation, maximum temperature, and minimum temperature as simulated by the original and modified generators. Consistent with the climate model trends, the modified generator simulates a drier and hotter future across the domain.

3.5 Summary and future work

We have proposed and validated the use of a parametric stochastic weather generator in a nonstationary context, such as climate change impact studies, with application in the Salado A sub-basin of the Argentine Pampas. This region was selected due to its status as one of the most productive agricultural regions in South America, and its strong climatic variability that is experienced at multiple time scales. Agriculture in the Pampas is predominantly rainfed, thus high quality seasonal forecast information could greatly impact the outcome (e.g., crop yield, risk of failure) of a growing season. The modified
Figure 3.8: JFM 2015 – OND 2050 projected minus ensemble mean (a-b) simulated seasonal total precipitation, (c-d) mean maximum temperature, and (e-f) mean minimum temperature.

The weather generator presented in this research has flexibility in its GLM framework such that any number of covariates can be included in the model fit, effectively conditioning the weather generator to produce downscaled weather sequences.

For example, in this research we used areal average seasonal total precipitation and mean minimum and maximum temperatures as additional covariates, which were shown to be highly significant in the model fit. The use of areal averages was justified via principal component analysis; for non-homogeneous or mountainous regions, con-
Figure 3.9: OND 2015-2050 differences in ensemble mean of seasonal (a) total precipitation (mm season-1), (b) mean maximum temperature (deg C), and (c) mean minimum temperature. Differences calculated as original minus modified generators. Salado A sub-basin is outlined.

Consider site-specific averages or a clustering algorithm. The coarse information provided by these additional covariates successfully trickled from seasonal (regional) down to daily (local) scales, such that wet (dry) days are more prevalent during seasons with above-normal (below-normal) seasonal total precipitation. It is with the conditioned output of the weather generator that research teams may provide a more robust estimate of production risk for a region, by running the daily weather sequences through process based (e.g., crop simulation, hydrologic) models. The output of process based models may be interpreted and provided to a farmer or decision maker, who then will have seasonal forecast information that is relevant to the decisions they must make (e.g., probability of not meeting a crop yield goal, where and when to plant a certain crop) as opposed to spatially coarse probabilistic statements as are typically reported. Similarly, multi-decadal projection information can be used to generate conditional weather sequences to assist in assessing the viability of existing agricultural infrastructure in climatically marginal regions. In this, a regional climatic trend may be extracted and used to produce conditional weather sequences, which may be used to drive any relevant process based models.

The output of the modified weather generator presented in this manuscript has been
validated by direct comparison to the original weather generator of Verdin et al. (2015b). It has been shown that using simple covariates such as domain-averaged seasonal total (mean) precipitation (temperatures) improves the skill of the generator in producing daily weather sequences that exhibit the traits (and trends) of a seasonal forecast or multi-decadal projection. In representing domain-averaged behavior for the temporal validation period (2001-2013), this modification to the weather generator reduced RMSE values from 77 mm to 21 mm for precipitation, 1.05° C to 0.37° C for maximum temperature, and 0.99° C to 0.37° C for minimum temperature. Similarly, the modified generator faithfully reproduced the trends and variability of historic precipitation and temperature at individual sites, while the original generator replicates the expected behavior of (e.g., climatology) of each season with little to no interannual variability.

In generating sequences consistent with a seasonal forecast, the Kolmogorov-Smirnov tests suggest the output from original and modified weather generators exhibit significantly different traits with 95% confidence, unless the seasonal forecast is similar to climatology. The modified weather generator was shown to produce PDFs that better represent the range of possible futures, while the PDFs from the original weather generator give near-zero probability to the upper and lower terciles (e.g., wet (hot) and dry (cold) conditions). On the multi-decadal scale, the modified weather generator is flexible in its ability to capture the considerable interannual and decadal variability prevalent in the projected precipitation totals, as well as the increase in both minimum and maximum temperatures.

Application of this methodology to other areas is called for. However, careful attention must be paid to the spatial and temporal climatic variability in the region of interest. Local climate, regional teleconnections, and global climate drivers should be identified for optimal skill in downscaling seasonal forecasts and multi-decadal projections. Principal component analysis on seasonal attributes such as seasonal total precipitation and mean temperatures can help decide if domain-averaged, clustered, or site-specific covari-
ates should be considered. However, the model setup, as defined in Verdin et al. (2015b), should be considered a baseline model for use in any basin – the additional covariates as described in this manuscript need be fine tuned to successfully generate skillful weather scenarios.

One shortcoming to the weather generator presented in this research is that it uses only precipitation and temperature covariates to condition the weather generator. There has been great progress in the identification of teleconnections and climate drivers for regions around the world – the Pampas are no exception. While it was mentioned in this manuscript that such teleconnections could be used as covariates to condition the weather generator output, this approach was not investigated. A second shortcoming to this methodology is that the uncertainties associated with the parameters of the weather generator are not propagated to the simulations, as the maximum likelihood estimates of the parameters are kept fixed. As a result, the variability of simulations can be underestimated. Bayesian methods that explicitly quantify the parameter uncertainties are attractive options.

The methodology of this weather generator is inherently hierarchical, thus considering the use of a Bayesian hierarchical framework is a natural extension to this problem. In a Bayesian context, the parameters are treated as random variables and are sampled from appropriate distributions (typically via Markov chain Monte Carlo) based on likelihood acceptance criteria, which results in posterior distributions of all model parameters. These posterior distributions better represent the uncertainty involved in traditional parameter estimation techniques, and when used in a weather generation framework will provide a more realistic range of uncertainty in synthetic weather sequences.
Chapter 4

BayGEN: a Bayesian space-time stochastic weather generator

4.1 Introduction

Time series of weather variables can assist in agricultural and water resources planning and decision-making via crop simulation, hydrologic, and other process-based models (Ferreyra et al., 2001a; Berger, 2000; Berger et al., 2006; Happe et al., 2008; Freeman et al., 2009; Schreinemachers and Berger, 2011; Bert et al., 2006, 2007, 2014). However, the historical record can be limited in that it covers too short of a period or it can be incomplete or inaccurate due to missing data and human error. Many process-based models require complete sequences of input data (i.e., missing data are not allowed), so the problem of “filling in the blanks” arises. If the problem requires the use of distributed hydrologic models, the user is often required to input daily weather sequences on a regular grid, which is difficult, if not impossible, to collect for even moderately sized basins. Stochastic weather generators have long been used as a way to produce daily weather sequences for use in such applications, as they provide a means to simulate a plausible range of climatic scenarios while representing the true underlying variability of the natural processes being modeled. For agricultural planning on seasonal to multi-decadal scales, weather generators can be used to simulate input data consistent with forecasted scenarios (Apipattanavis et al., 2010; Verdin et al., 2016), which can be used to drive crop simulation models to assess how such scenarios may impact crop yields. A more complete history on stochastic weather generation can be found in Wilks and Wilby (1999)
and Verdin et al. (2015b); a brief summary is provided below.

Long held in regard as the original stochastic weather generator, the methodology of Richardson (1981) has paved the way for other approaches to producing synthetic daily weather sequences. These traditional single-site weather generators model precipitation occurrence as a chain-dependent process (Katz, 1977), thus they are able to capture the length and frequency of wet and dry spells. Precipitation amounts are modeled using probability distributions (e.g., Gamma, Lognormal, etc.). Minimum and maximum temperatures are modeled using autoregressive (AR) time series models. There have been several multi-site extensions to traditional weather generators (Wilks, 1998; Wilks and Wilby, 1999; Qian et al., 2002; Baigorria and Jones, 2010a; Khalili et al., 2009). However, parametric weather generators can quickly become unwieldy when applied for multi-site simulation, as a large number of parameters is needed to capture the spatial correlation and statistics (Mehrotra et al., 2006). Recent works (Wilks, 2008, 2009a; Kleiber et al., 2012, 2013; Verdin et al., 2015b) use spatial process models to interpolate weather generator parameters to enable the simulation of gridded daily weather.

Nonparametric weather generators using K-nearest neighbor time series bootstrapping, proposed for single-site (Rajagopalan and Lall, 1999), and subsequently extended to multi-site (Buishand and Brandsma, 2001; Beersma and Buishand, 2003; Yates et al., 2003; Sharif and Burn, 2007; Apipattanavis et al., 2010) are robust in their ability to capture nonlinearities in both space and time, and can easily capture the spatial correlation and statistics for multi-site simulation. However, they have two main limitations – (i) due to bootstrap resampling of the historical record, values outside the historical observations are not possible, and (ii) they cannot easily simulate sequences at unobserved locations.

Generalized linear models (GLMs) can greatly reduce the effort of modeling non-normal variables through a suite of link functions, and can more easily simulate at arbitrary locations when coupled with spatial models (Verdin et al., 2015b). Early use of GLMs for weather generation was by Stern and Coe (1984), with subsequent work by
Yang et al. (2005) and Chandler (2005). GLMs can incorporate any number of covariates to facilitate the simulation of weather sequences under various conditions such as wet or dry years. Such covariates have included large scale climate drivers (i.e., El Niño Southern Oscillation, North Atlantic Oscillation, etc.) and total seasonal precipitation and mean temperature trajectories, to name a few (Furrer and Katz, 2008; Hauser and Demirov, 2013; Verdin et al., 2016).

GLM-based space-time stochastic weather generators have become more popular recently due to their ability to generate weather sequences at any desired spatial resolution and conditioned on large scale climate drivers. However, they do not incorporate model parameter uncertainty in their weather simulations. Specifically, point estimates of model parameters based on maximum likelihood are fixed for all ensemble members, and the variability between ensemble members is obtained solely from the residual terms. Lack of treatment of parameter uncertainty is a major shortcoming and it limits the variability of the simulated weather sequences, which, from a planning perspective, can lead to overconfident estimates of system variables by not representing the full range of possible future scenarios. Bayesian methods are known for their ability to capture uncertainty by providing the full distribution of model parameters. A Bayesian stochastic weather generator would be advantageous in that parameter uncertainty would propagate to the simulated weather sequences, and consequently to the process based model output, which in turn would provide better estimates of uncertainty and risk.

Bayesian methods are widely used to quantify uncertainty in a variety of models and applications. They are computationally intensive, but with increasing computation power, Bayesian methods are becoming more attractive. One of the more common Bayesian methods is Bayesian model averaging, first introduced by Leamer (1978), and used in a wide array of disciplines – including hydrology, climate science, ecology, economics, medicine, politics, among others – for combining information from multiple sources (e.g., multiple model outputs), making skillful predictions, calibrating fore-
casts, risk assessment, and quantifying model uncertainty (Raftery et al., 2005; Sloughter et al., 2007; Duan et al., 2007; Wintle et al., 2003; Wright, 2008; Volinsky et al., 1997; Viallefont et al., 2001; Trujillo-Barreto et al., 2004; Vrugt and Robinson, 2007; Montgomery and Nyhan, 2010). Bayesian hierarchical models have been developed for a variety of applications – coupling with stochastic weather generators for enhanced decision making (Pezzulli et al., 2006; Hashmi et al., 2009); spatial and temporal modeling of precipitation extremes (Cooley et al., 2007; Cooley and Sain, 2010; Reich and Shaby, 2012); daily precipitation modeling (Smith and Robinson, 1997; Lima and Lall, 2009); analysis of precipitation and temperature trends (Tebaldi et al., 2004; Tebaldi and Sansó, 2009); and Bayesian kriging (Omre, 1987; Handcock and Stein, 1993; Cui et al., 1995; Sahu and Mardia, 2005; Aelion et al., 2009; Jin et al., 2014; Verdin et al., 2015a). A spatially-consistent Bayesian precipitation state generator was developed by Cano et al. (2004), though a Bayesian weather generator was yet to be developed.

With the motivation to fully quantify and incorporate parameter uncertainties in daily weather simulation, we developed a GLM-based Bayesian space-time stochastic weather generator, hereafter referred to as BayGEN. In this, posterior distributions of the GLM model parameters are obtained from the Bayesian framework; consequently these parametric uncertainties are propagated to the daily weather sequences – described in the following sections.

The BayGEN model is presented in Section 4.2, followed by a description of the study region and data in Section 4.3. We discuss the results in Section 4.4, and Section 4.5 concludes this manuscript with a summary of the research and future work.
4.2 BayGEN

4.2.1 Model definition

There are two layers in the BayGEN model. The first layer (i.e., data layer) explicitly models the data, in this case the observed precipitation occurrence and amount, and maximum and minimum temperatures at each location in the network. The second layer (i.e., process layer) models the latent process that drives the precipitation occurrence model, the covariates for all variables in the data layer, and the prior distributions on the model parameters.

Let $O(s, t)$, $A(s, t)$, $Z_X(s, t)$, and $Z_N(s, t)$ denote precipitation occurrence and amount, and maximum and minimum temperature, respectively, at location $s$ and time $t$. The BayGEN model structure is motivated by a GLM framework similar to Verdin et al. (2015b). In the GLM weather generator (GLMGEN), at each location, precipitation occurrence is modeled using probit regression; precipitation amounts are modeled using Gamma distributions; minimum and maximum temperatures are modeled using linear regression. The coefficients of the GLMs are modeled as spatial Gaussian processes (GP) to enable the simulation of daily weather at arbitrary locations. We translate this GLM approach into a Bayesian hierarchical framework, which is defined as follows:
Data layer:

\[ O(s, t) = 1_{[W_O(s, t) \geq 0]} \] (4.1)

\[ A(s, t) \sim \text{Gamma}(\alpha_A(s), \alpha_A(s)/\mu_A(s, t)) \] (4.2)

\[ Z_N(s, t) \sim GP(\mu_N(s, t), C_N(t)) \] (4.3)

\[ Z_X(s, t) \sim GP(\mu_X(s, t), C_X(t)) \] (4.4)

Process layer:

\[ W_O(s, t) \sim N(\mu_O(s, t), \sigma^2_O) \] (4.5)

\[ \mu_A(s, t) = \exp(X_A(s, t) \beta_A(s)) \] (4.6)

\[ \mu_i(s, t) = X_i(s, t) \beta_i(s) \quad \text{for } i = O, N, X \] (4.7)

\[ \beta_j(s) \sim GP(\hat{\beta}_j(s), C_{\beta_j}) \quad \text{for } j = O, A, N, X \] (4.8)

\[ \alpha_A(s) \sim GP(\hat{\alpha}_A(s), C_{\alpha_A}) \] (4.9)

4.2.1.1 Precipitation occurrence

Precipitation occurrence, \( O(s, t) \), which is a binary process where success (i.e., \( O(s, t) = 1 \)) is defined as precipitation amounts exceeding 0.1 mm, is modeled using probit regression, denoted by \( 1 \), an indicator function with latent Gaussian process \( W_O(s, t) \), which is assumed to be a realization from a normal distribution with mean \( \mu_O(s, t) \) and variance unity (i.e., \( \sigma^2_O = 1 \)). If \( W_O(s, t) \geq 0 \), it is indicative of precipitation occurrence; if \( W_O(s, t) < 0 \), it implies precipitation has not occurred. The mean of the latent Gaussian process \( \mu_O(s, t) \) is defined by a local regression on some covariates,

\[ X_O(s, t) = (1, O(s, t - 1), \cos(2\pi t/365), \sin(2\pi t/365)). \] (4.10)

The regression parameters \( \beta_O(s) \) are spatially correlated via Gaussian process prior distributions with spatially-varying mean \( \hat{\beta}_O(s) \) centered at the maximum likelihood estimates (MLE) and exponential covariance functions \( C_{\beta_O} \).
To simulate spatially continuous precipitation using probit regression, a correlation matrix is needed to drive random samples from a mean-zero multivariate normal distribution. A correlation matrix is used in place of a covariance matrix because probit regression has variance unity. It has been shown that multivariate probit regression is possible, however, for this application, multivariate probit regression would necessitate the inclusion of approximately 500,000 additional parameters, which quickly makes the model unwieldy and impossible to run in reasonable time. To this end, after the model is fitted, the probit regression residuals are calculated for each sample from the posterior distribution and for each location, and the spatial correlation matrices are calculated using a frequentist method. There are distinct correlation matrices, $C_O(t)$, for each calendar month to account for seasonality.

4.2.1.2 Precipitation amount

Precipitation amount is modeled as a Gamma random variable with spatially-varying shape $\alpha_A(s)$, to account for the climatological gradients, and spatially- and temporally-varying scale $\alpha_A(s)/\mu_A(s, t)$, to account for seasonality. Spatial dependence is captured by modeling $\alpha_A(s)$ as a realization from a Gaussian process with mean vector centered at the MLE $\hat{\alpha}_A$ and covariance function $C_{\alpha_A}$. The $\beta_A$ parameters are also modeled as realizations from Gaussian processes centered at the MLE $\hat{\beta}_A$ with covariance functions $C_{\beta_A}$. The mean function $\mu_A(s, t)$ is exponentiated to replicate a gamma GLM. The covariate vector,

$$X_A(s, t) = (1, \cos(2\pi t/365), MT(t)),$$

includes a seasonality covariate (cosine) to capture the generic seasonal cycle, and a scaled monthly average precipitation covariate (MT) to capture climatology. In simulation, a spatially-varying copula function (Chilès and Delfiner, 1999) is used to produce spatially consistent amounts, which is essentially a transform of the mean-zero Gaussian process
used to generate simulated occurrences (with correlation function $C_O(t)$); this approach avoids disagreement between the amounts and occurrence models.

### 4.2.1.3 Maximum and minimum temperature

As in Richardson (1981), we condition the maximum and minimum temperature models on precipitation occurrence. Maximum temperature $Z_X(s,t)$ is assumed to be a realization from a Gaussian process with mean defined as a regression on some covariates,

$$X_X(s,t) = (1,Z_X(s,t-1), \cos(2\pi t/365), \sin(2\pi t/365), O(s,t)),$$

and monthly covariance functions $C_X(t)$. Minimum temperature $Z_N(s,t)$ has a similar structure, such that it is assumed to be a realization from a Gaussian process with mean defined as a regression on some covariates,

$$X_N(s,t) = (1,Z_N(s,t-1), \cos(2\pi t/365), \sin(2\pi t/365), O(s,t)),$$

and monthly covariance functions $C_N(t)$. Note that both maximum and minimum temperatures on day $t$ depend on precipitation occurrence on day $t$ and maximum and minimum temperatures on day $t-1$. The $\beta_X$ and $\beta_N$ parameters are assumed to be realizations from Gaussian processes with means centered on the MLE $\hat{\beta}_X$ and $\hat{\beta}_N$, and covariance functions $C_{\beta_X}$ and $C_{\beta_N}$.

### 4.2.1.4 Spatial models

To enable simulation at any arbitrary location, regression coefficients $\beta_i$, Gamma model shape parameter $\alpha_A$, and maximum and minimum temperature residuals $W_X$ and $W_N$, are spatially correlated via Gaussian processes with exponential covariance functions $C_{\beta_i}$, $C_{\alpha_A}$, $C_N(t)$, and $C_X(t)$, respectively, for $i = O, A, X, N$. We seek the posterior distribution for marginal variance $\sigma_j^2$ and effective range $\tau_j^2$ for $j = O, A, X, N, \alpha_A, W_X, W_N$. For computational stability, we fix a finitely small nugget value of 0.001 for all spatial
processes. As mentioned in Section 4.2.1.1, the residual processes for precipitation occurrence have monthly correlation functions $C_O(t)$, and are estimated in post-processing.

4.2.2 Likelihood computation

We define $\theta$ as a vector of all model parameters,

$$\theta = (\beta_O, \beta_A, \beta_X, \beta_N, C_X(t), C_N(t), C_{\beta_O}, C_{\beta_A}, C_{\beta_X}, C_{\beta_N}, \alpha_A, C_{\alpha_A}),$$ \hspace{1cm} (4.14)

and $Y$ as the data,

$$Y = (O(s,t), A(s,t), Z_X(s,t), Z_N(s,t)).$$ \hspace{1cm} (4.15)

We seek $p(\theta|Y)$, the conditional distribution of the parameters given the data, which is also known as the posterior distribution. Using Bayes’ rule, the posterior distribution is expressed as

$$p(\theta|Y) = \frac{p(Y|\theta)p(\theta)}{p(Y)} \propto p(Y|\theta)p(\theta),$$ \hspace{1cm} (4.16)

where $p(Y|\theta)$ is the likelihood function of the data $Y$ given the parameters $\theta$, and $p(\theta)$ is the prior joint distribution of the parameters $\theta$. Priors are defined as normal distributions centered on the maximum likelihood estimates with very large standard deviation (i.e., 100). Parameters with non-negative support are endowed with truncated normal distributions.

4.2.3 Implementation

We use the $\mathbb{R}$ (R Core Team, 2014) package rstan (Carpenter, 2015; Stan Development Team, 2015a,b) for model development, which employs the No-U Turn sampler, an adaptive form of Hamiltonian Monte Carlo sampling (see Hoffman and Gelman (2014)). Existing software typically uses Markov chain Monte Carlo sampling, which, while effective, can take a long time to converge with its “random walk” behavior. We have chosen the rstan package also because it provides an $\mathbb{R}$ interface to the Stan modeling language, which has an active users group mailing list for real-time troubleshooting.
4.3 Study region and data

Application of BayGEN is focused on the Salado A sub-basin (hereafter “the $A$”) of the Argentine Pampas (see Figure 4.1). The climatology of the region exhibits longitudinal gradients, with higher temperatures and lower rainfall in the west; lower temperatures and higher rainfall in the east. The $A$ is unique in that it is located where the climatological gradient is the greatest and is one of the most agriculturally productive regions of the Pampas. For a detailed description of the $A$ and its hydroclimatology, see Verdin et al. (2016).

![Figure 4.1: Salado A sub-basin location relative to South America; station locations shown as black dots, grid cell locations shown as grey dots, Salado A sub-basin is outlined. Junín shown as large black triangle.](image)

Daily time series for three weather variables – precipitation, minimum temperature, and maximum temperature – are available for a network of seventeen weather stations located in and around the $A$ for the period January 1961 – December 2013 (53 years).
Because four stations have substantial missing data (> 25%), they were removed from the network. The remaining thirteen stations (see Figure 4.1) were used in the analyses. The data were collected and organized by collaborators at the Servicio Meteorológico Nacional (National Meteorological Service) of Argentina.

4.4 Results

4.4.1 Model fit

We employ BayGEN in eight parallel chains (i.e., independent sampling routines) of 1,000 iterations, the first 500 of which are discarded as “burn-in” (i.e., warmup), which results in 4,000 posterior samples of \( \theta \). Each chain uses the No-U Turn sampler to generate a sequence of plausible parameter values from the model. When the values from each chain are taken together we are given a full representation of the range of uncertainty in the parameter estimates. In \textit{rstan}, the data are first transformed to the unconstrained scale, and the initialization values are random samples from a Uniform distribution spanning \(-2\) to \(+2\). It is advantageous to run multiple chains in that it is easier to diagnose convergence. Numerical convergence is monitored by a weighted combination of the between- and within-sequence variances, as follows:

\[
\hat{R} = \sqrt{\frac{\text{var}^+(\theta|y)}{W}}
\]  

(4.17)

where

\[
\text{var}^+(\theta|y) = \frac{n-1}{n} W + \frac{1}{n} B.
\]  

(4.18)

In Equations 4.17 and 4.18, \( \theta \) is a vector of the parameters of interest, \( y \) is the response data, \( W \) is the within-sequence variance, \( B \) is the between-sequence variance, and \( n \) is the length of the simulated sequences (after burn-in). \( \hat{R} \) is the factor by which the scale of the current distribution for \( \theta \) might be reduced if the simulations were continued in the limit \( n \to \infty \). A value of \( \hat{R} < 1.1 \) implies convergence (Gelman et al., 2004). Every
parameter in this model has a value $\hat{R} < 1.1$ (most are $\hat{R} = 1$, which is optimal), thus have all converged within the allotted burn-in period. Visual inspection of traceplots (i.e., the evolution of the sampled values of $\theta$) was also used to assess convergence (figures not shown), which confirms what is reported by $\hat{R}$.

### 4.4.2 Posterior distribution

The model parameter’s posterior distribution was compared to its MLE for consistency. Figure 4.2 shows the posterior density for the intercept term of the precipitation occurrence latent Gaussian processes and the MLEs. The MLE are close to the mode of the distributions, except for stations 6 and 9. Furthermore, the distributions are wide, which is indicative of the uncertainty that is not quantified by using the point estimates of MLE. Posterior distributions of other model parameters exhibit similar relationships with their respective MLE, and capture the parameter uncertainty (figures not shown).

![Figure 4.2: Posterior distributions (density plots) and MLE (vertical line) of the intercept term for the precipitation occurrence latent Gaussian process. Note location 13 is not shown, but is consistent with these findings.](image-url)


4.4.3 Multi-site weather simulation

BayGEN was applied in simulation mode to simultaneously generate daily weather sequences at the network of thirteen stations for the 53-year observational period. As there are 4,000 samples in the posterior distribution, we generated an ensemble of 4,000 daily weather sequences, each using a parameter vector from the posterior distribution. For each parameter sample from the posterior distribution, the daily precipitation occurrence, amounts, maximum and minimum temperatures are generated following the equations and methods described in Section 4.2. A suite of monthly and spatial statistics is computed and compared with the observed; further validation is by comparison to the GLM-based frequentist weather generator (GLMGEN), developed by Verdin et al. (2015b), which is structurally similar and uses the same covariates.

4.4.3.1 Model validation

To validate BayGEN, we simulated 4,000 daily weather sequences of the same length as the historic period, computed a suite of statistics and compared them to their observed values. We also compared the performance with GLMGEN. The following subsections contain comprehensive validations of the BayGEN model.

4.4.3.2 Basic statistics

We first investigated the ability of BayGEN to reproduce the climatological properties of the A by comparing a suite of monthly statistics with the historical statistics, and those from the GLMGEN simulations. Figure 4.3 shows boxplots of daily mean for (a) rainfall, (b) maximum temperature, and (c) minimum temperature at Junín (see Figure 4.1 for the location of this station); (d), (e), and (f) show the corresponding standard deviations for each month. The observed values are shown for comparison. It can be seen that the means and standard deviations are well captured by the simulations as they all
fall within the interquartile range of the boxplots. This is comparable to the performance of GLMGEN, which is shown as white boxplots in Figure 4.3. Considering that BayGEN and GLMGEN are structurally similar, we found comparable performance between them in their ability to capture the basic statistics at all other locations (figures not shown).

We expect the BayGEN simulations to exhibit increased variability, as the parameter uncertainty is propagated to the simulations. This can be seen in the means and standard deviations of precipitation during the summer season of October – March (Figure 4.3a,d). However, minimum and maximum temperatures show similar range of variability, which is likely due to the fact that the temperatures over the A are homogeneous and less variable due to its flat topography.

Figure 4.3: 4,000 simulations at Junín: (a-c) Climatological mean of daily precipitation, maximum temperature, and minimum temperature; (d-f) monthly standard deviation of daily precipitation, maximum temperature, and minimum temperature. BayGEN shown as grey boxplots; GLMGEN shown as white boxplots.
4.4.3.3 Extremes

For crop and hydrologic modeling it is important to assess the capability of BayGEN to reproduce precipitation and temperature extremes. Figure 4.4 shows the Q-Q plots, the quantiles of the simulations plotted against those of the observations, of the domain daily extrema of temperature simulated by BayGEN. The simulations are using a random parameter vector from the posterior distribution. The quantiles of the simulated and observed daily extreme temperatures lie on the 1:1 line, except for a slight deviation in the maxima of maximum temperatures (Figure 4.4a) and maxima of minimum temperatures (Figure 4.4d) in the lower tails. All samples from the posterior exhibit similar ability in capturing the domain daily extrema (figures not shown). Considering that we do not explicitly account for temperature extremes in the BayGEN model, the simulations perform well in capturing the spatial extremes. For comparison, we show the Q-Q plots of the domain daily extrema of temperature from GLMGEN in Figure 4.5. There is good agreement between the simulated and observed, although there is a consistent underestimation of the minima of maximum temperatures (Figure 4.5b) and overestimation of the maxima of maximum (Figure 4.5a) and maxima of minimum (Figure 4.5d) temperatures.

For the daily maximum precipitation, the summer season (October – March) is considered, as the majority of crop production (i.e., maize, soybean) occurs during this time. At each station, the simulated daily maximum precipitation for the season are calculated for each year, and the average over all years are calculated for each of the 4,000 simulations, resulting in one value for each simulation. In Figure 4.6, we show boxplots of average daily summer maximum precipitation, as simulated by BayGEN from the posterior samples at each location, with the observed values as a solid line. For comparison we also show the average daily maximum precipitation from GLMGEN. For visual purposes, the locations are ordered from lowest to highest observed daily maximum precipitation (i.e., the x-axis is arbitrary). It can be seen that both the BayGEN and GLMGEN simu-
Figure 4.4: Q-Q plots of BayGEN daily domain temperature extrema computed as maximum or minimum of daily values at all locations: (a) domain maximum of maximum temperatures, (b) domain minimum of maximum temperatures, (c) domain minimum of minimum temperatures, and (d) domain maximum of minimum temperatures, units are degrees Celsius.

Simulations capture the seasonal maximum at each location well, as the observed values are within the interquartile range of the boxplots. However, the BayGEN simulations tend to show a wider range of values, indicating that the parameter uncertainty captured by BayGEN is propagated to the variability in the simulations.
4.4.4 Gridded simulation

As mentioned in Section 4.2.1.4, the BayGEN framework enables the modeling of the parameters at any arbitrary location via spatial process models. Thus simulation of weather sequences at any location involves first obtaining the model parameters from the spatial processes, and consequently using them to simulate on a 5km grid. We obtained 4,000 weather generator parameters at each location from the posterior distribution samples. Because gridded sequences are computationally intensive, we randomly sampled 100 parameters from the BayGEN posterior distribution of model parameters to simulate 100 daily weather sequences for the OND season. We aggregated the daily weather to
the seasonal scale – seasonal total precipitation and seasonal average temperatures. The ensemble mean and the 95% ensemble spread (i.e., the 97.5th percentile minus the 2.5th percentile) are calculated and shown in Figure 4.7. The BayGEN, as expected, exhibits a wide ensemble spread, which illustrates the fact that model parameter uncertainty is effectively propagated to the simulations. We simulated 100 realizations using GLMGEN and show them in Figure 4.8. The ensemble mean of GLMGEN (Figure 4.8a-c) is comparable to that from BayGEN (Figure 4.7a-c). However, the 95% ensemble spread of precipitation from GLMGEN (Figure 4.8d) is smaller than that of BayGEN (Figure 4.7d) – the 95% ensemble spreads for maximum and minimum temperatures are comparable.
between BayGEN (Figure 4.7e-f) and GLMGEN (Figure 4.8e-f), which is consistent with the findings from Figure 4.3. Although the residual process provides the majority of variability of the weather sequences, the posterior distribution of model parameters enhances this variability.

Figure 4.7: BayGEN: (a-c) Ensemble mean precipitation, maximum temperature, and minimum temperature, respectively, for the OND season. (d-f) Corresponding 95% ensemble spread. Units for precipitation are millimeters; units for temperature are degrees Celsius.

4.4.5 Coupling with DSSAT

The Decision Support System for Agrotechnology Transfer (DSSAT; Jones et al. (2003)) is a software package consisting of many crop simulation models. DSSAT can be used to assist in the analysis of complex alternative decisions in agriculture management and adaptation. For a selected crop, the agronomic management (e.g., planting date, fertilization rate, etc.) and land use and soil type (values for many parameters that describe
the soil of the agricultural plot of interest) are prescribed. Daily weather – minimum and maximum temperatures, precipitation, and solar radiation – are required inputs to DSSAT; optional inputs include dew point and wind speed. Outputs include crop yield (at the seasonal scale), biomass, flowering and harvest date, soil water content for each layer, and root depth, among many others. DSSAT simulation models have been calibrated and tested in the Pampas for soybean, maize, and wheat (Meira et al., 1999; Mercau et al., 2007; Bert et al., 2006, 2007; Ferreyra et al., 2001a; Apipattanavis et al., 2010; Podestá et al., 2009), which are commonly grown crops. Currently, DSSAT simulates crop development and growth for one point (i.e., plot), however, there are at present some tools that facilitate running a gridded version of DSSAT (McNider et al., 2011; Elliott et al., 2014).

BayGEN models precipitation and temperature, but in its current form does not model additional weather variables, (e.g., solar radiation, wind speed, potential evapotranspiration, etc.). However, BayGEN can easily be modified to model any relevant ad-
ditional variables. Here we estimated solar radiation using a modified Bristow-Campbell method (Bristow and Campbell, 1984). Bristow and Campbell (1984) suggest using the mean of minimum temperature for days \( t \) and \( t + 1 \) to help reduce the effect of large-scale hot or cold air masses moving through the domain. The modification is that we consider the range in daily temperature extremes (\( \Delta T \)) to be calculated as simply the maximum temperature minus the minimum temperature for day \( t \). However, the daily temperature data used in this research is aggregated from the hourly scale, thus it is fair to consider only temperatures from day \( t \) when calculating \( \Delta T \).

We simulated daily weather sequences for two years using 100 randomly selected parameter samples from the posterior distribution. Using a calibrated DSSAT soybean simulation model, 100 soybean yields were computed for the summer growing season at Junín (October – March). Junín is an agriculturally productive region in the northeastern corner of the A, and has long been a test bed for agriculture and climate research in the Argentine Pampas. We also simulated 100 soybean yields using weather simulations from GLMGEN for comparison. Figure 4.9 shows the cumulative density function (CDF) of the ensembles of summer precipitation and soybean yields from BayGEN and GLMGEN simulations. The CDF of seasonal precipitation from BayGEN and GLMGEN are similar, however, BayGEN shows a wider range, as indicated by a more moderate slope. The BayGEN simulations result in lower yield (Figure 4.9b), due to increased variability compared to GLMGEN, which has consistently higher yields. The nonlinear relationship between seasonal weather and soybean yield is quantified by a comparison of the “break-even” production risk, shown as dots on the CDF curves in Figure 4.9b. The risk of not meeting break-even soybean production, as estimated by GLMGEN simulations, is 16%; that from BayGEN simulations is 31%.
Figure 4.9: Cumulative density functions of summer growing season (October – March) (a) total precipitation, and (b) soybean yields at Junín, based on 100 simulations of daily weather sequences for a two-year period. Simulations from BayGEN are shown as a solid line, and GLMGEN as a dashed line. Break-even production risk is shown as dots on the distributions of soybean yield.

4.5 Summary and discussion

We developed a novel Bayesian hierarchical space-time stochastic weather generator, BayGEN. In the data layer of the hierarchy, precipitation occurrence at each site is modeled using probit regression, the latent process of which is assumed to be a realization from a Gaussian process; precipitation amounts are modeled as Gamma random variables; and minimum and maximum temperatures are modeled as realizations from Gaussian processes. In the process layer, the model parameters of the data layer are assumed to be spatially distributed as Gaussian processes – consequently enabling the simulation of daily weather at arbitrary locations or on a regular grid. Via the posterior distribution of the model parameters, the associated uncertainty is propagated to the weather simulations, which is an important feature that makes BayGEN unique compared to traditional weather generators.

We demonstrated the utility of BayGEN with application to daily weather generation in the Salado A sub-basin of the Argentine Pampas. Daily weather ensembles, each 53
years long (the same length as the observational record), were generated for each of the
4,000 posterior parameter samples, thus producing a rich variety of weather sequences
that incorporate the parameter uncertainty. The BayGEN daily weather ensembles cap-
tured the basic statistics and domain extremes of the observations very well, and is similar
in performance to the simulations from a GLM based weather generator, GLMGEN. The
BayGEN simulations at each location, and also over the domain in a gridded simulation
mode, provided wider ranges of simulations than did the GLMGEN simulations, except
when compared to temperature extremes, which is due to the homogeneity of temper-
atures in the region. The enhanced variability of daily precipitation was also seen to
propagate effectively through to crop yield simulations.

The BayGEN, while effective in quantifying parameter uncertainty, comes with a
high computational cost, especially when applying to larger domains. Also, larger do-
 mains will involve a significant amount of additional parameters. Even in this appli-
cation, due to the above reasons, spatial correlation of latent residuals in the probit re-
gression for precipitation occurrence is modeled during post-processing using empirical
correlation matrices for each month. Given the performance of BayGEN in comparison
to GLMGEN, BayGEN offers a robust and attractive alternative to traditional stochastic
weather generation. Development of BayGEN also creates a new direction in stochastic
weather generation, which has been limited in modeling parameter uncertainty. Extend-
ing BayGEN to include seasonal covariates, to simulate daily weather ensembles con-
sistent with seasonal forecasts and multi-decadal projections, is possible with a method
similar to that of Verdin et al. (2016). Teleconnections to the climate of a region, such as
the El Niño Southern Oscillation, may also be included to enable seasonal forecasting.
Chapter 5

A statistical metamodel for monthly groundwater fluctuations

5.1 Introduction

Climate in the Argentine Pampas is experienced in distinct wet and dry regimes (Minetti et al., 2003). The second half of the 20th century was remarkably wet, considering that during this time the region also experienced one of the most significant increases in annual precipitation in the world (Giorgi, 2002). This substantial increase in precipitation, coupled with advances in technology and a favorable global economy, led to an expansion of agricultural infrastructure to the semi-arid regions of the Pampas, effectively increasing the area of rain-fed agriculture (Podestá et al., 2009). Large scale land use change, such as from perennial pasture to seasonal agriculture, in part contributed to a decrease in annual evapotranspiration (e.g., due to fallow land after harvest) and, consequently, to a rising water table. A shallow water table – and the relatively flat topography of the Pampas – increases the risk of large scale persistent flooding events, and can dramatically reduce crop yields. The capstone of this upward trend in both water table depth (WTD) and precipitation hit during a six-year period from 1997–2003, when a significant portion of the Pampas was flooded, crop yields were significantly reduced, infrastructure was damaged, and soil quality was diminished (Viglizzo et al., 2009).

Empirical relationships between seasonal WTD and relative crop yield have been identified for floodplain regions such as the Pampas (Nosetto et al., 2009). The discovery of this relationship, and subsequently the ideal WTD (i.e. the “sweet spot” as shown...
in Figure 5.1), has motivated the need to adapt agricultural management and mitigation practices with a coupled crop and hydrologic model strategy for more complete agricultural risk analyses.

![Figure 5.1: Schematic illustrating empirical relationship between WTD and crop yield in floodplain agriculture.](image)

courtesy: Guillermo Podestá

Agricultural risk analyses in the Pampas involve considering a number of agro-economic management strategies (e.g., cropping pattern, type of cultivar, etc.) to be run through a crop simulation model, such as those included in DSSAT (Jones et al., 2003), which is driven by ensemble weather scenarios (Bert et al., 2006, 2007, 2014). Recognizing the importance of WTD on crop yields, recent efforts include coupling crop simulation models with hydrologic models, such as MIKE-SHE (Refshaard et al., 1995). Typically, the crop yields estimated from the DSSAT are corrected using empirical relationships between WTD and relative crop yield.

Modeling and simulating spatially consistent WTD at fine resolution to enable cropping decisions at the farm scale is challenging, as it requires gridded inputs of weather and land use data, coupled with a computationally intensive physically based hydrologic
model (i.e., MIKE-SHE). The cause of such computational expense is found in modeling the physical processes such as evapotranspiration, infiltration, and WTD fluctuations at fine spatial and temporal scales. Furthermore, running ensembles to assess the performance of various management strategies under a range of weather scenarios to obtain risk estimates for decision making is prohibitive, which motivates the need for an efficient modeling approach. To this end, we propose the development of a statistical metamodel for monthly fluctuations of WTD, which incorporates the physical mechanisms of WTD variability and provides computational efficiency.

The study region and the data are described in Section 5.2, followed by a brief description of the MIKE-SHE model in Section 5.3. The description of the metamodel is included in Section 5.4, and the results are presented and discussed in Section 5.5. We conclude with a summary and discussion.

5.2 Study region and data

Figure 5.2 shows the outline of the Salado A sub-basin, the weather stations, groundwater well locations, and the 5km x 5km resolution grid cells at which the MIKE-SHE model is run. Observed daily weather at the network of 17 weather stations is available for the historic period (1 January 1961–31 December 2013). The daily weather was interpolated onto a 5km x 5km grid using the space-time weather generator of Verdin et al. (2015b), which is referred to as the “pseudo-historic” sequence. A MIKE-SHE model, calibrated for the Salado A sub-basin, was run using the pseudo-historic weather sequence, along with historic land uses, soil type data, and limited groundwater well observations. The MIKE-SHE model produced daily actual evapotranspiration (ET) and WTD on the 5km x 5km grid, which we saved to use as response variables in the metamodel.
Figure 5.2: Study region: weather stations shown as black dots; MIKE-SHE grid shown as grey dots; well locations shown as red triangle. Salado A sub-basin shown as outline.

5.3 MIKE-SHE

Although this research does not focus on developing a MIKE-SHE model, we provide a brief description for completeness. MIKE-SHE is a spatially-distributed physically based hydrologic model that couples the surface and groundwater flow. The model divides the region of interest into equally sized grid cells, which are characterized by land use data; it is possible to include fractional land use data. At each grid point, for each time step (which is dynamic, but typically sub-daily), energy and mass balance equations are solved separately, which provide estimates of actual ET, infiltration, surface runoff, WTD, and other relevant variables.

Required inputs at each grid point include daily precipitation and potential evapotranspiration, soil type data, and land use data (e.g., leaf-area index, root depth). River networks may also be incorporated. Outputs are WTD, actual ET, overland flow, unsaturated zone flow, water content in the unsaturated zone, and groundwater flow, among others. Actual ET is modeled using the methodology of Kristensen and Jensen (1975); vadose zone flow is modeled using Richards (1931) equation. MIKE-SHE is widely used
around the world for hydrologic and hydraulic applications (Thompson et al., 2004; Singh et al., 1999; Liu et al., 2007; Graham and Butts, 2005; Im et al., 2009; Doummar et al., 2012; Zhang et al., 2015; Sandu and Virsta, 2015; Ma et al., 2016; Moussoulis et al., 2016; Larsen et al., 2016), and has been previously calibrated and validated for the Pampas, and specifically for the $A$ sub-basin (García et al., 2014; Laxagüe et al., 2014; García et al., 2016). MIKE-SHE has also been used to study a proposed channelization plan (UTN-FRA, 2007) for the Salado Basin (Menéndez and Badano, 2010; Badano et al., 2008; Badano, 2010; Re et al., 2008).

It is acknowledged that MIKE-SHE is similar to other distributed hydrologic models such VIC (Liang et al., 1994). It is assumed that the framework of this metamodel may be applied to hydrologic models other than MIKE-SHE. We use the MIKE-SHE because it has been previously developed and calibrated for our study region.

5.4 The metamodel

A hierarchical metamodel using traditional linear models and spatial process models is proposed. In the first level of hierarchy, we model the monthly actual ET as a function of monthly precipitation, maximum and minimum temperatures, potential evapotranspiration, and land use. In the second level, monthly WTD is modeled as a function of the previous month’s WTD, the current month’s precipitation, maximum and minimum temperatures, and the estimated actual ET from the first level. We fit both models at representative “knot” locations, which can be thought of as a network of observations. The regression coefficients for both models are estimated at the spatial resolution of the MIKE-SHE using spatial process models, which enables the estimation of actual ET and the simulation of WTD for the entire $A$ sub-basin. Land use is available at the county level (as percentages spanning $[0,1]$), and are constant for each year. The model formulation is described below.
5.4.1 Hierarchy

The response variables of interest are monthly evapotranspiration and water table depth, which we define as $Y_{ET}(s, t)$ and $Y_{WT}(s, t)$ for location $s$ and time $t$. The hierarchical metamodel is defined as follows:

$$Y_{ET}(s, t) = X_{ET}(s, t)'\beta_{ET}(s)$$  \hspace{1cm} (5.1)

$$Y_{WT}(s, t) = X_{WT}(s, t)'\beta_{WT}(s) + \epsilon(s, t)$$ \hspace{1cm} (5.2)

$$\epsilon(s, t) \sim GP(0, C(t))$$ \hspace{1cm} (5.3)

$$s = 1, 2, ..., S$$ \hspace{1cm} (5.4)

$$t = 1, 2, ..., T,$$ \hspace{1cm} (5.5)

where $S$ represents the number of knot locations, and $T$ represents the number of months in the record. We neglect the error term for ET because the estimates of $Y_{ET}(s, t)$ are used as covariates to model WTD; effectively, we are combining the error into one term. The error $\epsilon(s, t)$ is modeled as a stochastic Gaussian process with monthly covariance functions $C(t)$ to account for seasonality.

5.4.2 Covariates

Monthly average precipitation, maximum temperature, minimum temperature, and potential evapotranspiration are denoted as $X_P(s, t)$, $X_X(s, t)$, $X_N(s, t)$, and $X_E(s, t)$, respectively. There are six land use types – pasture, soybean, wheat, soybean/winter wheat, sunflower, and maize, which are denoted as $X_{L1}(s, t)$, $X_{L2}(s, t)$, $X_{L3}(s, t)$, $X_{L4}(s, t)$, $X_{L5}(s, t)$, and $X_{L6}(s, t)$, respectively. These are parameterized as fractional area of a county, with range [0,1], and are constant for each calendar year. The covariate vectors are defined as follows:
$$X_{ET}(s,t) = (X_P(s,t), X_X(s,t), X_N(s,t), X_E(s,t), X_{L1}(s,t),$$
$$X_{L2}(s,t), X_{L3}(s,t), X_{L4}(s,t), X_{L5}(s,t), X_{L6}(s,t))$$  \hspace{1cm} (5.6)

$$X_{WT}(s,t) = (Y_{WT}(s,t-1), X_P(s,t), X_X(s,t), X_N(s,t), Y_{ET}(s,t))$$  \hspace{1cm} (5.7)

### 5.4.3 Simulation

In simulation, the gridded coefficients for the first level of hierarchy are used with the weather and land use data to estimate the actual ET. Given a properly defined initial water table depth, simulation of $Y_{WT}$ can proceed using gridded coefficients from the second level of hierarchy. Due to the stochasticity involved in the local regression residuals, mean zero Gaussian processes are simulated using the monthly covariance functions. An ensemble of water table depths will provide a means for quantifying risk of saturation or depletion, which can be used to make more informed agricultural management decisions.

To summarize the simulation process, the following steps are used:

(i) Regression coefficients are estimated at the desired spatial resolution using spatial process models.

(ii) Daily weather is obtained for the period of interest (e.g., simulations from a stochastic weather generator) and is aggregated to monthly scale.

(iii) With a defined land use pattern and the monthly weather, actual ET is estimated from the gridded coefficients from the first level of hierarchy.

(iv) Gridded coefficients from the second level of hierarchy are used with the estimated actual ET and monthly weather to simulate WTD.

(v) Steps (i)-(iv) provide the mean estimate. To account for local noise, mean zero Gaussian processes are simulated using monthly covariance functions (Equation 5.3), and added to the mean estimate to obtain an ensemble of water table depths.
5.5 Results

5.5.1 Simulation of historic period

We evaluate the model by simulating an ensemble of WTD on the MIKE-SHE grid for the historic period using the gridded coefficients, pseudo-historic weather, and land use data as forcings. An ensemble of 100 WTD trajectories is simulated for the period January 1961–December 2013. We first analyze the ability of the metamodel to reproduce the temporal variability of WTD in Figure 5.3. The dominant mechanisms of WTD variability as simulated by MIKE-SHE (solid red line) are well reproduced by the metamodel ensemble, which is shown as a time series of boxplots.

![Figure 5.3: Basin average WTD for metamodel ensembles (boxplots, full range of ensemble) and MIKE-SHE (solid line) for the historic period (January 1961–December 2013).](image)

Spatial maps of summary statistics (i.e., root mean square error [RMSE] and percent bias [% Bias]) between the metamodel ensemble mean and the MIKE-SHE for each grid cell are shown in Figure 5.4. For most of the sub-basin the errors are quite small except for a region in the northwestern corner where the disagreement between the metamodel and
MIKE-SHE are relatively large, as indicated by RMSE. We hypothesize that this is likely caused by the assumption of homogeneous soil type. However, the relative lack of bias in the region implies the model adequately represents the WTD fluctuations for the historic period.

Figure 5.4: RMSE (meters) and % Bias between MIKE-SHE and the metamodel ensemble mean water table levels for the historic period (January 1961–December 2013).

5.5.2 Performance during wet and dry months

Times of known saturation (i.e., flooding) and depletion (i.e., drought) were selected as representative wet and dry months. We select December 2000 as the wet month, as this was a time when a significant portion of the Pampas landscape was flooded (Viglizzo et al., 2009); February 2012 is selected as the dry month, as the northwestern sub-basin is at its lowest level for the historic period.

Figure 5.5 shows the WTD as simulated by MIKE-SHE, the metamodel ensemble mean, and their difference; the top row is for December 2000, and the bottom row is for February 2012. It can be seen that the metamodel estimates show good agreement with the MIKE-SHE simulation. However, the estimates in the northwestern part of the sub-basin show increased error, which is consistent with the findings in Figure 5.4. Overall, the metamodel captures the dominant mechanisms of WTD variability in the sub-basin well. The differences in the northwestern region can be considered negligible given the
5.5.3 Use of the metamodel in a rudimentary decision mode

It is of interest to assess the capability of the metamodel for use in decision mode, such as for seasonal planning. In this, an ensemble of WTD is simulated based on seasonal climate forecasts and various cropping patterns. First, probabilistic seasonal climate forecasts are downscaled to produce ensembles of daily weather at the spatial resolution of the metamodel using the stochastic weather generator approach of Verdin et al. (2016). The resulting daily weather ensemble is aggregated to the monthly scale and is used to drive the metamodel, which produces an ensemble of WTD. We demonstrate this for the seasonal climate forecast for October – December (OND) 2013, issued
in September 2013 by the International Research Institute for Climate and Society (IRI, www.iri.columbia.edu). The forecasted probabilities (in A:N:B format) for this season were reported as 35:40:25 for precipitation and 20:35:45 for temperature – for more information on the A:N:B format of these forecasts, see Verdin et al. (2016) and the IRI website.

Figure 5.6: Dec 2013: (a-c) Water table depth as simulated by MIKE-SHE, metamodel ensemble mean, and difference between MIKE-SHE and metamodel ensemble mean; (d-f) 97.5% percentile of metamodel ensemble, 2.5% percentile of metamodel ensemble, and 95% ensemble spread, respectively. Units are meters.

For December 2013, Figure 5.6 shows the WTD as simulated by MIKE-SHE, the metamodel ensemble mean, and the difference (MIKE-SHE minus ensemble mean) in the top row; the bottom row shows the 97.5\textsuperscript{th} percentile of the metamodel ensemble, the 2.5\textsuperscript{th} percentile of the metamodel ensemble, and the 95% ensemble spread (i.e., 97.5\textsuperscript{th} percentile minus 2.5\textsuperscript{th} percentile). The ensemble mean of the metamodel closely resembles the estimates from the MIKE-SHE, and the difference between them is very small, with errors no greater than 0.5 meters. The 95% ensemble spread provides the uncertainty in WTD for the upcoming season, which can be useful for quantifying the risk of flooding.
or depletion.

5.6 Summary and discussion

We have developed, validated, and illustrated the use of a statistical metamodel for monthly water table depth (WTD) in the Salado A sub-basin of the Argentine Pampas. The metamodel was created as a complementary tool to the daily MIKE-SHE hydrologic model, which was previously calibrated and validated for this region by colleagues in Buenos Aires. The MIKE-SHE model was calibrated on gridded historic (i.e., pseudo-historic) daily weather for the period 1 January 1961–31 December 2013. Estimates of actual evapotranspiration (ET) and WTD from the pseudo-historic simulation were saved and aggregated to monthly scale to be used as response variables in the metamodel.

In the first level of hierarchy, local regressions of ET as a function of climate and land use are fitted at equally-spaced knot locations to reduce computational intensity – akin to a well-distributed network of observation locations. The regression coefficients at the knot locations are estimated on the MIKE-SHE grid using spatial process models to enable prediction of ET given future climate and land use. The second level of hierarchy fits local regressions of WTD as a function of climate and the estimated ET from the first level; similarly, the coefficients are obtained at the knot locations and subsequently estimated on the MIKE-SHE grid using spatial process models. The error for the ET model is lumped with that for the WTD model, because estimated ET is used as a covariate in the WTD model. The residuals from the WTD model are used to estimate spatial process parameters (i.e., marginal variance and effective range; nugget is fixed at zero) for twelve distinct mean zero Gaussian processes corresponding to each calendar month. Due to the stochastic properties of Gaussian random fields, we simulate an ensemble of WTD in order to obtain the full distribution of future WTD.

Validation of the metamodel was by direct comparison to the MIKE-SHE model. For
the historic period, much of the sub-basin exhibited adequate summary statistics, with RMSE being less than 0.5 meters and % Bias near 0%. Additional validation was carried out by isolating times of saturation and of depletion (i.e., December 2000 and February 2012, respectively), and ensuring that the metamodel adequately replicated the spatial properties of the MIKE-SHE model (i.e., saturation or depletion in the same parts of the sub-basin). For both wet and dry times, it was shown that the metamodel captured the dominant mechanisms of spatial and temporal variability during these high-risk times. We then illustrated the use of the metamodel as a rudimentary decision support tool, wherein a stochastic weather generator (Verdin et al., 2016) was used to simulate a gridded ensemble of future daily weather trajectories, conditioned on the probabilistic IRI seasonal forecast for OND 2013. This gridded ensemble is aggregated to monthly and used as the weather input data to the metamodel, which results in a distribution of future WTD corresponding to the seasonal forecast.

One shortcoming of this methodology is the inherent assumption of homogeneous soil type throughout the study region. It was seen that there is increased error and bias in the northwestern region of the A sub-basin, which suggests that this region experienced WTD depletion rate that was much higher than the rest of the sub-basin, and that this rate of depletion is likely due to differences in soil type and porosity. It follows that explicitly modeling soil type and porosity would be advantageous, and would add flexibility to the metamodel. Another drawback to the model is that we do not consider leaf-area index (LAI) or root depth (RD) in the land use data, nor do we consider the annual cycle that different land use will have on the estimates of ET. To address this problem, we suggest replacing the six land use covariates with two covariates – weighted averages of LAI and RD. There are empirical data upon which we can derive the annual cycle of biomass generation for each land use type. Given the proportion of land use for a given county, we can calculate the weighted average, which would better reflect the seasonal impact of agriculture on evapotranspiration.
6.1 Summary

This dissertation has presented a suite of statistical models for enhanced agricultural decision support. Included in this suite are two stochastic weather generators (SWGs) and one statistical-hydrologic metamodel. The SWGs were designed to simulate weather at arbitrary locations, such as on a regular grid, which is necessary for distributed hydrologic modeling. Some hydrologic models may come with the limitation of being computationally expensive and having hard limits to the number of processes that can be run simultaneously. Motivated by this shortcoming, the metamodel is a hierarchical space-time model for estimating actual evapotranspiration (ET) and, consequently, water table depth (WTD) on the monthly scale. The response variables are ET and WTD, as estimated by a calibrated MIKE-SHE model for the Salado A sub-basin (hereafter the A) – the same study region as for the SWGs. While the tools presented in this research have been calibrated and validated on the sub-basin scale, it is assumed that they are portable to any reasonably sized region. When considering application of these tools in a new study region, careful attention must be paid to the spatial and temporal characteristics of weather and climate. Model selection should be carried out such that the covariates are relevant and statistically significant.

The second chapter of this dissertation provides the framework for a space-time stochastic weather generator. The use of generalized linear models (GLMs) simplifies the
effort in modeling non-normal variables through a suite of link functions. Spatial process models are used on the regression coefficients and their residuals to enable simulation at unobserved locations, such as on a regular grid. Precipitation occurrence and amounts are modeled separately: occurrence is modeled using probit regression, and amounts are modeled as Gamma random variables. The benefit of probit regression is the ability to use linear regression principles to model and simulate binary data through an indicator function: if the latent Gaussian process is greater than or equal to zero, this indicates occurrence, and vice versa. These latent Gaussian processes are autoregressive time series models, which are fitted at each observation location; the maximum likelihood estimates (MLE) of the regression coefficients and the residuals are saved for simulation. Minimum and maximum temperatures are modeled using traditional linear regression. At each location, separate autoregressive time series models are fitted to minimum and maximum temperatures; their regression coefficients are saved for simulation. In simulation, the coefficients from the precipitation occurrence, maximum temperature, and minimum temperature models, along with their respective covariates, are used to reproduce the mean functions; deviations from the mean functions are driven by random samples from mean zero multivariate normal distributions with covariance functions defined by the spatial correlation and covariances of the precipitation occurrence and temperature model residuals, respectively. The multivariate normal random samples which drive precipitation occurrence are transformed using a copula function to generate spatially correlated precipitation amounts. For gridded simulation, the spatial process models are used to estimate the regression coefficients at the desired spatial resolution to produce the mean function; residuals are simulated via Gaussian random fields with spatial process parameters defined from the model residuals.

Application of the stochastic weather generator within a nonstationary context, such as conditional simulation on seasonal to multi-decadal scales, is presented in the third chapter. In this, a principal component analysis was carried out on seasonal total pre-
cipitation (ST), mean maximum temperature (SMX), and mean minimum temperature (SMN) at each location, to identify the dominant source of variability within these variables. It was confirmed that the first principal component for each climate variable is the domain-average of that climatic process. Furthermore, the first principal components for ST, SMX, and SMN, explain 47%, 77%, and 71% of the total variances, respectively. Using this knowledge as motivation, these additional covariates (ST, SMX, SMN) were included in the weather generator’s model fit, and were all statistically significant at the 99% level. It was shown that the inclusion of these additional covariates was effective in conditioning the output of the weather generator, reproducing the spatial and temporal characteristics at the coarse scales such as seasonal and regional, and fine scales, such as daily and local. Translation of probabilistic seasonal forecasts, such as those provided by IRI, involves classifying observed ST, SMX, and SMN as above-, near-, or below-normal, the thresholds of which are defined by empirical terciles. Using the seasonal forecast probabilities as weights, ensembles of ST, SMX, and SMN are bootstrapped (i.e., sampled with replacement); these ensembles are then used to drive the weather generator, thus translating the relatively uninformative probabilistic forecasts to ensembles of weather trajectories. It was further illustrated that the weather generator can be effective in downscaling regional climate model output, in this case the CORDEX-CMIP5 regional climate model for near-term projection (2015-2050). The grid cells (each at 0.44x0.44° resolution) surrounding the A were used to calculate values of ST, SMX, and SMN for the projection period, which were then used to drive the weather generator, which was skillful in capturing the positive trend in temperature and the epochal traits of precipitation. It was acknowledged that any number of covariates may be included in the weather generator – including teleconnections such as ENSO or other relevant climate drivers – which could further improve the skill on seasonal to multi-decadal scales.

The fourth chapter of this dissertation presents BayGEN, a Bayesian space-time stochastic weather generator. BayGEN model structure is based on the GLM weather
The main benefit of BayGEN is the quantification and subsequent propagation of uncertainty, which is commonly ignored in traditional parametric weather generators. Another advantage to using a Bayesian framework is the ability to spatially correlate regression coefficients via spatial process parameters (i.e., nugget, sill, range), which enables weather generation at arbitrary (e.g., gridded) locations. The benefit of BayGEN was illustrated through direct comparison to the weather generator of the second chapter (hereafter GLMGEN). Ensembles of daily weather trajectories were simulated by BayGEN and GLMGEN, which were then used to drive the DSSAT crop simulation model for an arbitrary growing season at a location in the northeastern corner of the A. It was shown that the uncertainty is preserved by BayGEN, which propagates not only to daily weather sequences, but also to simulated crop yield quantities. The enhanced uncertainty reflected in BayGEN ensemble scenarios provide the decision maker with a better estimate of risk for seasonal crop planning.

A space-time metamodel to predict ET and, consequently, WTD in the Salado A sub-basin is detailed in the fifth chapter of this dissertation. The objective of this tool is to mimic the MIKE-SHE hydrologic model, which is routinely used by colleagues in Buenos Aires, Argentina. Although MIKE-SHE is run on the daily scale, the metamodel was developed at monthly resolution. Therefore, the metamodel is not promoted as a replacement for the MIKE-SHE; rather, it is a complementary tool for near real-time decision making. Ensembles of future weather trajectories, as produced by GLMGEN or BayGEN, can be used to drive this model for the purpose of identifying regions of high risk (e.g., fully saturated soils, very deep water table, etc.). The framework is stochastic, in the sense that randomness is needed to effectively reproduce the magnitude and direction of WTD fluctuations. The metamodel was validated by direct comparison to the MIKE-SHE. For the historic period (January 1961–December 2013), the metamodel was shown to capture the basin average WTD well. Summary statistics show good agreement be-
tween the metamodel ensemble mean and the MIKE-SHE for most of the A, with a region of increased error in the northwestern sub-basin. Further validation involved identification of wet and dry months, and comparing the snapshot of MIKE-SHE to the metamodel ensemble mean. The spatial distribution of risk (i.e., saturation or depletion) for these months was adequately reproduced by the metamodel. Additionally, we illustrated the use of the metamodel as a rudimentary decision tool for seasonal planning. The seasonal forecast downscaling method from chapter three was used to generate an ensemble of gridded daily weather for the IRI forecast for OND 2013. This gridded weather was aggregated to monthly and used as weather input data to the metamodel. The resulting distribution of WTD reflects the uncertainty of the seasonal forecast, and consequently identify high-risk regions.

6.2 Discussion

Overall, GLMGEN requires very little computing power, and is unique in its ability to simulate daily weather at arbitrary locations. Furthermore, its flexible framework enables the simulation of daily weather that exhibits desired traits or trends. Its near real-time capability makes it useful for both climate variability and land use change studies.

BayGEN was developed to address the fact that GLMGEN ignores the cascade of uncertainty from parameter space to decision space. Unfortunately, even with modern computing power, a minimum of one week (i.e., seven days) is required to fit the BayGEN model on 53 years of data for 13 stations. Furthermore, the inclusion of missing data can dramatically increase this computing time. Therefore, application of BayGEN is ideal for situations where time is not an issue.

The metamodel for monthly WTD and ET is run on the monthly scale, thus inherently will have a much faster run time than the daily MIKE-SHE hydrologic model. Additionally, a physically based model can be far too cumbersome for agricultural planning
purposes where WTD is the only variable of interest. Therefore, the metamodel is best used as a complementary tool for agricultural planning on the seasonal to multi-decadal scales, where the user may wish to run the metamodel for hundreds or thousands of alternate land use or climatic scenarios and analyze the WTD response.

This research has been motivated by the need to better understand the impacts of climate variability and land use change on agricultural production, especially in the semi-arid Pampas. The suite of tools presented in this dissertation can provide agronomists, farmers, and decision makers with powerful statistical tools for informed decision making and risk analysis for alternative adaptation strategies.

6.3 Future work

Several extensions and enhancements of this research are possible. A few are proposed below.

Foremost is the development of GLMGEN as a contributed package for the \texttt{R} statistical library on the Comprehensive R Archive Network (CRAN) for easy installation. The generalization of GLMGEN to an \texttt{R} package would enable easier and wider use of the model by researchers and resource managers with limited statistical knowledge or coding experience. As a contributed package to the CRAN, the framework of GLMGEN will be defined to enable both conditional simulation (i.e., Chapter 3) and unconditional simulation (i.e., Chapter 2). Since this will be developed for \texttt{R}, which is an open source project, other researchers can improve upon the code as well.

Conditional weather simulation (i.e., Chapter 3) on the seasonal scale is based on categorical probabilistic forecasts. However, large scale climate indices from the ocean-atmospheric system can be identified as indicative of the future state of seasonal precipitation and temperature. Therefore, it would be a significant improvement to include such large scale climate indices as covariates in the GLMGEN model, which would help to
exploit climate teleconnections that might not be captured in the categorical forecasts.

The BayGEN model can be improved significantly, by incorporating seasonal climate covariates, and modifications to explicitly capture the extremes of all weather variables and the spatial covariance of precipitation occurrence. Efforts to improve the computational efficiency should also be considered, as the model takes numerous days to fit.

Covariates for land use within the metamodel in Chapter 5 can be improved. Currently, there are six separate land use covariates for each land use type, and are defined as a proportion (i.e., with range [0,1]) of land allocated for each type (e.g., pasture, soybean, maize, etc.). These land use proportions are reported as constants for a calendar year, therefore the covariates remain fixed for each year (i.e., there is no annual cycle). The main limitation of defining land use covariates in this way is that biomass generation (i.e., leaf area index [LAI] and root depth [RD]) is not considered. There are clear temporal signatures of LAI and RD as crops develop, which will significantly modulate ET. The temporal signatures for each crop can be obtained from DSSAT crop simulation models, by averaging the LAI and RD for each crop type on each day of the year. Consequently, the six land use covariates can be replaced with two covariates: weighted averages of LAI and RD. The weights for each LAI and RD are obtained from the proportion of land use allocated for each land use type. This modification will reduce the number of covariates and make the model parsimonious.
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