Optimizing Computations and Allocations on High Performance and Cloud Computing Systems

Dmitry Duplyakin
University of Colorado at Boulder, DMITRY.DUPLYAKIN@COLORADO.EDU

Follow this and additional works at: https://scholar.colorado.edu/csci_gradetds
Part of the Computer Sciences Commons, and the Numerical Analysis and Computation Commons

Recommended Citation
Computer Science Graduate Theses & Dissertations. 190.
https://scholar.colorado.edu/csci_gradetds/190
Optimizing Computations and Allocations on High Performance and Cloud Computing Systems

by

D. Duplyakin

B.S., Samara State Aerospace University, 2008
M.S., University of Colorado at Boulder, 2012

A thesis submitted to the
Faculty of the Graduate School of the
University of Colorado in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Computer Science
2017
This thesis entitled:
Optimizing Computations and Allocations on High Performance and Cloud Computing Systems
written by D. Duplyakin
has been approved for the Department of Computer Science

Prof. Jed Brown

Prof. Kenneth Anderson

Prof. Shivakant Mishra

Prof. Rick Han

Prof. Robert Ricci

The final copy of this thesis has been examined by the signatories, and we find that both the content and the form meet acceptable presentation standards of scholarly work in the above mentioned discipline.
Over the last decade, many research and development projects have focused on Cloud Computing systems. After forming around the early research papers and the first commercial cloud offerings in 2006-2008, the field has seen a tremendous progress and has provided the primary infrastructure and technology for applications at small, medium, and large scales. Cloud Computing systems have provided diverse on-demand resources to individual researchers and developers, groups and entire institutions, as well as commercial companies and government organizations. 

Clouds have also found their niche in scientific computing applications, offering attractive alternatives to High Performance Computing models and systems. While cloud economics and technologies have significantly matured recently, there is much active research revolving around topics such as optimality, usability, manageability, and reproducibility in the latest studies. This dissertation presents our findings and relevant developments at the intersection of Cloud Computing and such “flavors” of computing as High Performance Computing and High Throughput Computing. We primarily focus on optimality issues in this area and propose solutions that address the needs of individual researchers and research groups with limited computational and financial resources.
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Glossary

**AWS** (Amazon Web Services) - Amazon's suite of cloud computing technologies and offerings, including EC2 (Elastic Compute Cloud) and S3 (Simple Storage Service). 11

**boto** - Python library to interface with Amazon Web Services. 20

**Chef** - configuration management system which is written in Ruby and used to automate and streamline tasks for configuring and maintaining software environments in modern, often cloud-based, distributed systems. Chef was released and maintained by Opscode, the company that is currently also called Chef. 67

**CloudLab** - NSF-funded “meta-cloud” or a multi-site testbed facility that supports research in Cloud Computing and distributed systems. CloudLab federates computing equipment distributed across three sites: the University of Wisconsin, Clemson University, and the University of Utah. 34

**ForestClaw** - finite volume library for solving hyperbolic partial differential equations using forest-of-octrees Adaptive Mesh Refinement. 105

**FutureGrid** - set of NSF-funded cyberinfrastructures designed to provide diverse resources for computer science experimentations in the areas of Grid and Cloud Computing. It consists of both HPC and IaaS resources distributed across multiple sites. The original FutureGrid project ended in 2014, but some of the systems remained operational and served scientific community as part of a new project called FutureSystems. 10
**HPGMG** - modern robust benchmark that is representative of High Performance Computing applications. HPGMG implements geometric multigrid methods and includes finite element and finite volume components. 68

**HTCondor** - open-source resource manager and scheduler for computational jobs which is specifically designed for executing high-throughput computing workloads across distributed cyberinfrastructures. 19

**scikit-learn** - Python module with a variety of tools for Machine Learning and data analysis. 89

**SLURM** (Simple Linux Utility for Resource Management) - open-source resource manager and scheduler for computational jobs, both interactive and batch, running on Linux and Unix-like operating systems. SLURM is installed on many supercomputers and computing clusters. 31
Cloud Computing has been a subject of a vast amount of academic and industry research over the last decade. While the earliest relevant work goes back to the 1970s and the IBM VM/370 timesharing system [35], the field has started forming only in 2006-2008. In 2006, Amazon released the Elastic Compute Cloud (EC2) service and became one of the leaders of a commercial Infrastructure-as-a-Servive (IaaS) cloud market. Early research papers include [58] and [49] which defined the necessary terminology and set the scope of the new field. In parallel with the tremendous industry development, many influential studies, for instance, [19] and [102], were published in the following years. Those papers significantly moved the field forward by providing comprehensive discussions and evaluations of such critical topics as cloud economics, security, performance and overhead, management, vendor lock-in problem, among others.

Along with further development and frequent release of new features, Cloud Computing systems provided diverse on-demand resources to individual researchers and developers, groups and entire institutions, as well as commercial companies and government organizations. Clouds have also found their niche in scientific computing applications, offering attractive alternatives to High Performance Computing models and systems. In a range of impressive experiments, it is worth mentioning the analysis performed by Cycle Comping where over 70K CPU cores were provisioned in the Amazon EC2 cloud and used to run over 1M hard drive design simulations in 2014 [36].

This dissertation presents our work at the intersection of Cloud Computing and computing “flavors” such as High Performance Computing (HPC) and High Throughput Computing (HTC).
Both types of computing have evolved in the recent years and adapted to use cloud resources. Thus, it was shown as early as in 2011 that improvements in hardware and virtualization software can reduce the virtualization overhead for CPU and memory down to 4% and almost eliminate it for paravirtualized networks [103]. Numerous studies produced similar results, and the performance barrier to using virtualized systems for HPC was essentially eliminated. At the same time, HTC applications, which typically do not have demanding hardware requirements, have seen a tremendous progress due to the wide availability of on-demand cloud resources.

While focusing primarily on management and optimality issues of computing in the cloud, we propose solutions that address the needs of individual researchers and research groups with limited, even scarce, computational and financial resources. In other words, the problems that can be solved at large scale, e.g., in commercial installations and at national laboratories, by assigning additional compute, human, and financial resources, require a different set of solutions at small scale. For instance, while redundant and special-purpose hardware can be acquired for larger projects, in small projects it is common to experience a shortage of resources and only operate commodity hardware. In presence of stringent allocation limits, researchers also need to put extra effort into carefully selecting the most “interesting” experiments in order to obtain the most knowledge using the available cycles.

In this context, we design and evaluate several inexpensive, open and extensible, easy to use solutions that aim to address the following challenges:

- Environments that consist of compute resources provisioned at multiple clouds may need to be periodically rebalanced: when the availability or user preferences change, some resources need to be terminated and replaced with different ones in order to best satisfy current needs. Optimization of the these processes and also interactions between portions of shared cyberinfrastructures is an important and non-trivial task.

- Management of modern cyberinfrastructures, such as clusters and private clouds, requires administering complex distributed software stacks and dealing with failures, including the
failures that impact administrative servers. Configuration management systems must remain operational in the majority of failure scenarios since they are the systems on which system administrators rely in performing most of the recovery actions. Such systems, if not equipped with reliability features by default, need to be augmented with redundancy and failover mechanisms.

- Management of resources provisioned in the cloud requires efficient, transparent, and flexible configuration management tools. Additional overhead related to administration of such tools can create a barrier to their adoption in research environments.

- Efficient evaluation of application performance in clouds and on High Performance Computing systems, especially where a wide range of hardware is available, is a difficult problem. Appropriate optimization techniques need to be found and employed for selecting the most informative experiments and avoiding unnecessary spendings.

1.1 Thesis Statement and Intellectual Contributions

Thesis Statement:

*High Performance Computing and Cloud Computing systems offer a number of mechanisms for scientific computing with drastically varying cost and performance characteristics. Such “offline” analysis techniques as discrete event simulations and Active Learning methods can provide valuable insights into optimization of computations and allocations on these systems. With additional engineering effort, these techniques can be developed into “online” decision-making software components capable of providing significant practical improvements in the resource utilization and reuse.*

This Ph.D. dissertation presents our development and evaluation efforts that focus on this “offline” analysis and related infrastructure components that enable it in the context of the specific aforementioned challenges. We recognize that computational and financial budgets are a severe limiting factor in many types of research and development projects. Therefore, in our design
and implementation decisions, we aim to recognize the primary limitations and pursue only the limitation-aware strategies. This dissertation presents several areas of work that are not studied in the existing literature on High Performance Computing or Cloud Computing. We draw additional motivation from the literature on the research testbed systems such as, for instance, Emulab [98], APT [82], and CloudLab [81], and describe the novel capabilities and analysis techniques that can benefit the community of users of such systems.

The primary intellectual contributions that derive from this research are summarized below.

- We design a multi-cloud environment capable of processing High Throughput Computing workloads and, at the same time, rebalancing with the goal of matching user preferences without significant impact on the workloads. Similarly, with the goal of minimizing the negative impacts on the High Throughput and High Performance workloads, we enable the policy-managed resource sharing between the portions of a shared cyberinfrastructure managed by diverse computing frameworks. Several proposed policies are shown to be successful at minimizing the negative side effects of such reuse.

- We demonstrate how a configuration management system can help address customization issues encountered when developing complex distributed software stacks capable of running on multiple hardware platforms.

- We present a combination of Active Learning and Gaussian Process Regression techniques as a powerful method for acquiring experimental data in performance analysis. We show that it is feasible to use these techniques in studying regression problems and demonstrate the tradeoffs between several alternative implementations. We evaluate them in the context of performance benchmarking using a multigrid finite-element code and also for running Adaptive Mesh Refinement simulations, the computations for which the performance characteristics are difficult to predict even for experienced users.

The engineering contributions presented in the following chapters of this dissertation include:
• Development of a multi-cloud rebalancing-enabled computing environment and a set of policies that guide automatic rebalancing.

• Development of elasticity policies and controllers deployed on a prototype implementation running on CloudLab. These software artifacts, along with our experimental evaluation, provide a starting point for the production-level integration of CloudLab partitions with High Performance Computing systems that can take advantage of the cloud-bursting capabilities.

• Integration of a modern, popular configuration management system called Chef [4] into the process of creating new experiments on CloudLab, APT, and related testbeds. We provide a starting point for the development of community infrastructure code and streamlining the process of installing and configuring common software stacks.

• Development of an Active-Learning-based prototype for empirical modeling of performance data. In addition to the single-realization mode, our prototype is capable of running in the batch-mode where such criteria as the average prediction error and the average cumulative experiment cost allow us to make reliable conclusions about the performance of the proposed Active Learning techniques.

1.2 Technology Landscape

In our research, we leveraged a number of stable and cutting-edge technologies that fit our experimentation and analysis needs. Since 2013, we have published four papers – [42], [41], [43], and [40] – each with its own analysis of the available technologies and the detailed discussion of the selected tools, and recently submitted one paper draft for review. Figure 1.1 depicts the main infrastructure and software components that we utilized in our work and their mapping to the individual studies.

It is worth mentioning that Chef became one of the key enabling technologies in our latest work. It allowed us to streamline and simplify the daunting, error-prone process of configuring
computing clusters on the resources provisioned on CloudLab. Using the developed cookbooks (bundles of installation and configuration scripts in Chef), we build such environments consistently and with minimal effort. Chef will remain one of the technologies used in our future work where it will assist with creation and configuration of elastic experiment on CloudLab. As described in Chapter 8, Active Learning techniques are also expected to play an important role in the future studies. After experimenting with them and evaluating the tradeoffs associated with different Active Learning algorithms in Chapters 6 and 7, we have much stronger intuitions about what components can provide additional advantages with respect to the model fitting and experiment selection, and we will attempt to validate them via experimental evaluations in our future work.

The following section describes the scope of the following chapters of this dissertation.

1.3 Organization

The remainder of this dissertation is organized as follows. Chapter 2 presents our work on the rebalancing project, including the architecture of a multi-cloud computing environment with rebalancing capabilities and our design and evaluation of the proposed rebalancing policies. Chapter
Chapter 3 focuses on our recent system design and analysis efforts for enabling elastic partitions on shared infrastructures. We describe our general-purpose architecture ideas and for implementation and evaluation purposes apply them to the CloudLab testbed. Chapter 4 describes our contributions related to using clouds for running backup components for a configuration management system. Our analysis includes the detailed discussion of the proposed highly available Chef-based architecture from the management, security, and cost perspectives. In Chapter 5, we present our script-based experiment management system that is meant to provide an alternative to the snapshot-based management commonly used on such testbeds as CloudLab. At the core of the proposed system are the Chef configuration management system and a set of developed cookbooks for building computing environments. Chapter 6 introduces a combination of Active Learning and Gaussian Process Regression which we use to model and predict performance of a parallel MPI-based scientific benchmark. Chapter 7 extends the work on Active Learning and our efforts on applying the relevant techniques to Adaptive Mesh Refinement simulations. Chapter 8 concludes this dissertation with a summary of our contributions and a discussion of future work.
Chapter 2

Rebalancing in a Multi-Cloud Environment

With the proliferation of infrastructure clouds it is now possible to consider developing applications capable of leveraging multi-cloud environments. Such environments provide users a unique opportunity to tune their deployments to meet specific needs (e.g., cost, reliability, performance, etc.). Open source multi-cloud scaling tools, such as Nimbus Phantom, allow users to develop such multi-cloud workflows easily. However, user preferences cannot always be achieved at the outset for a variety of reasons (e.g., availability limitations, financial constraints, technical obstacles, etc.). Despite this, it is possible that many preferences can be met at a later time due to the elastic nature of infrastructure clouds. Rebalancing policies, which replace instances in lower-preferred clouds with instances in higher-preferred clouds, are needed to meet these preferences. We present an environment that manages multi-cloud deployment rebalancing by terminating instances, in lower-preferred clouds and launching replacement instances in higher-preferred clouds to satisfy user preferences. In particular, users define a preferred cloud ratio, e.g., 75% instances on one cloud and 25% instances on another, which we attempt to achieve using rebalancing policies. We consider three rebalancing policies: 1) only idle excess instances are terminated, 2) excess instances are terminated gracefully, and 3) worker instances are aggressively terminated, even if they are running user jobs. To gauge the effectiveness of our rebalancing strategy, we evaluate these policies in a master-worker environment deployed across multiple NSF FutureGrid clouds and examine the ability of the policies to rebalance multi-cloud deployments appropriately, and analyze trade-offs.
2.1 Motivation for Rebalancing

Multi-cloud environments leverage infrastructure-as-a-service (IaaS) clouds to integrate resources from multiple cloud infrastructures. These deployments allow users to take advantage of differences in various clouds, including price, performance, capability, and availability differences. As an example, a user may leverage multiple clouds, including community clouds, such as FutureGrid [11], and for-pay public clouds, such as Amazon EC2 [8] (one of the services provided by AWS). A community cloud, for example, often is the user's preferred cloud because it is provided at a reduced monetary cost, or possibly even free. However, it may offer significantly fewer resources than larger for-pay public cloud providers. Users are then faced with a dilemma of choosing where to deploy their instances. In such a scenario, a user may choose to delay deployment, and thus delay processing his workload, until his preferred cloud is available. However, another option is to define an explicit preference for the clouds (e.g., specifying that the less expensive clouds should be used whenever available) but immediately deploy instances wherever possible and then rebalance the deployment at a later time as needed. For example, because community clouds with limited resources are not always available, especially if demand is high, the environment can launch instances on lower-preferred clouds, such as public cloud providers. As clouds with a higher-preference become available, the environment should rebalance, automatically downscaling, that is, terminating instances, in lower-preferred clouds, and upscaling, launching instances in higher-preferred clouds.

Upscaling is typically automated by auto-scaling services, such as Nimbus Phantom [57] or Amazon's Auto Scaling Service [2], which allow users to define the number of instances that should be deployed in each cloud. Auto-scaling services then launch the instances and monitor them, replacing them if they crash or are terminated prematurely. However, downscaling is not typically automated and presents a number of unique challenges that must be addressed. For instance, users must be able to clearly define their preferences for different clouds and policies must be created. These policies should identify which clouds to terminate instances in, which instances to terminate, and how the instances should be terminated (e.g., wait until instances are idle or immediately
terminate instances with running jobs, thus causing jobs to be rescheduled). Rebalancing policies should balance user requirements as well as workload and environment characteristics to avoid introducing excessive workload overhead. To accomplish this, rebalancing implementations must integrate with existing workload resource managers and provide the functionality required by the policies, such as identifying the state of instances (e.g., busy or idle) or marking workers as “offline”.

In this chapter, we examine factors that influence rebalancing decisions. Specifically, we consider master-worker environments where resources are dedicated to processing user workloads. In this context, we attempt to identify whether, and if so under what conditions, we may be justified in causing jobs to be killed by terminating running instances for rebalancing purposes. We propose three rebalancing policies that use job and instance information to determine whether or not an instance should be terminated. The first policy waits until instances are idle before they are terminated. The second policy forcibly marks instances offline, allowing them to finish running jobs but preventing them from accepting new jobs, and then terminates the instances once they become idle. The third policy uses a “progress threshold” to decide whether or not to terminate the instances. For example, if the threshold is set to 25% and a job is expected to run for two hours, a node that has been running the job is only eligible for termination during the first 30 minutes of execution.

We also develop a multi-cloud architecture that incorporates these policies with master-worker environments. For experimental evaluation, we deploy our solution using multiple NSF FutureGrid clouds and use Nimbus Phantom for our auto-scaling service. Our evaluation examines the benefits and trade-offs associated with each policy. Less aggressive policies are able to provide zero-overhead rebalancing at the expense of leaving the deployment in a non-desired state for longer periods of time. More aggressive policies, on the other hand, rebalance the environment quickly but introduce workload overhead and delay overall workload execution. The most aggressive policy, however, appears to strike the best balance by rebalancing the environment quickly, reducing cost by up to a factor of 3, while only increasing workload execution time by up to 14.7%.
2.2 Approach

2.2.1 Models and Assumptions

We propose a multi-cloud environment that is capable of processing user demand and distributing work to resources deployed across multiple clouds. For example, such an environment might consist of a pool of web servers, distributed between different cloud data centers, responding to user requests for a single website. Another example is an HTCondor pool with workers distributed between multiple clouds, all pulling jobs from a single, central queue. When deploying such an environment, a user may define a desired request for how many resources to deploy across different clouds throughout the environment. These requests can be expressed in two forms: 1) in terms of absolute numbers of instances needed in selected clouds, e.g., \( R = \{32 \text{ instances in cloud A}, 8 \text{ instances in cloud B}\} \); 2) in terms of total numbers of instances and preferred ratios, e.g., \( R = \{40 \text{ instances total; 80\% in cloud A, 20\% in cloud B}\} \). However, such requests may lead to situations where a deployment cannot be satisfied, at least initially. For example, instead of matching the request \( R = \{32 \text{ instances in cloud A, 8 instances in cloud B}\} \), we may have 24 instances in cloud A (which may not be able to launch additional instances) and, thus, end up with 16 instances in cloud B. Therefore, as the environment adapts, additional instances should be launched in cloud A whenever possible and instances in cloud B should be terminated until the users’ preferences are met.

We assume that the multi-cloud deployment is deployed and managed by a central auto-scaling service. In particular, we use the open source Phantom auto-scaling service, which is responsible for servicing requests to deploy instances across multiple clouds and monitoring those instances, replacing them if they crash or are terminated prematurely. We also assume that the environment uses a master-worker paradigm to process demand, such as an HTCondor pool, using a “pull” queue model. That is, workers distributed across multiple clouds request jobs from a central queue when they are available to execute jobs. The central scheduler reschedules jobs when workers fail or are terminated for rebalancing. The job scheduler must also be able to: 1) provide status
information about workers, including job state (e.g., busy or idle), jobs running on the workers, and up-to-date job runtimes; 2) provide information about the queue, including a list of running and queued jobs; 3) add an instance to the worker pool; and 4) remove an instance from the worker pool, either gracefully by allowing it to finish running its job or immediately by preemptively terminating the worker and its jobs. Many modern job schedulers, including Torque and HTCondor, provide these capabilities. Because we use a “pull” queue model, only embarrassingly parallel workflows are considered. In such workflows, jobs can be terminated, rescheduled, and re-executed out of order without consideration for other jobs in the set.

In this context, we define the following terms:

- **Multi-cloud request**: a request that specifies the configuration of a multi-cloud deployment either using absolute numbers (e.g., 32 instances in cloud A and 8 instances in cloud B) or as a ratio (e.g., 40 instances with 80% in cloud A and 20% in cloud B). It is specified by the user and typically represents his desired preferences for various clouds.

- **Desired state**: when the multi-cloud deployment matches the specified multi-cloud request. For example, if the user specifies a multi-cloud request with 32 instances in cloud A and 8 instances in cloud B and the running deployment matches this request, then it is in the desired state.

- **Rebalancing**: the process of transitioning the deployment in an attempt to reach the desired state. This occurs when the deployment is not in the desired state so instances are terminated in some clouds and replacement instances are launched in other clouds in order to reach the desired state. Even after the desired state is reached, the system must maintain it. However, it is possible for the system to return to an undesired state. For example, if failed instances cannot be replaced on the preferred cloud and are instead deployed on a less-preferred cloud, then the system will again attempt to reach the desired state.

- **Downscaling**: the termination of running instances that occurs during rebalancing.
pending on the difference between the current deployment and the request, there may be a need to terminate many instances (e.g., terminate all instances in cloud A) or only a particular one (e.g., terminate an instance in cloud A with a particular ID). Selecting the appropriate instance to terminate is a non-trivial task. This process has two main components: 1) real-time information about all instances is required, such as jobs currently running on those instances, and 2) specific instances need to be identified for termination according to the policy. For example, a policy may select an instance for termination based on the progress of the job it is executing. An instance that is close to completing its job is considered to be more valuable than an instance that has just started execution of its job. Additionally, if an instance is idle (i.e., it’s not currently executing a job) then it may be terminated immediately.

- **Upscaling**: the process of deploying instances throughout the multi-cloud environment to ensure that the total number of instances specified in a multi-cloud request is satisfied. Upscaling attempts to launch instances on clouds with a higher preference, however, if such clouds are unavailable then upscaling will deploy instances on clouds with lower preferences. Excess instances: instances in a particular cloud that exceed the desired amount. For example, if a multi-cloud request specifies that 15 instances should be deployed with 10 instances in cloud A and 5 instances in cloud B, but at the given time all 15 instances can only be deployed in cloud B, then cloud B would have 10 excess instances.

While there may be cases where it is crucial for multi-cloud deployments to satisfy user preferences before job execution begins, we believe stalling job execution until the environment is in the desired state is not necessary. Instances that are already deployed in less desirable clouds can yield partial results while rebalancing occurs instead of delaying deployment and providing no results at all. A multi-cloud deployment that is running jobs should continue to process jobs in less desirable clouds and rely on rebalancing to achieve the desired state.
2.2.2 Architecture

The multi-cloud architecture that we designed extends the architecture presented in [65]. It deploys workers across several cloud resource infrastructures and dynamically balances this deployment based on user-defined preferences. The architecture is depicted in Figure 1 and consists of four main components: (1) a workload management system (including a job scheduler and workers), (2) sensors to monitor demand, (3) policies to scale the number of deployed instances up or down, and (4) an auto-scaling service to enforce the chosen policy.

In this environment, the master node hosts the job scheduler for the workload management system that accepts user jobs and schedules them to run on worker nodes deployed across multiple clouds (see Figure 2.1). The sensor periodically queries the job scheduler and gathers information about the queued jobs and their runtimes as well as worker status. The sensor provides this information to the decision engine, which then executes a policy that decides how to adjust the deployment, potentially downscaling it on one cloud and upscaling on another, to satisfy user preferences.
Users define their preferences for different clouds in their multi-cloud requests, e.g., specifying that they want 20 instances, with half deployed on one cloud and half on another cloud. The decision engine also includes per-cloud timers and predefined time-outs to avoid undesired scenarios where upscaling and downscaling are performed on the same cloud within a short period of time.

To enact upscaling or downscaling, the auto-scaling decision engine instructs the service to deploy, maintain, or terminate workers across the different clouds. The job master and workers operate relatively independently of the multi-cloud architecture, integrating new workers that are deployed, processing jobs on available instances, and rescheduling any jobs that are terminated prematurely. However, in some cases, the decision engine may need to make specific requests of the workload management system. For example, policies that elect to mark workers offline, allowing them to finish their jobs and preventing them from accepting new jobs, must be able to communicate with the workload management system. In our architecture this is accomplished by communicating the request through the sensor, which then performs the operation on the master node.

### 2.2.3 Rebalancing Policies

Rebalancing alters multi-cloud deployments and may be disruptive from the workload’s perspective. For example, terminating an instance may cause a running job to be terminated prematurely, causing the job to be rescheduled for execution on a new worker. The workload’s total execution time may increase as a result. On the other hand, executing a user’s workload in a multi-cloud environment that is not in the desired state might lead to other problems, including overall performance degradation, unexpected expenses, additional data transfers, etc. Therefore, rebalancing policies are needed for multi-cloud environments; their objective is to achieve the desired state, if possible, and only minimally impact user workloads.

In this work, the existing auto-scaling decision engine performs upscaling and tries to maintain the total number of instances as specified in the multi-cloud request. For downscaling, we propose the following policies:
• Opportunistic-Idle (OI): waits until excess instances in less desired clouds are idle (i.e., not running jobs according to information from the sensor) and then terminates them. This policy continues to terminate excess idle instances until the deployment reaches the desired state. It begins with clouds that have the most excess instances before proceeding to the clouds with fewer.

• Force-Offline (FO): is similar to OI but excess instances are terminated gracefully, that is, jobs are allowed to complete before the instances are terminated. To terminate instances gracefully, the auto-scaling service notifies the jobs scheduler which instances are to be terminated, and the job scheduler then marks them “offline”. Graceful termination allows those instances to complete currently running jobs. Once the jobs complete, the workers do not accept any new jobs and can be terminated. This policy requires that the job scheduler support the ability to “offline” workers. FO does not terminate instances once the desired number of instances is reached in each cloud.

• Aggressive Policy (AP): sacrifices work cycles and discards partially completed jobs in order to satisfy requests in the shortest amount of time possible. This policy terminates excess instances even if those instances are currently running jobs. To minimize overhead associated with job re-execution, this policy proceeds in termination from instances with jobs that have been running for the least amount of time to instances with jobs that have been running for a longer time. Additionally, since the amount of work to discard may vary, we include a tunable parameter, work threshold (measured in percent). Work threshold specifies how much progress on its current job with respect to the job’s walltime (i.e., expected job’s runtime) an instance has to make before this instance may no longer be terminated. For example, if we choose the 25% threshold and one of the instances executes a two-hour job, the policy is only allowed to terminate it for up to 30 minutes after beginning of execution. While job runtimes may be predictable, we avoid relying on the accuracy of such predictions and consider walltimes that are explicitly provided. Job
walltimes are typically limited by the cluster administrator (e.g., to 24 hours), and prevent users from specifying excessive walltime requests.

2.3 Implementation

We leverage a number of existing technologies for our multi-cloud deployment. Specifically, we use infrastructure clouds, such as Nimbus [13] and Amazon EC2 [8], which provide on-demand resource provisioning. Our environment integrates with the open source Phantom service for autoscaling. Phantom [57] is responsible for servicing multi-cloud requests and deploying the instances across the specified clouds. It also continually monitors the deployment and maintains the requested number of instances. We also rely on a master-worker workload management system, specifically HTCondor [12], which monitors and manages a pool of workers across distributed resources. This includes the ability to submit jobs to a central queue and schedule jobs across distributed workers. HTCondor also includes job resubmission and migration capabilities, which guarantee that every job eventually completes even if some workers are terminated prematurely. Lastly, HTCondor provides the required information about workload execution, specifically, which jobs are queued or running, as well as the amount of time they have been running.

To integrate with the leveraged technologies, we develop two additional components for the implementation: the sensor and the rebalancing policy. The sensor, written in Python, communicates with HTCondor master nodes and obtains necessary job and worker information for the policies using the `condor_status` and `condor_q` commands. This provides three pieces of information: 1) the number of HTCondor workers running in each cloud (e.g., `condor_q -run`), 2) information required to identify idle workers (e.g., `condor_status`), and 3) a list of workers and their current runtimes and walltimes. However, some policies require that the sensor also communicates with the workload management system (e.g., when marking nodes offline). Therefore, the sensor is both able to send information to the policy and receive instructions from it. When the policy instructs the sensor to remove a worker from the pool, the sensor issues the `condor_off` command. To terminate an instance gracefully (e.g., when using FO), the sensor executes the
following command: `condor_off -peaceful <hostname>`. AP removes instances from the pool instantly using: `condor_off -fast <hostname>`.

In addition to workload information, the system must also query the auto-scaling service, Phantom, and the individual IaaS clouds to identify all of the instances in the auto-scale group as well as their distribution across the clouds. The instance IDs reported by Phantom also need to be compared with the instance IDs reported by individual clouds in order to identify the specific clouds auto-scale instances are running on. This information is used by the policy, along with workload information, to guide rebalancing decisions. The policies, written in Python, collect the necessary information and then attempt to match the deployment with the user’s multi-cloud request, downscaling on clouds with excess instances and upsaling on high-preferred clouds when needed. To accomplish this, the downscaling component of the policy communicates with the auto-scaling service, using the Python `boto` library, and makes adjustments to the configuration in order to satisfy the request. Phantom then provides an ordered cloud list and capacity parameters that can be adjusted for this purpose. The ordered cloud list specifies the maximum number of instances in each cloud and can be set to match the request for a specific cloud, while the capacity parameter controls the total number of instances across all clouds and can be set independently from the ordered list.

Upscaling is performed by an existing Phantom decision engine, which tries to maintain a total number of instances deployed across the preferred clouds. Phantom implements its own `n_preserving` policy, which allows it to maintain the requested number of running instances, replacing failed instances when needed. When Phantom replaces failed or terminated instances, it does so according to the ordered cloud list, meaning that if instances are terminated in a lower-preferred cloud, it first attempts to deploy replacement instances in a higher-preferred cloud. It only resorts to lower-preference clouds if it is unable to deploy instances in higher-preferred clouds (e.g., due to unavailability).
2.4 Evaluation

To evaluate proposed rebalancing policies, we examine the ability of the environment to rebalance the deployment in order to satisfy multi-cloud requests and reach the desired state. That is, the policies attempt to adjust the deployment to match user preferences as quickly as possible while avoiding excessive workload overhead. Specifically, we consider the scenario where cloud availability changes over time due to external factors. For example, when other users terminate instances it may be possible to deploy additional instances in higher-preferred clouds and downscale in lower-preferred clouds. We choose not to simulate this type of unexpected change in availability directly; instead we focus on the behavior of our policies once such changes in availability occur. Therefore, in each of our experimental evaluations, we assume that the evaluation begins with the deployment in an undesired state but that higher-preferred clouds now have additional capacity available, allowing the policies to attempt to reach the desired state.

For our environment, we use NSF FutureGrid [11] and two workload traces from the University of Notre Dame’s Condor Log Analyzer [7]. HTCondor is used as the workload management system. We leverage its ability to reschedule jobs that are terminated prematurely. On FutureGrid we use the Hotel cloud at the University of Chicago (UC) and Sierra at the San Diego Supercomputer Center (SDSC). Both clouds use Nimbus as the IaaS toolkit and Xen for virtualization. The master node and all the worker nodes run Debian Lenny images, approximately 1 GB compressed, with HTCondor 7.8.0 as the workload manager. The master node VM has two 2.93GHz Xeon cores and 2 GB of RAM. Workers have one 2.93GHz Xeon core and 2 GB of RAM. Instances are contextualized as the master or a worker automatically at boot. In particular, the IaaS userdata field is used to provide the hostname of the master, in which case, the node configures itself as a worker and attempts to join the master. If the field is empty, the instance configures itself as the master.

In this evaluation, we differentiate between Hotel and Sierra by specifying different costs for their instances. Specifically, we assume instances on Hotel have 1 unit of cost and instances on
Sierra have 2 units of cost. We also specify a multi-cloud request for a total of 64 instances with 100% of the instances on Hotel and 0% on Sierra, representing the case where a user desires that all of his instances be deployed in the less expensive cloud. However, for each experiment, we initialize the environment to have 75% of the instances in Hotel (48 instances) and 25% of the instances in Sierra (16 instances), requiring rebalancing to occur in order to reach the desired state.

For a job trace, we combine two traces from the HTCondor Log Analyzer [7], one consisting primarily of smaller jobs and another that contains longer running jobs. The traces are combined into a single workload that is submitted immediately at the beginning of the evaluation by selecting jobs randomly from each trace. With this approach we consider a workload that consists of a variety of job runtimes. Individual jobs are submitted as sleep jobs, which sleep for the runtime specified
in the trace. The combined workload consists of 1120 jobs, with a minimum runtime of 54 seconds and a maximum runtime of 119 minutes. The median runtime is 106 seconds and the mean is 443 seconds.

The system can be configured to execute the policy at any user-defined interval. For this evaluation, we configure the policy to execute every 30 minutes, beginning 30 minutes after the initial job submission, in order to rebalance the deployment regularly while still allowing for some jobs to complete between rebalancing intervals. Exploring different policy execution intervals and their impact is left for future work. We expect overly aggressive intervals (i.e., a short policy execution interval) and relatively passive intervals (i.e., a long policy execution interval) to negatively impact the environment by either rebalancing too frequently and preventing jobs from finishing or not rebalancing often enough, causing high excess cost. However, further experimentation is needed to identify the appropriate balance between the policy execution interval and workload characteristics, including the rate that jobs are submitted and the duration they execute.

For experimental evaluation, we define the following metrics:

- **Workload execution time**: the amount of time required for the entire workload to complete, that is, the amount of time from when the first job is submitted until the time the last job completes.

- **Workload overhead percent**: the total percent of time jobs run before being terminated prematurely. For example, if a two-hour job runs for 30 minutes before it is terminated, causing it to be re-queued and needing to be rerun, then the job experiences 25% overhead (assuming that the second run finishes).

- **Convergence time**: the amount of time it takes for the deployment to rebalance from a non-desired state to the desired state once the evaluation begins. For example, if the system is operating in an undesired state at the moment the first job starts execution, convergence time is the time from that moment until the system reaches the desired state (i.e., the specified multi-cloud preference is satisfied).
• Excess cost (EC): the total user-defined cost associated with running excess instances. EC is described as:

\[ EC = \sum_{r}^{R} \sum_{i}^{I_r} c_r \times p_r \times (t_i - l_i). \]

The variables are defined as follows: \( R \) – set of all cloud resources used for the deployment, \( I_r \) – set of all excess instances for every cloud resource \( r \), \( c_r \) – user-defined instance cost for cloud resource \( r \), \( p_r \) – time accounting function for cloud resource \( r \), \( t_i \) – termination time for instance \( i \), \( l_i \) – launch time for instance \( i \).

\( R \) consists of all clouds that have running instances. \( I_r \) is a set containing all of the excess instances for cloud resource \( r \). \( c_r \) represents the user’s definition of cost associated for an excess instance in cloud resource \( r \), for one unit of time. Depending on the cloud resource \( r \), \( p_r \) may differ to represent various time accounting methods, such as per-second usage or rounding up to the nearest hour, etc. \( t_i \) and \( l_i \) are the specific instance termination and launch times. Intuitively, EC is intended to represent the cost of running excess instances, that is, using instances on clouds beyond the amount specified in the multi-cloud request. EC offers a fine-grained metric compared to convergence time, which only provides a course representation of when the environment finally reaches the desired state.

In addition to these metrics, we also include a set of job traces that show the number of instances running as well as the number of jobs submitted, running, and complete. As described earlier, we specify a multi-cloud request with a preference for 64 workers in Hotel and 0 in Sierra, but the environment is initialized in an undesired state with 48 workers running in Hotel and 16 workers in Sierra. Therefore, the rebalancing policies attempt to terminate all workers in Sierra, while Phantom replaces the instances in Hotel until it has 64 running worker instances.

2.4.1 Understanding Deployment Transformations

All policies pursue the same goal: downscaling 16 instances on Sierra, the lower-preferred cloud, and upscaling on Hotel, the higher preferred cloud. Traces are included for the four different
policies, OI (Figure 2), FO (Figure 3), AP-25 (Figure 4), and AP-100 (Figure 5). AP-25 uses a 25% threshold and AP-100 uses a 100% threshold. The traces show job information (jobs completed, submitted and running), as well as the distribution of worker instances across Hotel and Sierra.

In the experiment shown in Figure 2, OI only attempts to terminate idle instances. OI is first able to perform downscaling approximately 9000 seconds after initial job submission, that is, when all 16 instances in Sierra are idle and can be terminated after the entire workload has been processed. This downscaling has no effect on the workload since the few jobs that are still running at the time of downscaling occupy several of Hotel’s instances (where downscaling does not occur) and continue to run unaffected. This downscaling policy may be valuable if the user continues to use the same deployment and executes another workload at a later time. Then, the deployment has already been adjusted and, if no failures happen, all new jobs are executed in the rebalanced environment. In general, OI is only useful in situations where user jobs are submitted in a series of batches that are interleaved with periods of idle time when rebalancing can occur (i.e., OI will not work on a fully utilized system).

Figure 3 illustrates an experiment where FO terminates instances gracefully. This policy marks all 16 excess instances “offline” during its first evaluation at 1800 seconds after initial job submission. Instances that are executing jobs at that time must wait for jobs to finish before the instances can be removed from the worker pool and terminated. Thus, after 2300 seconds, 3 instances are terminated, after 2800 seconds 8 additional instances are terminated, etc. Rebalancing continues until there are no remaining instances in Sierra, which occurs when the last instance is finally terminated after 4600 seconds. Every termination causes a noticeable drop in the trace showing the number of running jobs. These drops indicate temporary reductions in the worker pool that follow downscaling actions and last until replacement instances boot and join the worker pool. Since there are less than 64 running instances at certain periods of time, it takes longer for the workload to complete in this experiment than for the OI experiment, which rebalances after the workload completes. However, we do observe a faster convergence time for FO than OI; all 64 instances are running on Hotel after 4600 seconds. FO demonstrates an average execution time
increase of 12.6% and an average convergence time decrease of 48.4% with respect to OI’s time characteristics (Figure 6).

We evaluate two variations of AP: AP-25 and AP-100. The first, AP-25, terminates excess instances only if jobs running on those instances have been running for less than 25% of their requested walltime. We choose to use the 25% threshold to demonstrate a considerate implementation of AP, which attempts to achieve low overhead rather than fast convergence. In contrast, AP-100, having no threshold, terminates all excess instances without consideration of job progress (specifically, AP-100 terminates instances with jobs that have been running for less than 100% of their requested walltime). This is a special case when the user prefers to rebalance as fast as possible regardless of the amount of work that is discarded.

Figure 4 shows that AP-25 cannot perform the necessary adjustments all on the first try, and thus, rebalancing is a gradual process, similar to FO. A 25% threshold yields premature termination of 16 jobs that are running on Sierra’s instances, which individually have been running for 267 seconds on average. The maximum runtime among those jobs is 933 seconds. In this experiment the total amount of discarded work cycles is about 71 minutes, which is only 0.9% of the total CPU time used by all 64 instances throughout the evaluation.

Figure 5 shows AP-100, which converges to the desired state the fastest. This policy terminates all 16 instances in Sierra during its first evaluation after 1800 seconds. At that time, 16 jobs are terminated prematurely after running for an average of 28 minutes. The maximum runtime is over 30 minutes. 458 minutes of discarded work result in 5.2% workload overhead.

2.4.2 Understanding Trade-offs

Figure 2.3 shows workload execution time, convergence time, percent workload overhead, and excess cost for all four policies. We calculate mean values and standard deviations for these metrics using a series of experiments with three iterations for each policy. OI provides the shortest workload execution time, while other policies introduce a noticeable increase in the execution time. This is because OI does not affect the workload, as described earlier, and waits for the entire workload
Figure 2.3: Mean workload execution time (hours), convergence time (hours), workload overhead (percent), and excess cost. Three iterations are run for each policy and no error bar indicates very little deviation. OI and FO also have 0% workload overhead.

To complete before rebalancing occurs. Switching from OI to FO, AP-25 and AP-100 introduces an average workload execution increase of 12.6%, 12.9% and 14.7%, respectively. FO, AP-25 and AP-100 all appear to have comparable execution times, while OI consistently provides the lowest execution time with negligible variance (indicated by no error bar in the graph).

OI’s convergence, shown in Figure 6, happens after workload completion, specifically, at 3.1 hours. FO’s gradual downscaling completes after 1.6 hours. AP-25’s convergence completes after 2.5 hours. As expected, AP-100 provides the fastest convergence time, which is approximately 0.6 hours.

For workload overhead (that is, the amount of discarded work), OI and FO have none (indicated with zero-height bars in the rightmost graph). By design, these policies never attempt to terminate instances when it leads to premature job termination. AP-25 and AP-100, however, are designed to accomplish downscaling via premature termination, demonstrate average workload overheads of 1.5% and 5.7%, respectively. The highest observed overheads are 2.4% for AP-25 and 6.6% for AP-100.

Finally, we also consider the excess cost, EC, of the experiments (Figure 6). As described
earlier, we assume \( c_r \) for Hotel to be 1 unit of cost and \( c_r \) for Sierra to be 2 units of cost. However, it should be noted that this cost may differ for users and could instead correspond to a user’s weighted preference or a dollar amount for instances. We consider a \( pr \) function that rounds up instance usage to the nearest hour and obtain \( t_i \) and \( l_i \) times for instances from our experiment logs. In Figure 6, OI has the highest EC at 97.3 units of cost on average, since rebalancing does not occur until after the workload completes and, thus, requires excess instances to run for the majority of the experiment. Other policies incur lower EC than OI because they perform rebalancing earlier. FO has an average EC of 52.0 units of cost, AP-25 has an average EC of 76.0 units of cost and AP-100 has an average EC of 32.0 units of cost since it rebalances completely at the first policy execution, 30 minutes into the experiment.

OI, FO, and AP-100 each have different advantages and trade-offs, for example, FO converges faster than OI and both have no workload overhead but OI has the shortest workload execution time. AP-25, on the other hand, doesn’t offer significant advantages; it has comparable workload execution time to FO but higher convergence time, workload overhead, and EC. AP-100, however, appears to strike the best balance between quick rebalancing and minimizing excess workload overhead and execution time. Specifically, AP-100 reduces EC by a factor of 3 over OI while introducing only 6.6% workload overhead and 14.7% workload execution time.

2.5 Related Work

Much work has been done on leveraging elastic capabilities of infrastructure clouds based on user preferences, performance, and scalability. To upscale or downscale cloud deployments, researchers have proposed systems that predict workload computational needs during execution [85], [91], [101]. These systems take two approaches: model-based and rule-based [51]. Our purpose was not to predict workload execution, but to monitor the workload execution through HTCondor sensors and rebalance the environment effectively based on our policies. Typically, however, rebalancing is motivated by cost, where the environment terminates idle instances to avoid excessive charges. As another example, some policies govern rebalancing by triggering live migration from
one cloud to another [92]. Our work is more general than such live migration approaches; in our research, workload migration is based on predefined user preferences for different clouds and aims to satisfy these preferences before the workload completes. Existing policy frameworks that execute auto-scaling policies can be adapted to include our policies [57]. Our framework relies on similar services to guide the deployment toward the user’s desired state. There are also projects that examine different policies for efficient demand outsourcing from local resources to IaaS clouds [68], [71], but our work focuses on policies governing downscaling behavior in multi-cloud environments, gradually achieving the user’s desired state.
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Chapter 3

Enabling Balanced Elasticity Between Diverse Computing Environments

Clouds, HPC clusters, HTC systems, and testbeds all serve different parts of the computing ecosystem: each are designed for different types of workloads and suited to different types of research and commercial users. We propose that an effective way to share resources among these diverse applications is to not shoehorn them all into the same resource management framework, but to partition a common hardware substrate among different frameworks: for example, to have part of the cluster managed by a cloud framework such as OpenStack, part of it managed by an HPC scheduler such as SLURM, etc. In order to efficiently manage such a shared resource, it must be possible to adjust the set of resources controlled by each in an elastic manner.

While resource allocation and scheduling within each of these types of environments are well studied, what we consider in this chapter is elasticity between them. Our goal is to enable each management framework to separately manage the resources currently within its own domain, scheduling jobs, VMs, etc. according to its own needs and policies. At the same time, the frameworks can all coordinate with one another so that when resources must be moved between them, it can be done in the most fair and efficient manner possible. We evaluate our ideas using a prototype that shares resources between a testbed and an HPC cluster, and with simulations using real workload traces. What we find is that with only minimal information flow, it is possible to elastically adjust resource assignments while each framework optimizes for its own internal criteria.

The design and analysis efforts described in this chapter are similar in style to the work presented in the previous chapter. In Chapter 2 and 32, we focus on reprovisioning processes that
can occur in multi-cloud systems, whereas below we describe the interactions between portions of the same shared cyberinfrastructure.

3.1 Motivation for Balancing Elasticity

Resource management frameworks for multi-tenant compute environments are generally best-suited to the types of jobs for which they were originally designed. For example, HPC schedulers such as SLURM [87] are specialized to schedule batch jobs of various sizes and durations within a tightly-coupled cluster (e.g. with a high-speed Infiniband or Ethernet network). HTC systems such as HTCondor [53] focus on less tightly-coupled jobs. Cloud management software such as OpenStack [77] focuses on virtualization and is primarily designed for web services, general server hosting, and multi-tier applications. Testbeds such as those based on the Emulab [98] framework focus on bare-metal allocation and physical isolation between tenants.

While it is possible, to some extent, to run jobs intended for one of these environments on top of another, the results are often suboptimal. For example, the virtualization overheads associated with cloud computing often add variable overhead to the networking stack and scheduling noise to the CPU, interfering with tightly-coupled computations (see e.g., [55] and [90]). Other combinations are impossible; many testbeds require users to have a level of control that is simply not possible in a virtualized cloud environment [81]. Thus, an attractive way to share a cluster between multiple types of workloads is to share it rather than to stack them; that is, to have a single hardware pool, where individual compute nodes are, at different times, controlled by a cloud management framework, an HPC scheduler, a testbed manager, etc.

In our design, the physical cluster is divided into a number of partitions: each physical resource is assigned to one partition at a time. Each partition is associated with a management framework (such as OpenStack, SLURM, HTCondor, etc.) that is responsible for scheduling jobs on the resources that are assigned to its partition. Each management framework manages its own policies (e.g., job priorities, resource limits, preemption, autoscaling, etc.). We also refer generically to the environment provided by a particular framework; e.g., SLURM is said to provide
Figure 3.1: Multiple environments sharing the same cluster.

Figure 3.1 illustrates the logical relationships between environments and management frameworks on a cluster with two partitions. Since the fundamental goal of this system is to dynamically assign resources to partitions based on time-varying demands, there must be policies regarding how to handle elasticity between the partitions: for example, to decide when resources should be moved from the cloud partition managed by OpenStack to the HPC partition managed by SLURM. Each management framework has its own complex methods for determining the “value” of a particular resource at a particular time. For example, SLURM may know that a particular node has been running code that is part of a long, non-preemptable job for a long time, and much work would be wasted if the node was removed from its control (thereby killing the job). On the other hand, a cloud may know that a particular server is not currently hosting any VMs, or the ones that is is hosting could be easily migrated, and thus there would be very little “cost” to removing it from the cloud’s partition. The values that frameworks place on the nodes under their control will change over time, as different jobs start, complete, change priority, etc. Thus, it is critical that the high-level scheduler have enough visibility into the relative values of each resource to make decisions that help each framework optimize its own resource scheduling, without having to understand the full internal details of how each computes that value. Our hypothesis is that we can establish simple, general-purpose communication between each computing framework and the overall cluster management process, and use it to avoid wasteful behavior on the cluster as a whole.

We have built a prototype of this system (described in Section 3.3), running on one of our
clusters and available to selected users, to share resources between users of a network testbed and an HPC cluster. In Section 3.2, we discuss the related work in elastically scaling workloads within one compute environment, which contrasts with our work on elasticity of resources between partitions supporting diverse computing environments. In Section 3.4, we use a simulator with real workload traces to look at different high-level scheduling policies, and show that it is possible for an HPC framework to optimize for metrics such as minimal wasted cycles and to implement its own priority policies. We finish up with conclusions in Section 3.5.

3.2 Background and Related Work

There is much work in the literature, e.g., [32] and [96], that looks at dynamic scaling of individual applications. This is commonly referred to as elasticity. As described in [50], horizontal elasticity allows applications to “grow” or “shrink” the pools of their computing resources by adding or removing physical or virtual machines. This is in contrast to vertical elasticity, where physical resources are added to or removed from a single virtual machine. In this section, we survey some of this related work.

3.2.1 Targeted Computing Environments

In this work, we target modern research cyberinfrastructure environments. These take many different forms, including supercomputers [46], clusters [27], grids [48], and clouds [18]. Each of these classes of systems can be characterized by unique load characteristics, resource allocation models, software stacks, administrative practices, etc. Another class of cyberinfrastructure, testbeds, which serve the research community by providing access to special-purpose resources and controlled environments, blurs the traditional class distinctions. They operate much like clouds, allowing users to provision groups of resources with software stacks. Unlike clouds, testbeds may provide a variety of non-uniform resource types, advanced research-driven environment pre-configuration, and controlled environments that foster reproducible research. Testbed users may deploy a wide variety of software on the same testbed, resulting in a diverse set of co-existing workloads. The
NSF-funded testbeds that have been established in the last several years include CloudLab [81], GENI [22, 73], Apt [83], Jetstream [94] and Chameleon [95].

3.2.2 Backfill

In [67], the authors describe a mechanism called backfill for increasing the utilization of clouds via opportunistic provisioning of cloud resources for HTC workloads. Our work on elastic partitions incorporates the following distinctions. First, in contrast with their model with a single backfill per environment, we allow multiple elastic partitions to co-exist on the same system; a system-wide manager service needs to communicate with them and ensure fairness. Second, while they only consider abrupt terminations of the resources provisioned with the backfill, we propose a delayed, graceful preemption where the resources being preempted get a chance to complete their jobs within a specified time period. Third, comparing to the backfilled virtual machines in multiple clouds, our experiments consist of co-located physical machines that are more suitable for running HPC workloads.

3.2.3 Cloud Bursting

Cloud-bursting techniques for augmenting clusters with additional computing resources running in clouds are described in many studies, including [63], [72], and [66]. Much attention in these studies is paid to the analysis of how quickly the resources can be provisioned and configured at moments of peak utilization. In contrast, we consider upscaling scenarios to be thoroughly investigated and focus on downscaling, and supporting management frameworks and workloads for which bursting is non-optimal. Specifically, we investigate involuntary downscaling scenarios where the partition manager “steals” resources from partitions in response to greater demand from other partitions. This downscaling is unusual on commercial clouds because of their enormous sizes and the guarantees given to their paying customers. However, on academic clusters, testbeds, and clouds with limited capacity, steady-state behavior tends to be that all resources are near full utilization. In this case, the problem becomes moving resources between compute environments in such a way
as to cause minimal disruption to the jobs managed by their associated management frameworks.

### 3.2.4 HPC Resource Management

In the large body of research on resource management strategies for HPC systems, the most relevant concepts are investigated in the following studies. In [62], the authors measure quantities that reflect the *Value of Service* (VoS) for each computing resource—an individual virtual machine in their environment. They consider such factors as completing a job within the requested wall time and staying under the specified energy consumption limit (based on additional information that user provides to the scheduler at job submission); if these conditions are violated, then programmable penalties are applied and VoS values are reduced. An importance factor that specifies the relative significance among tasks is also considered. Similarly, [60] describes penalty functions that are applied in situations where computing jobs are discarded or aborted. In our work, we do not optimize scheduling algorithms in the environments with such penalties, but rather use a common scheduling algorithm to investigate tradeoffs between scheduling-related preemption policies that influence the penalties. We will also return to the idea of penalizing jobs that run longer than expected in our discussion of future work.

### 3.3 Enabling Elastic Partitions

We now describe our system for sharing a single hardware cluster among multiple partitions, each providing a different compute environment. Our system has two major components that operate as follows. First, a *hosting cluster* is responsible for assigning individual compute resources to specific partitions. The software managing the hosting cluster must be capable of bare-metal provisioning, so that it can boot nodes into the hypervisor used by cloud hosts, the software build used by an HPC cluster, etc. Second, *elastic partitions (EP)* grow and shrink on demand, as they obtain and release resources from the hosting cluster. While we do not place any restrictions on the management framework that runs an EP, in this work we focus on frameworks where a job scheduler, compilers, and libraries are installed to allow users to run computational jobs of their
Figure 3.2: Experiment’s elasticity facilitated by the exchange of preemption vectors.

choice. Users interacting with the EP see only the user interface of the framework that runs within it; for example, the SLURM job queues or the OpenStack Horizon web interface.

EP elasticity is implemented through the following three operations. First, when an EP experiences high utilization, it should acquire additional resources from the hosting cluster to increase its workload throughput; we refer to this as partition-driven upscaling. Second, EPs may also react to drops in utilization with partition-driven downscaling: being a conscious tenant of the hosting cluster implies releasing unused resources in a proactive and timely manner. The hosting cluster will reclaim these resources and make them available to other partitions. Third, host-driven downscaling allows the hosting cluster or its administrators to re-balance resources between partitions, by forcibly reclaiming resources from one EP and allowing another EP to request them. Specifically, we refer to the desired scenario as graceful preemption: the hosting cluster contacts an EP and gives it a fixed period of time, the Grace Period (GP), to free up \( P \) out of \( N \) EP’s resources. After GP is exceed, \( P \) resources will be withdrawn from the EP without further notice.

These upscaling and downscaling operations must be defined such that they intelligently select which particular machines are shifted between partitions. For instance, in an upscaling scenario, an EP may request machines of a specific type (e.g., type of process or quantity of RAM), or with a necessary feature (GPU, high-performance interconnect, etc.). In contrast, in host-driven downscaling, the magnitude of the negative impact caused by preemptions may depend on which particular machines are preempted in the EP. Therefore, it is advantageous to allow EP to periodically report back to the hosting cluster how valuable its resources are to its applications.
Given this information, the hosting cluster can make informed decisions and preempt the least-valuable resources. In the following sections, we describe how EPs report resource values to facilitate elasticity.

### 3.3.1 Architecture

Figure 3.2 depicts the relationship between the hosting cluster and EPs, including the types of interactions between them. Each partition is equipped with a controller: the elastic manager runs in conjunction with the hosting cluster, and one elastic client runs in conjunction with each EP. They interact via Remote Procedure Calls (RPC) and frequently exchange resource values in the form of Preemption Vectors (PVs). These vectors include (resource ID, value) pairs for all resources under each partition’s control. (We limit the range of these values to floats in the interval [0, 1], where 1.0 is most-valued, and 0.0 is least, without sacrificing the expressive power of the interface.) PVs reported by the hosting cluster reflect the probability with which EPs can acquire specific resources; in the simplest case, 0.0 can represent available resources (those not currently assigned to any EP), and 1.0 can be used for resources in use by another EP. Responsibility for providing client-side PVs falls to the framework managing each EP, and the mechanism for calculating them depends on the goals of compute environment provided by that framework, and on framework-specific knowledge of the jobs that are currently running. For example, a testbed, which simply views resources as “allocated” or “unallocated” might use the same binary distinction described for the hosting cluster. As we will see in the sections below, frameworks that host long-running compute jobs may use values that reflect how many cycles would be “wasted” if a particular job is killed. Other frameworks may use their own notions of job priority, preemptability, etc. to decide which jobs—and therefore, nodes—are the most valuable.

Elastic clients use RPC or a GUI interface to create a partition, and later invoke the AddNodes and DeleteNodes RPCs to add or remove one or more nodes to or from their partition. They can call the DiscoverResources RPC at any time to list the hosting cluster’s resources and metadata, such as availability. Clients send updated preemption vectors to the elastic manager at the hosting
Table 3.1: Parameters of the selected workloads.

<table>
<thead>
<tr>
<th>Workload</th>
<th># of Jobs</th>
<th>Total node-hours</th>
<th>Runtime, seconds</th>
<th>Node Count</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>min</td>
</tr>
<tr>
<td>HTC</td>
<td>11200</td>
<td>1379.05</td>
<td>443.27</td>
<td>34.00</td>
</tr>
<tr>
<td>PEREGRINE</td>
<td>7275</td>
<td>26838.58</td>
<td>7119.07</td>
<td>33.00</td>
</tr>
</tbody>
</table>

cluster via SetResourceValues.

Elastic clients also host an RPC endpoint through which the hosting cluster’s elastic manager notifies them of its own resource values, and resource preemption. The elastic manager invokes the client’s NotifyDeletePending method to inform the client that one or more of its nodes are being reclaimed by the hosting cluster. This method is invoked every minute for a pending node reclamation until either the client informs the manager that it has finished with the node, or until the grace period has expired for node.

3.3.2 Implementation

Our implementation of this architecture uses the Emulab cluster-management software \[98, 45\] in the role of the hosting cluster. The API calls for exchanging PVs and moving nodes between partitions are implemented as an extension to the ProtoGENI \[59\] API, one of the RPC interfaces supported by the Emulab software, and partitions are modeled using the “slice” abstraction that this API inherits from the GENI \[22\] design. We implemented an elastic manager that supports multiple elastic clients, and are running it in a restricted-use mode on the Apt cluster of the CloudLab testbed \[34\], where it is used to share that cluster between testbed and HPC users.

We also implemented two elastic clients: a general-purpose, reference implementation, and one that interacts with a SLURM job scheduler in order to create PV values for the nodes it manages. The SLURM client uses Chef for configuration management of its nodes, and the Chef cookbooks developed in \[43\]. While most management frameworks are not designed to have nodes dynamically added and removed from them, we note that most do have mechanisms for disabling nodes for maintenance, power savings, etc. It is the latter mechanism that our implementation
hooks into in SLURM: we give SLURM a view of the entire hosting cluster, but tell it that all
nodes not belonging to its partition are currently “off”. In order to downscale, we tell SLURM
that the effected nodes are to be turned off for maintenance, causing it to drain jobs from them.
To upscale, we tell SLURM that the affected nodes have been turned back on, which makes them
available for scheduling and running new jobs from the work queue.

### 3.3.3 Policies

In our elastic client for SLURM, we developed five policies that report client-side PVs as
follows. The RANDOM policy randomly assigns preemption values. We implement this policy to
evaluate the base case in which the hosting cluster has no knowledge of how much the EPs value
their nodes, and therefore selects arbitrarily for downscaling. Under the FIFO (First-In, First-Out)
policy, the longer a node has been running its current job, the lower the value that gets assigned,
and therefore the more likely it is to be reclaimed during host-driven downscaling. Under the
LIFO (Last-In, First-Out) policy, the longer a node has been running its current job, the higher
the value it gets, making it less likely to be reclaimed. For workloads with multi-node jobs, the
PAP (Parallel-Aware) policy takes into account the number of nodes used by each job; preemption
values are calculated as products of job runtimes and node counts scaled to $[0,1]$. This makes
nodes running smaller jobs more likely to be reclaimed. PAP is identical to LIFO for single-node
workloads. Finally, the PAP+ policy is an extension of PAP that weights jobs by their priority;
this policy prefers to put high PV values on nodes that are currently running high-priority jobs.

We use RANDOM as the baseline value, since without our PV exchange protocol, the hosting
cluster would have no way to know what jobs are running on the each partition’s nodes and would
have no basis for making efficient or fair decisions about which nodes to reclaim during host-driven
downscaling. By comparing the other policies to RANDOM, we can quantify the effectiveness of
exchanging information between the hosting cluster and EPs.
3.4 Evaluation

To study the effectiveness and efficiency with which the hosting cluster and EPs cooperate to share compute nodes, we developed a discrete event simulator for simulating job execution. The simulator approximates SLURM’s 
 sched/backfill policy by using the First-Come-First-Served job scheduling with backfilling. With subtle differences in job ordering (which we consider insignificant in this evaluation), the simulations closely resemble real-time execution experiments performed on the prototype. To draw reliable conclusions about aggregate characteristics, we simulate the behavior of EPs which stay occupied with processing jobs from realistic scientific workloads for long periods of time. Lengthy time periods are necessary to illustrate the behavior of developed policies in a variety of situations corresponding to many mixes of simultaneously running jobs with diverse runtimes and node counts. The simulator helps us understand the behavior of the policies in multiple system configurations, as well as evaluate fairly large EPs, without requiring the intractable usage of the hosting cluster’s resources which would be otherwise needed for real-time experiments with the selected workloads.

Each run of the simulator takes as input a set of compute jobs and treats it as a single batch submitted at the beginning of the run. It simulates job execution until all jobs complete and records the state of execution every time one of the jobs completes. While advancing through the simulated time between these moments, the simulator also records the state every $T$ seconds; in this evaluation, we use $T = 30$. Each of these recorded states is passed to the functions that return PVs for different policies. Using these PVs along with the information about job runtimes and used node counts, we compare the proposed policies and their variations based on the negative effects caused by preemptions, as described in detail in Section 3.4.1. In this chapter, we focus on the host-driven downscaling scenarios with $N = 20$ (EP node count) and $P = 10$ (EP nodes preempted) and briefly mention several simulation results for larger EPs.

In our analysis, we do not explicitly model sequences of preemptions followed by reductions in the EP’s capacity and job throughput. Without access to real preemption event logs that are
required for such modeling, we would need to make assumptions about how often and when with respect to the beginning of batch processing the host-driven preemptions are likely to occur. We choose an alternative approach and focus on the analysis of a single preemption where we accept the fact that it can happen at any time. In other words, we treat all aforementioned execution states as the moments at which the preemption has the same probability of occurrence. By capturing and processing as many such execution states as possible, we aim to characterize distributions of the policy efficiency metrics and, for instance, understand their ranges, the means, and the median values. Thus, we compare the proposed policies based on their behavior during tens and hundreds of thousands of simulated independent preemptions.

We use two traces of scientific computing workloads to drive the simulator. We obtain and process these traces as follows. Our HTC workload consists of short- and long-running single-node job traces obtained from HTCondor Log Analyzer [7]; we previously studied this trace in [42]. To prolong the simulated execution and observe more variability in the policy behavior, we create the HTC workload with over 11K jobs by concatenating 10 shuffled copies of the original trace from our study in [42]. The PEREGRINE dataset is a large volume of accurate job information from the HPC energy efficiency research at the National Renewable Energy Laboratory (NREL), available at [80]. We parse the dataset with 10K jobs randomly selected from two years of execution on the NREL’s flagship supercomputer called Peregrine and select a subset of jobs based on the following criteria: node count ≤ 20 (otherwise, jobs will not run on the simulated EP), runtime ≤ 24 hours (longer jobs may be viewed as bad candidates for running in shrinking environments), successfully finished and have no missing fields. These criteria yield 7,275 jobs from 24 applications and 7 job queues.

Table 3.1 provides the detailed statistics for the jobs in these workloads. The real-time execution of PEREGRINE would require over 55 days on a 20-node HPC environment, whereas our simulator completes the processing in several hours. Our Jupyter notebooks with complete simulation, post-processing code, and all results are made available at [38].
3.4.1 Counting Wasted Cycles

We use wasted cycles as our primary efficiency metric. When a job is terminated before completion, the cycles spent so far on it are wasted, and the computation must be performed again when the job is restarted. Note that for parallel HPC jobs, if any node on which the job is running is preempted, the entire job must be restarted, so all cycles on all nodes running the job are considered wasted.

The simulator treats the $P = 10$ out of $N = 20$ nodes with the lowest values in PVs as the sets of nodes recommended for preemption by the elastic client. It counts wasted cycles (WC) for each of the jobs $j$ from the set of jobs $J_p$ that currently run on the preempted nodes as:

$$WC_j = 0, \text{ if } j.\text{remaining\_time} < GP,$$

$$WC_j = (j.\text{elapsed\_time} + GP) * j.\text{node\_count}, \text{ otherwise.}$$

The former rule corresponds to the cases where the grace period (GP) gives jobs sufficient time to complete. In the latter cases, all cycles spent on these jobs so far and also the future cycles within GP are wasted because the jobs are unable to complete on time. In theory, we could also count the cycles spent in the former case between the job completion and the end of GP, and treat such idle cycles as another evaluation metric. However, our prototype’s elastic client terminates the nodes that are marked as draining (i.e. running their last allowed job before preemption) immediately after they become idle. Reducing the waste across the EP in this notation can be formulated as:

$$WC = \sum_{j \in J_p} WC_j \rightarrow \min.$$

3.4.2 Varying Preemption Grace Period

In engineering the waste-minimizing host-driven downscaling, we must carefully select the preemption grace period GP, the parameter that directly affects WC. It is intuitive to believe that the larger GPs yield lower WC values as they allow more jobs to complete. However, as we describe in the following section, this statement is not statistically accurate. We choose specific GPs for our simulations as follows: we start with GP=120s, which corresponds to the notification period for
preemption of spot instances on the AWS cloud (referenced in [99]). We also consider GP=60s as an example of a hosting cluster with fast preemptions. In addition to the larger values GP=1200s (20m) and GP=1800s (30m), which can still be considered “responsive”, we include in our analysis a range of less responsive values between 1 and 6 hours. This responsiveness relates to the fact that its interactive users need to wait for the requested resources to become available when all resources are utilized by EPs: the larger the GP, the longer the maximum waiting time. Finding efficient combinations of GPs that are not prohibitively large and the policies that minimize WC is one of the primary goals of our evaluation and the subject of the following section.

### 3.4.3 Quantifying Tradeoffs

For each of the selected policy-GP combinations, our simulations yield over 14K samples for HTC and 168K samples for PEREGRINE. The distributions of the WC values that correspond to these samples are depicted in Figure 3.3. These violin plots characterize the probability of the observed WC values: the width of the violins represents the relative frequency of the corresponding y-axis values in the collected samples, the thick vertical lines depict interquartile ranges (IQRs), and white dots show median values (for heavily skewed data, such as the shown distributions, the median is viewed as a more representative measure of central tendency than the mean). Based on these distributions, we draw the following conclusions.
For HTC, LIFO provides significant reductions in WC compared to FIFO and RANDOM. LIFO’s GP=60s and GP=120s statistically perform better than the larger GPs. This can be explained by the fact that the long-running jobs will often incur penalties from premature terminations (second rule for WC) shortly after they start running, and the advantage of increasing the probability of job completion does not outweigh these penalties for LIFO.

For PEREGRINE, LIFO and PAP demonstrate similar results, although they are significantly more efficient than FIFO and RANDOM. In fact, in more than 75% of the samples, the nodes preempted by LIFO and PAP are the same (therefore, WC is identical in these cases). This is due to the fact that the node rankings based on $j.\text{elapsed\_time}$ and the product $j.\text{elapsed\_time} \times j.\text{node\_count}$ are similar for PEREGRINE where over 82% of the jobs use a single node. We obtained similar results in simulations of much larger environments with $N = 200$ and $P = 100$. Since PEREGRINE is dominated by the long-running jobs, GP is a factor with negligible impact on WC, at least for GP < 30m.

In Figure 3.4, we show the impact of much larger GPs, between 1 and 6 hours, on WC for PEREGRINE simulations. As we can see, the median values for WC with FIFO and RANDOM monotonically decrease with the growth of GP because an increasing number of jobs can complete execution; IQRs slide towards zero. At the same time, the WC median values for LIFO and PAP
Figure 3.5: Heatmaps that visualize Preemption Vectors for a 10-node elastic partition running the PEREGRINE workload. The darkest areas represent the nodes that are most valuable. Only a small fraction, under 15%, of the entire simulation is shown.

(a) PAP policy.  
(b) PAP+ policy. Red rectangles highlight the moments when the running high-priority jobs reduce the relative importance of the running default jobs.

remain constant, and IQRs do not change much. It appears that the growth of the frequencies of the lower, near zero WC values is counterbalanced by the increased frequencies of the larger values. In the extreme case where GP is so large that it exceeds the majority of job runtimes, WC will approach zero; however, such GPs are unresponsive and impractical from the testbed perspective. We conclude that the large but practical GP values up to 6 hours do not provide noticeable advantages in terms of the WC’s median and IQR for workloads similar to PEREGRINE.

3.4.4 Improving Parallel-Aware Policy

We can enable practical optimizations in PAP if we consider relative significance among jobs. For instance, two jobs that use the same number of nodes and start roughly around the same time may have drastically different values that characterize their importance: small for cycle-scavenging, low-priority computations and much larger for applications with strict deadlines. Similarly, the relative importance can be expressed using job queues. In PEREGRINE, the dataset suggests that the NREL’s system has 7 job queues. We can view bigmem or large queue as more important than debug and help jobs in these queues to have fewer terminations.

We developed the PAP+ policy that considers two priority classes, but the proposed PV
exchange with the [0,1] values can support an arbitrary number of classes. To evaluate the potential tradeoffs, we choose 76 jobs in the bigmem queue in PEREGRINE (~1% of the total number) to be the highly valuable subset with $j.priority = 10.0$; for the rest of the jobs, we assume the default class: $j.priority = 1.0$. The elastic client calculates PVs as:

$$PV = scale(j.elapsed \times j.node \times j.priority),$$

where scale() divides vector components by their maximum value (in contrast, PAP treats the last factor as 1.0 for all jobs).

Figure 3.5 shows the difference between PAP and PAP+ using heatmaps for the PVs they return during a simulation of a fraction of the PEREGRINE workload. We can clearly see several intervals of time (marked with red rectangles) when the high-priority jobs run. These jobs gain importance after they start running much faster than other jobs and also reduce the relative importance of the rest of the simultaneously running jobs (i.e. the rest of the red rectangles appear mostly white, indicating little relative value).

With the same procedure for estimating WC, we compare PAP and PAP+ based on the cumulative amount of WC. In Figure 3.6, we can see how the cumulative WC values change throughout the simulated executions and compare these values at the end of PEREGRINE simulations. PAP+ reduces cumulative WC for high-priority jobs by 82.9% comparing to PAP. This happens at the expense of the default-priority jobs: PAP+ increases cumulative WC for default-priority jobs by 14.3% comparing to PAP. The vertical axes on the shown plots use different scales, indicating a large contrast between the corresponding absolute differences. However, the 7.5% growth of the combined cumulative WC is well justified by the significant reduction of the negative impact on the high-priority jobs. In the similar manner, PAP+ can focus on preserving jobs that represent a particular application. In our experiments where we assign $j.priority = 10.0$ to jobs with $j.application = gaussian$ (341 jobs, ~5% of total), we observe the 97.2% reduction in the cumulative WC for high-priority jobs provided by the 7.1% increase for default-priority jobs (only 3.8% growth in total).
3.4.5 Discussion

Below, we comment on the limitations of our analysis and the nuances which we must consider when moving our prototype into production.

Using a more advanced scheduler simulator such as the SLURM simulator described in [61] can enable experimentation with schedules that better represent production HPC systems with fairness and quality-of-service optimizations. However, the referenced system takes as input continuous SLURM event logs, and running it on the sampled, anonymized, and formatted records published at [80] is infeasible. To experiment with the SLURM simulator, we will need to find alternative sources of HPC traces. Alternatively, we can switch from simulations back to real-time execution experiments on the developed prototype. It will never be practical to run 55-day experiments on our shared testbed resources, but we can gain valuable experience with the optimized scheduling algorithms in SLURM using modestly long experiments.

Do large Grace Periods provide any advantage? In our evaluation, they “freeze” preempted nodes for long periods of time without reducing the amount of wasted computations for the most efficient policies. If this conclusion holds for other workloads – candidates for running on elastic partitions, we may consider reducing GP to its minimum value, on the order of several seconds. Thus, SLURM will receive the time that is only enough to kill the currently running jobs and mark the preempted nodes as unavailable. Such preemptions will still proceed gracefully, and, from the testbed perspective, will eliminate the need to maintain a pool of idle resources unavailable to elastic partitions. On the contrary, with larger GPs, if their use is justified, the testbed needs to have such pool to quickly respond to requests from its interactive users. This idle pool is likely to reduce the overall utilization of the testbed.

Another practical concern relates to stale PVs, i.e. PVs that represent states of execution at moments in the past that are far from the current time. Making preemption decisions based on such PVs is likely to cause non-optimal terminations. Stale PVs may adequately represent long-running jobs, but for the jobs that have recently started running they will include faulty, unreliable
Figure 3.6: Using cumulative Wasted Cycles to compare PAP and PAP+ that prioritizes jobs from the specified queue. At the expense of a small growth for default-priority jobs, PAP+ significantly reduces Wasted Cycles for high-priority jobs.

values. The longer the delay between the moments when PVs are reported and the moments when preemption actions are triggered, the faster LIFO, PAP, and PAP+ degrade to the RANDOM policy. In this degradation, the gains provided by these policies are diminished. Therefore, the hosting cluster needs to ensure that it indeed uses the recently received node value information; otherwise, preemptions should be delayed or aborted.

3.5 Summary

In this chapter, we have described our investigation of interactions between portions of a shared cyberinfrastructure managed by diverse computing frameworks, and presented a novel infrastructure for resource sharing and optimization of resource usage. In our analysis, we use an elastic prototype—a SLURM-managed elastic cluster—deployed on the CloudLab testbed and also a discrete event simulator we developed for simulating workload traces from real HPC systems. By simulating a trace from the Peregrine supercomputer at NREL, we obtained important insights into how these elastic compute clusters operate under realistic HPC workloads with long-tailed distributions for runtimes and numbers of compute nodes. In balancing their batch and interactive workloads, we rely on a minimal information flow based on the exchange of preemption vectors that abstractly represent environment-specific resource values. Using wasted cycles as a metric, we
demonstrated that, with this minimal information sharing, we are able to give each environment the ability to optimize for its own goals. We also found that, somewhat counter-intuitively, shorter grace periods when downscaling lead to fewer wasted cycles, as most jobs do not finish within the grace period anyway.
Chapter 4

Architecting a Persistent and Reliable Configuration Management System

Streamlined configuration management plays a significant role in modern, complex distributed systems. Via mechanisms that promote consistency, repeatability, and transparency, configuration management systems (CMSes) address complexity and aim to increase the efficiency of administrative procedures, including deployment and failure recovery scenarios. Considering the importance of minimizing disruptions in these systems, we design an architecture that increases persistency and reliability of infrastructure management. We present our architecture in the context of hybrid, cluster-cloud environments and describe our highly available implementation that builds upon the open source CMS called Chef and infrastructure-as-a-service cloud resources from Amazon Web Services. We demonstrate how we enabled a smooth transition from the pre-existing single-server configuration to the proposed highly available management system. We summarize our experience with managing a 20-node Linux cluster using this implementation. Our analysis of utilization and cost of necessary cloud resources indicates that the designed system is a low-cost alternative to acquiring additional physical hardware for hardening cluster management. We also highlight the prototypes security and manageability features that are suitable for larger, production-ready deployments.

4.1 Background

Computing clusters are collections of computers, so-called nodes, which collaboratively work on computational problems. In addition to compute nodes, clusters typically have service nodes,
including admin, front-end, gateway, and storage nodes. Each type of service node has a unique software stack and functionality. During the cluster deployment process, individual nodes are provisioned, their software stacks are installed and configured, and inter-node connections are established. On small clusters necessary administrative operations can be performed manually, step-by-step. In contrast, on large clusters such as, e.g., systems in the Top500 list (with 2K to 16K nodes), automation of deployment and management procedures is necessary.

High frequency of failures is another characteristic of large-scale systems. For example, in [88], the authors reveal that on average a 4096-node system experiences 3 failures per day. They show that the failure rate does not grow significantly faster than linearly with system size. In a recent study [100], the authors analyze the record of failures on the K computer (the world’s fastest supercomputer in June 2011), and indicate that the 82,944-node system on a monthly basis experienced a maximum of 25 hardware and 70 software failures in the first year of operation. The study highlights that improvements in the software stack (specifically, related to the file system and the job scheduler) can help significantly reduce the rate of software failures.

An alternative to investing effort into hardening software stacks is to employ management systems that provide functionality for responding rapidly to failures and system transformations. Considering the accelerated pace of the modern software development, investigating management systems that are compatible with a variety of software stacks is more promising than researching improvements tied to particular software. In failure scenarios, the necessity to perform recovery operations as quickly as possible dictates a strong need for a high degree of automation in the management systems.

A class of system software called configuration management systems (CMSes) is designed to satisfy this need. CMSes introduce consistency, repeatability and transparency into infrastructure management. The key principle behind these systems is the “infrastructure as code” approach, according to which every administrative procedure should be implemented as code. These systems can manage any layer of the software stack, from the operating system to application-specific libraries and packages, and can orchestrate various types of resources, including virtualized and bare-metal
servers, both local and remote. In the context of increasingly common hybrid computing systems, where cloud resources augment and work in collaboration with on-premise resources, CMSes are particularly useful for managing dynamic cloud resources that are launched and terminated based on demand.

A CMS running on an administrative node holds significant management power over the rest of nodes in the environment where it is employed. The environment’s system administrators rely on its operability to perform administrative operations, possibly with stringent deadlines. Therefore, the admin node or nodes responsible for the CMS need to be protected from disruptions similar to other system critical services. To the best of our knowledge, existing off-the-shelf CMSes are not equipped with fault tolerance features that meet this standard. When deployed on commodity hardware, they are as exposed to hardware failures as the rest of the environment.

In this chapter, we describe our work on architecting a cluster management system with increased persistency and reliability. We propose leveraging infrastructure-as-a-service clouds as a source of on-demand virtual machines and storage volumes. We augment a local commodity cluster with those remote resources to build a geographically distributed, highly available (HA) configuration based on a general-purpose, off-the-shelf CMS. We present our implementation that extends the open-source Chef CMS and leverages Amazon Web Services (AWS) virtual machines and storage resources. In the implementation’s evaluation, we examine security and manageability aspects, as well as investigate utilization of the cloud resources and incurred aggregate costs. We summarize our experience with managing a 20-node group’s Linux cluster using the developed prototype and demonstrate the type of analysis that can be applied to larger installations.

The chapter is structured as follows. Section 2 discusses the motivation for this study. Section 3 describes possible approaches to architecting a CMS with cloud components. Sections 4 and 5 present our architecture and implementation of the HA-enabled CMS. In section 6 we summarize our evaluation of the prototype implementation. Section 7 discusses related work. We conclude and propose directions for future work in section 8.
4.2 Motivation

In this study we focus on hybrid systems that comprise computing environments that are deployed across local and remote computing infrastructures. Hybrid systems with cluster and cloud components have been researched in many recent studies, including our group’s previous work (e.g., \cite{70, 69}) where we focused on scalability and cost optimization aspects. In this chapter we propose using the cloud not only for additional compute cycles (as in studies of outsourcing of high-throughput computing workloads) but also as a platform for hosting administrative services. Focusing on the system administration domain, we design a system that augments a private configuration management system (CMS) with virtualized resources running in a public cloud in order to increase persistency and reliability of automated infrastructure management. We leverage infrastructure-as-a-service (IaaS) cloud resources on two main premises: (1) those resources are highly available (e.g., AWS guarantees the unprecedented availability of 99.95% for its compute and storage offerings), and (2) operators of hybrid environments are already familiar with launching and managing cloud resources. With the help of a small set of additional dedicated cloud resources, we pursue establishing a CMS configuration that exhibits persistency and reliability. The former means that the system is capable of persisting significant architectural transformations (i.e., remains operational when underlying components are decommissioned or added), while the latter requires an ability to persist component failures. We design a system that transparently extends functionality of an existing CMS, without altering its user interface, and can satisfy security and manageability requirements of production environments.

4.3 Approach

IaaS clouds provide an ability to provision resources and build configurations that satisfy diverse customer needs. In our case, we augment local, on-premise resources with on-demand, customizable and highly available cloud resources in order to increase persistency and reliability of a general-purpose, off-the-shelf CMS. We consider three approaches to architecting this hybrid
environment: (1) Naive approach: the CMS runs locally and copies its state and data into reliable cloud storage, (2) Outsourcing: the CMS runs in the cloud and uses reliable cloud storage at the back-end, and (3) High-Availability (HA): the CMS runs in a highly available configuration where its core services run both locally and in the cloud, and their states and data are continuously synchronized; on the cloud side, the system still uses the storage offering with the desired level of reliability. The risk associated with a failure of a critical component is not addressed in either of the first two approaches. In the second approach, the CMS operability also inevitably depends on a stable connection between the local system and the cloud infrastructure. The HA approach addresses these issues and introduces a system where both local and cloud environments are sufficiently independent and can sustain individual failures or losses of connectivity. In this study, we adhere to the HA approach and architect a highly available CMS for managing cluster-cloud environments.

4.4 Highly Available Architecture

The proposed architecture is depicted in Figure 4.1. It consists of three high-level components: (1) a local cluster formed by interconnected nodes with specific roles, (2) a remote cloud environment with nodes and storage volumes, and (3) a link between the two environments tunneled over the Internet.
In this architecture, a typical computing cluster that consists of the admin, front-end and compute nodes is augmented with the lman (local manager) node that is dedicated to providing connectivity with the cloud and hosting the instance A of the CMS head node. On the cloud side, the rproxy (remote proxy) VM acts as a gateway for connecting to the cluster, and the rman (remote manager) VM hosts the instance B of the CMS head node. The storage volume attached to rman is used for storing CMS state and data. The instances A and B comprise an HA pair of CMS head nodes. We configure this pair as an active/passive failover pair where lman (A) is the active node and rman (B) is the passive one (which becomes the new active if A fails). Seamless integration between the two environments is achieved using a site-to-site virtual private network (VPN) system deployed on lman and rproxy. The established VPN tunnel eliminates environment boundaries and makes nodes on one side accessible from the other.

4.5 Implementation

To develop a prototype, we leverage a number of existing technologies. Specifically, we use:

- Open source Chef 11 [5], the CMS we already use for managing the group’s local cluster. The proposed architecture is general enough to be implemented with other CMSes (e.g., Puppet, SaltStack, Ansible, etc).

- Amazon Web Services resources: VMs in Elastic Compute Cloud (EC2) and storage volumes in Elastic Block Store (EBS). The designed prototype can be deployed on resources from other cloud providers.

- Openswan 2.6.32 [6], an open source implementation of the IPsec-based VPN for Linux.

- Distributed Replicated Block Device (DRBD) [7], the open source kernel driver and userspace utilities for storage mirroring in HA clusters. DRBD is installed on lman and rman. The use of DRBD in the prototype is explained in detail in section 6.2.

- RedHat 6.6 (Santiago) across all cluster and cloud nodes. Selected software is distributed
as RPM- and Debian-based packages (source code is also available), which allows deploying
the prototype on a variety of Linux distributions.

Integration of the aforementioned distributed technologies presents a significant management
challenge when individual components are managed manually. We streamline the process by lever-
ing AWS CloudFormation [8]. This service allows describing cloud resources “as code” in the
form of CloudFormation templates. We developed a template that defines an AWS Virtual Pri-
ivate Cloud (VPC) incorporating rproxy and rman with an attached EBS volume. This sharable
template facilitates consistent deployment of the prototype’s cloud components from the AWS web
console with minimal effort. We supplement the CloudFormation template with a bootstrap repos-
itory (containing configuration scripts) and a Chef repository (with cookbooks, roles, configuration
files, and other Chef management artifacts).

We deploy the prototype in the following four steps, as demonstrated in Figure 4.2: (1) launch
cloud resources using the developed CloudFormation template; (2) establish the connection between
lman and rproxy using scripts from the bootstrap repository; (3) run another bootstrap script to
install the Chef HA pair on lman and rman and establish continuous back-end synchronization; and
(4) clone the Chef repository on lman and rman. After these steps are completed, the HA-enabled
Chef is operational and ready to perform CMS operations. The rest of the environment can be
managed from lman and rman using the Chef’s command-line utility called knife:

- **knife bootstrap <hostname>** – installs Chef client on a selected node.

- **knife node run_list add <hostname> "role[role’s name]"** – assigns a specific role
to the selected node. Each role prescribes running specific cookbooks, while individual
cookbooks consist of recipes that can be viewed as independent configuration scripts.

- **knife ssh -m <hostname> chef-client** – triggers the update process on the new node.

  All recipes inside the assigned roles and cookbooks will be executed. Another version of
  this command can update pools of nodes, e.g., nodes with specific assigned roles, allowing
simultaneous configuration processes. In Chef, all these knife commands are sent to the
server and then server contacts the clients. Additional information regarding the Chef
architecture and knife commands is presented online [9]. In our case, the cluster-side Chef
Server on lman acts as the primary (active) server in the HA pair, while rman is the
secondary (passive) server in the cloud. Right now, if the primary server fails, we need to
manually promote the secondary server to act as the new primary, although this step can
be automated in future work using the Linux HA daemon called Heartbeat [10].

4.6 Experience

We successfully deployed the prototype and used it for over 2.5 months for managing the
group’s research and development environment. This environment is a Linux cluster that comprises
12 physical machines and 8 KVM-based VMs. We used the deployed HA-enabled Chef to perform
cluster configuration management in such areas as networking, security, package management, and
contextualization of VMs. In all these areas we continued to use and develop cookbooks, recipes
and roles in the Chef repository that we started over a year ago. We transitioned smoothly from
a single Chef server to the HA Chef server pair using a bash script we developed (available at
[11]) that seamlessly integrated the cloud-based extension with the existing Chef installation on
the cluster.
Below we discuss the prototype in detail from the security and manageability perspectives, as well describe the cloud utilization and incurred costs observed during the prototype evaluation.

### 4.6.1 Security

The prototype’s VPN configuration is based on IPSec, which is a popular standard for providing network layer protection. It provides strong encryption and multiple authentication methods. We chose the “shared secret” method, while production installations should use RSA signatures or X.509 Digital Certificates to avoid unnecessary key management and reduce the risk of a potential exposure.

Firewalls on both ends of the VPN tunnel support fine packet filtering and restrict node access on interfaces with external connectivity. Only rproxy is allowed to send traffic to the cluster network, while, in the opposite direction, only traffic from lman enters the VPC network. The standard networking mechanisms such as Network Address Translation (NAT) and static routing expand the connectivity to allow administrative nodes in one network to connect to nodes in the other one. For other external incoming connections, lman and rproxy only allow ssh connections (with public key authentication). The cloud nodes are as secure as their cluster counterparts.

The prototype uses the VPC with a private subnet only to allow extension of our local network into the AWS cloud without exposing it to the Internet, as recommended in the AWS VPC best practices guide [12]. To reduce the operational expenses, we use the Openswan-based software VPN instead of the AWS Hardware Virtual Private Gateway offering (charged at $0.05 per connection hour at the current rate set by AWS).

DRBD, which we discuss in detail in the following section, enables asynchronous data mirroring between the cluster and cloud infrastructures. In order to protect the copy of the mirrored data in the public cloud, we can use the standard OS block device encryption on top of the DRBD devices. This security improvement will be investigated in future work.
4.6.2 Manageability

The transparency of the designed HA extension to Chef is its most prominent quality. Not only are we able to smoothly transition from the single-server to the HA configuration, but we can also survive termination of the cloud components, which will downgrade the system back to the original configuration without disruption. In fact, if we terminate only rproxy, we suspend the VPN tunnel and stop communication between the HA nodes. Afterward, we may operate the two Chef head nodes independently, i.e., manage the cluster and cloud environments with the corresponding Chef instances. Because the two head nodes are nearly identical, this event forms two smaller clusters with independent head nodes. More importantly, though, this forms two independent networks, and allows for one full side of the configuration to be brought down in the event of a failure without affecting the rest of the nodes. This also allows the deployment of an entirely new cloud component to the system without affecting the operability of the nodes that are still running on the cluster side.

Chef provides excellent support for managing complex systems. Configuration updates in Chef are idempotent, which means that an update can be applied to a node multiple times, and, regardless of the node’s previous state, those updates will always yield identical configurations. Additionally, Chef provides rich functionality for node orchestration, monitoring, and provisioning. The Chef’s knife command-line utility can be viewed as an orchestration tool for managing pools of nodes that is capable of replacing pdsh, a Parallel Distributed Shell [13] that is often used on clusters. For example,

```
knife ssh "role: vm" chef-client
```

triggers application of all specified configuration actions on all VMs (i.e., nodes with the assigned “vm” role). For monitoring,

```
knife ssh "role: fen" "service iptables status"
```

prints out all firewall rules from all front-end nodes. Similarly, knife can be used for polling performance counters.
In the context of hybrid environments, the provisioning capability of knife is powerful and convenient. With the Amazon EC2 plugin enabled, a single command:

```
knife ec2 server create -I ami-XYZ -G SecurityGroup
-r "role[base]" --node-name CloudVM
```

launches a new on-demand VM in AWS Elastic Compute Cloud (or in a particular AWS VPC if specified), uses the provided image and security group IDs, waits until it boots, installs Chef client on it, registers the VM with the Chef server under the given name, and assigns the given role to it. We often used this powerful command to launch development VMs for testing prototype components.

As prescribed by the popular “infrastructure as code” model, we implemented infrastructure components “as code” and developed the CloudFormation template, installation and integration scripts in the bootstrap repository, and cluster management code inside the Chef repository.

DRBD, the open source kernel driver and user-space utilities for storage mirroring in HA clusters, allows further outsourcing of administrative functionality into the cloud, specifically in area of image management. DRBD supports asynchronous data replication and can operate efficiently across WAN and Internet links. In the prototype, the EBS volume attached to rman stores not only the Chef’s back-end data but also backup copies of VM images that are used on our cluster. Specifically, we utilize 11 qcow2 sparse images of KVM-based VMs which in aggregate occupy approximately 41 GB. DRBD allows us to reliably store up-to-date copies of these images in the cloud and transfer them back to the cluster if they aren’t available locally (e.g., due to a file system failure). This optional image backup addition integrates well with configuration management and enables schemes where backup images can be transferred back to the cluster and deployed in recovery scenarios via Chef cookbooks, where these operations are implemented along with the rest of administrative procedures (although they are currently performed manually in the prototype).
4.6.3 Cloud Usage and Cost

The proposed cloud-enabled CMS is viable as long as the total cost of used cloud resources is not prohibitive. The developed prototype uses three types of AWS-provided cloud services: on-demand instances, storage volumes, and data transfers. Assuming that the free tier is exceeded, two m1.small instances, rproxy and rman, running persistently at $0.0071/hour generate a monthly bill of $10.22. For the rman’s EBS volume we use a 45GB General Purpose SSD EBS volume, which is sufficient for storing both Chef’s data and necessary cluster VM images. At $0.10 per GB/month, this volume’s monthly cost is $4.50. While the cost of instances and storage is fixed, the cost of transfers depends on the level of utilization of the deployed instances and storage.

AWS only charges for outbound data transfers, hereinafter referred to as “OUT” transfers, where data is sent from AWS to the Internet. To determine the cost of individual Chef operations and the aggregate cost of utilizing Chef over time, we ran a series of 160 experiments and collected logs capturing all Chef operations executed in over 2.5 months of prototype evaluation. For each of the evaluated operations we performed 20 tests in which we measured OUT traffic using the Linux ifstat utility. The OUT rate, calculated as the ratio between the volume of the OUT traffic and the command’s run time, for the evaluated knife commands is shown in Figure 4.3. All rates
Table 4.1: Distribution of knife Commands and OUT* transfers.

<table>
<thead>
<tr>
<th>knife command</th>
<th>Count</th>
<th>Avg. OUT transfer, KB</th>
<th>Total OUT transfer, KB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ssh -m &lt;NODE&gt; chef-client</td>
<td>179</td>
<td>17.77</td>
<td>3181.64</td>
</tr>
<tr>
<td>node run_list add</td>
<td>69</td>
<td>17.79</td>
<td>1227.58</td>
</tr>
<tr>
<td>cookbook upload</td>
<td>62</td>
<td>65.38</td>
<td>4053.37</td>
</tr>
<tr>
<td>bootstrap &lt;NODE&gt;</td>
<td>47</td>
<td>22.33</td>
<td>1049.68</td>
</tr>
<tr>
<td>node run_list remove</td>
<td>38</td>
<td>14.76</td>
<td>560.80</td>
</tr>
<tr>
<td>role create</td>
<td>23</td>
<td>6.72</td>
<td>154.55</td>
</tr>
<tr>
<td>role delete</td>
<td>21</td>
<td>3.15</td>
<td>66.13</td>
</tr>
<tr>
<td>cookbook delete</td>
<td>21</td>
<td>19.48</td>
<td>409.05</td>
</tr>
</tbody>
</table>

are consistent, despite the outlying maximum values. Table 4.1 shows the distribution of knife commands in the history log, average volumes of OUT transfers obtained in our experiments, and the calculated estimates of the total OUT transfer volumes. By adding those estimates, we determine that Chef in our prototype generated the total of 10.7MB of OUT transfers, which incurs a negligible cost of less than 1 cent (at the rate of $0.09/GB for the first 10TB/month). This confirms our assumption that in the proposed architecture data is moved primarily into the cloud (free of charge), not outside.

If we are ever required to transfer the copies of VM images back to the cluster, we will incur the cost of $3.70 to transfer all our images. In exchange for the combination of this insignificant transfer cost and the cost of the corresponding EBS space, we obtain confidence in that we are always able to use the images when necessary, even if the local copies are unavailable, and avoid the significant overhead of rebuilding them.

During the prototype evaluation, the total cost of all utilized cloud services (instances, storage, and transfers) remained under $14.72/month.

4.6.4 Local Highly Available Configuration

In addition to the proposed cluster-cloud implementations, we envision useful configurations that leverage HA Chef pairs that are deployed on either side. Trading off the reliability benefits
of geographically distributed systems, systems with two local Chef head nodes gain simplicity and
further manageability. Those systems do not require such components as the VPN tunnel, NAT,
and the custom static routing rules, and therefore their deployment and maintenance require less
administrative effort.

The most significant advantage provided by the local HA CMS configurations is the ability to
upgrade CMS head node’s hardware or move one of the heads from one physical server to another
without CMS downtime. For instance, when the primary head node’s server needs to be serviced
or decommissioned, the secondary head node is promoted to be the primary, and then the serviced
server or a brand new one is configured to join the new primary in the contemporary HA pair. In
our opinion, leveraging the described scheme on our cluster over the last year (prior to developing
the HA Chef prototype) would have simplified and accelerated transitions where on two different
occasions we moved the Chef head node from one physical server to another.

4.7 Related Work

In the large body of previous work on configuration management, the following studies have
strong ties to HPC. In [14], the authors describe LosF, a Linux operating system framework, and
Lmod for user software management. The Engage system in [15] addresses structural dependencies
and offers unique functionality for static checks and configuration verification. The Wallaby
system in [16] provides high-level semantic control over Condor high-throughput clusters. In [17],
the authors describe a CMS that distinguishes between the “same” and “different” relationships
and achieves code reduction. The authors of [18] present TOSCA, the Topology and Orchestration
Specification for Cloud Applications, and investigate integration of novel model-driven approach
with traditional configuration management techniques and frameworks. In [19], the authors inves-
tigate dynamic configuration management for industry applications in the cloud and apply staged
configuration techniques, as well as methods form software product line engineering. Another ap-
proach is demonstrated in [20], where the REpresentational State Transfer (REST) mechanism is
shown to be useful for building and integrating configuration management systems in the context
of cloud applications and services.

Our work differs from previous research by our emphasis on CMS architecture and implementa-
tion rather than experimentation with semantics of CMS operations. Additionally, to the best of our knowledge, this is the first effort that investigates the configuration management in the context of hybrid, cluster-cloud environments and leverages cloud resources to increase persistency and reliability of an open-source configuration management solution.
Chapter 5

Introducing Configuration Management Capabilities into CloudLab Experiments

Users of CloudLab (and other GENI-derived testbeds) commonly use image snapshots to preserve their working environments and to share them with other users. While snapshots re-create software environments byte-for-byte, they are not conducive to composing multiple environments, nor are they good for experiments that must run across many versions of their environments with subtle differences. This section describes our initial work on an alternative experiment management system. This system is built on expendable instances of the Chef configuration management system, and can be used “on top of” existing testbeds.

5.1 Experimentation Using Testbeds

Software environments in modern distributed systems demonstrate great diversity and high complexity. Hypervisors, virtual machines (VMs), cloud frameworks, containers, databases, and computing frameworks – these are some of the types of components used in modern software stacks. Individual components need to efficiently utilize available hardware resources as well as interact with one another. Integration of independently designed and developed tools with cutting-edge versions and capabilities is particularly challenging.

CloudLab [1] is an NSF-funded flexible scientific infrastructure for supporting fundamental advances in cloud architectures and applications. It is designed to facilitate research and development involving cutting-edge software environments. CloudLab provides root-level access to hetero-
geneous resources at three geographic locations: datacenters at the University of Utah, Clemson University, and the University of Wisconsin. CloudLab users combine resources from these sites into environments to experiment with architectures and software of their choice. CloudLab is built on the Emulab software base[16], which has evolved to incorporate ideas from the GENI [5] facility.

The Adaptable Profile-driven Testbed (Apt) [2], also developed and hosted at the University of Utah, is designed with an emphasis on consistency, transparency, and repeatability. Apt and CloudLab are tightly integrated: experiments on Apt and CloudLab can be managed through the CloudLab portal [3], and in this study we treat Apt as another cluster within the CloudLab environment. The two systems share the following concepts:

- profiles – XML-based RSpec [4] documents (developed as part of the GENI [5] project) describing specific experiment hardware and software. The purpose of these profiles is to describe an environment that is either used repeatedly by one user to run many experiments, or is used as a way for users to share software artifacts with one another.

- experiments – instances of profiles. When a profile is instantiated, its specification is realized on available resources that satisfy the environment described in the RSpec. The experiment owner is granted root-level access to these resources for a fixed period of time.

- snapshots – saved copies of node filesystems [6]. Users create these full-disk custom images when they need to preserve custom configurations in their experiments. They create new ones or update the original profiles to launch future experiments with their snapshots rather than images provided by the facility.

The resource allocation model on CloudLab is built around temporary leases: every resource, after being utilized by one user, is reclaimed and given to another user. If “setting up” the environment to run an experiment is complicated and/or time-consuming, the user is encouraged to snapshot the configured nodes in order to instantiate identical configurations with no additional effort. The snapshot model fits will the “build once, test repeatedly” experimentation, where users
perform the bulk of necessary configuration work at once, snapshot the customized nodes, and proceed to testing: simulate workloads, run benchmarks, gather utilization statistics, visualize it, etc.

In contrast, while developing experiments to analyze performance and energy efficiency of the CloudLab hardware, we encountered a situation where the selected software stack continually evolved. We frequently added new and modified existing software components. We confronted the following drawbacks:

- Custom images cannot be automatically “merged”. If Image A and Image B each have a different set of tools installed, there is no simple way to create an Image C that combines both sets of tools.

- Much effort is required to evaluate multiple versions of the selected software. For instance, to evaluate the impact of a set of compiler options on the performance of a particular tool, we need to rebuild all performance-sensitive tools multiple times with different option sets, with each requiring an additional custom image.

The coarse granularity of the snapshotting mechanism is the root cause of these drawbacks. With no fine-grained mechanisms, users encounter the described overhead when developing complex software environments, contributing to the rapid growth of the number of snapshots. More importantly, if we share our snapshots with other CloudLab users, we cannot expect them to reassemble those snapshots in order to reuse individual tools. This raises a platform-level question: how can CloudLab support efficient tool reuse among its users? Since CloudLab has over 800 users and 1,000 profiles after one year of operation, the importance of this question cannot be overstated.

In this section, we describe our design and implementation of the CloudLab infrastructure for efficient management and reuse of software components. We describe the software artifacts we have developed, which CloudLab users can leverage and customize. Using the developed profiles and custom scripts, we streamline the creation of experiments with instances of a configuration management system called Chef [31]. We demonstrate how we use expendable, short-term instances
of Chef to manage nodes inside CloudLab experiments and consistently build complex software environments. By describing our progress with orchestration of software of our choice using Chef, we aim to set an appealing example for other users and encourage them to invest effort in the development of infrastructure code. We also demonstrate how we structure the developed infrastructure code to increase its usability.

5.2 Motivation for Improved Configuration Management

The experiment that we use as motivation and example in this section is one that facilitates performance analysis of the CloudLab hardware using the GCC compiler, OpenMPI for message passing, the PETSc [8] library with routines for scientific computing, and [HPGMG] [17], a robust and diverse benchmark that is representative of HPC applications. (We do not assume reader familiarity with these tools in this study.) We suppose that each tool can be properly administered (e.g., using instructions from the corresponding websites) and treat them as components of a complex software environment. In such environments, issues related to customization and composability are among our main concerns.

After we install and configure these tools on a CloudLab node, we can snapshot the node. With this snapshot, we can recreate this configuration in future experiments. However, as soon as we add higher-level tools for execution management, in our case SLURM [10], we need to create two images: one for the SLURM controller node, and another for compute nodes. A distributed filesystem, such as NFS, requires the server- and client-side images as well. The number of images begins to multiply even further if we consider running experiments on different hardware architectures. Thus, the Utah cluster is built with 64-bit ARMv8 CPUs, Wisconsin – Haswell CPUs, Clemson – Ivy Bridge CPUs, and APT – Sandy Bridge CPUs. To optimize performance, we must build libraries and benchmarks with cluster-specific compilation flags. The desired performance analysis requires the configuration of 4 experiments, each with at least 2 SLURM nodes. This amounts to 8 node configurations with unique optimizations applied.

We expect the software environment to evolve over time. In the worst-case scenario, we
will encounter the overhead of applying each modification to the created images up to 8 times. For instance, over the course of our experiments we evaluated three versions of GCC: 4.8.2, part of the default Ubuntu 14.04 image, the 5.2 version with performance improvements for the hardware on the Utah clusters, and also the latest 5.3 version. We performed limited testing of several configurations with these compilers, but chose to search for an efficient alternative to the manual creation of all 24 node configurations. We also plan to equip our experiments with tools for tracking instantaneous power draw and the total energy consumed over time (described in section 5). Similarly, a stand-alone image with such tools will be insufficient; instead, we intend to run the energy-focused tools alongside the performance tools. We would need to create many configurations by composing these sets of tools, each time with unique modifications applied to either of the sets.

Aiming to reduce the overhead in the configuration of our experiments, we decided to invest effort in automation of installation procedures. We consider components, such as SLURM and NFS, for which the installation processes are exactly the same across all node types and independent of the rest of the software environment. After we develop the automated installation scripts once, we can run them in numerous configurations with minimal effort. In contrast, we need to incorporate platform-specific flags into our scripts for building high-performance libraries and benchmarks. Despite the difference in the flags, many actions in those scripts should be similar for different platforms. A single investment in configuration scripts will help save time in configuring future experiments, even if we need to adapt script parameters for particular platforms. We are confident that automation will reduce the amount of overhead, as well as greatly increase consistency. The developed code should also yield more transparency comparing to a growing number of custom images.

5.3 Approach

In order to systematize the outlined automation effort, we leverage a configuration management system (CMS). CMSes are built around the “infrastructure as code” principle, which dictates that all administrative procedures must be implemented as code and maintained, versioned, shared,
and reused similar to other types of software. Embracing this code-centric vision, we plan to establish a public repository with the CloudLab infrastructure code, encourage community members to contribute, and incrementally expand the set of supported components.

In our previous work [11], we used a CMS called Chef (developed by Chef Software, Inc.) to manage a small group-owned experimental HPC cluster. In that environment, Chef proved to be a powerful tool with support for a variety of administrative procedures. We showed how Chef can be deployed in highly available configurations with increased reliability and longevity, which are desired in production scenarios. In contrast, this study investigates creation of expendable, short-term CMS deployments, which correspond to the CloudLab resource model, where nodes are allocated to users on a temporary basis. We enable the following workflow for the CMS-based experiment management: 1) a user launches an experiment with a fully functional instance of the selected CMS, 2) he or she develops infrastructure code and uses the CMS to execute it on the nodes under his control, 3) before the experiment expires, preserves his or her code, and 4) at later times, creates new instances of the CMS, obtains copies of the code, proceeds to manage new experiments, and continues the code development.

Our experience suggests that Chef is an appropriate system for this workflow. We attempt to automate the installation of necessary components and dependencies to create complete, working Chef environments. Much of the deployment process will be hidden from the user. To obtain identical instances of Chef in steps 1 and 4, CloudLab users will simply choose a profile and instantiate it via the CloudLab portal. They may run several instances of the profile simultaneously on the same or different clusters.

We must pay special attention to how we develop infrastructure code in order to increase its usability. In Chef, infrastructure code is arranged into so-called cookbooks, which include one or more Ruby scripts called recipes. Recipes typically use Chef resources, which are high-level constructs specifically designed to describe many common administrative tasks such as install a package, download a file, mount a filesystem, etc. Even though Chef recipes can include arbitrary Ruby code, resources help reduce the amount of Ruby code and spare the recipe developers from
being Ruby experts.

While developing cookbooks in step 2, we focus on the following goals:

- Develop the cookbooks which run on the nodes of user choice with no modification. While running these cookbooks, novice users will install the corresponding components and practice the workflow that is the same all cookbooks: assign cookbooks to nodes, run the cookbooks, and check the output.

- Ensure that advanced users can perform customization with minimal effort. Such parameters as version numbers, URLs of packages, compilation flags, installation paths, etc., need to be easily customizable rather than hard-coded.

- Transparently support different platforms. Where possible, moving from one cluster to another should require only slight parameter changes (e.g., platform-specific compilation flags) and minimal modification in the code. Additionally, we should avoid code redundancies: rather than developing cookbooks such as ARM-X, IvyBridge-X, and Haswell-X with similar code, we should develop a single cookbook for X which is capable of supporting X on all appropriate architectures.

Preservation of the code in step 3 of the workflow is straightforward, since all Chef cookbooks and other code artifacts are developed inside chef-repo, a directory that is version controlled by default. The code can be “pushed” to a public repository, e.g., hosted at GitHub, and later “pulled” on the same or ad different Chef server.

5.4 Architecture

A minimal Chef deployment includes four components – a server, a client, a workstation, and a chef-repo – all installed on the same node. The command line utility called knife plays the role of the workstation and provides an interface to server operations: bootstrap a client (i.e. install necessary packages and register the client with the server), assign cookbooks to the client, and
query the environment, etc. The server is a central authority for storing cookbooks and cookbook-to-node assignments. The client contacts the server to obtain the latest configuration when the “chef-client” command is issued (Chef supports the pull model, as opposed to the push model used in other CMSes). The server returns the assigned cookbooks, and the client executes them. In multi-node environments, each node runs a client and receives updates from the server.

We developed a CloudLab profile called Chef-Cluster [12]. It provides uncomplicated control over the deployment and configuration of Chef environments using the profile parameters, including:

- **N**, the desired number of client nodes,

- **URL** for the chef-repo used for this experiment,

- **cookbooks** obtained from Chef Supermarket [13] – the repository with many cookbooks developed by the global community of Chef developers,

- a set of cookbooks assigned to all clients.

When instantiating Chef-Cluster via the portal, we choose appropriate values for these parameters and proceed to the experiment placement step. We select the CloudLab site on which we prefer to instantiate Chef-Cluster with the specified parameters. The portal displays the experiment’s physical topology where all created nodes are interconnected with a single experiment network. In contrast, the logical structure inside the experiment is such that all client nodes can be configured from the server node. Figure 5.1 illustrates both the physical (in black) and logical structure (in red) inside an experiment with \( N = 4 \). Since the server node also runs a client, we can use knife on the server node to configure all five experiment nodes.

Once the cluster is selected and the experiment name is specified, the experiment is launched. At the back end, a Python script generates an RSpec using geni-lib [14]. The RSpec is populated with the XML elements that describe the environment for the experiment. Additional elements are appended to the RSpec for the described parameters, and the node attributes “Install Tarball” and “Execute Command” are used to download and run startup scripts.
To produce a working Chef environment with the shown logical structure, we need to convert a pool of interconnected but independent nodes into a cluster environment with centralized management. The startup scripts perform two tasks: enable the server to issue remote commands to the clients, and inform the server about the available clients. For the former, our scripts use the geni-get key call to generate experiment-specific public and private keys. These keys are the same among all nodes, enabling secure host-based authentication within the experiment. The rest of our scripts run on the server node and leverage this authentication. For the latter, our scripts process experiment metadata included in the manifest. In contrast with the abstract requests in the profile RSpec, experiment manifests contain information about the actual experiment resources. Obtained via the geni-get manifest call, this information allows our scripts to register the client nodes with the Chef server. The scripts also assign the specified cookbooks to the nodes based on the specified parameter value, which becomes available in the manifest.

The configuration process usually takes several minutes. When it completes, the script sends a notification via email to the user who launched the experiment. To reduce the learning curve for novice users, the email includes several knife commands for querying the created Chef experiment and their output. For instance, the output of knife cookbook list and knife node list reports which cookbooks and nodes are recognized by the server. After inspecting the environment, the user can
Table 5.1: Developed Chef Cookbooks, Their Dependencies, and Components.

<table>
<thead>
<tr>
<th>Cookbooks</th>
<th>Description</th>
<th>Required Cookbooks</th>
<th>Recipes</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>emulab-gcc</td>
<td>Install the latest available version of GCC</td>
<td>apt</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>emulab-openmpi</td>
<td>Install and make available OpenMPI</td>
<td>emulab-gcc</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>emulab-slurm</td>
<td>Configure SLURM controller and compute nodes</td>
<td>apt, mysql</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>emulab-nfs</td>
<td>Install NFS server and clients, export/mount directory</td>
<td>nfs</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>emulab-petsc</td>
<td>Obtains and builds PETSc</td>
<td>emulab-openmpi</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>emulab-hpgmg</td>
<td>Obtains and builds HPGMG</td>
<td>emulab-hpgmg</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>emulab-R</td>
<td>Install the latest available version of R package</td>
<td>emulab-gcc</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>emulab-shiny</td>
<td>Install Shiny server and necessary R library</td>
<td>emulab-R</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>emulab-powervis</td>
<td>Install PowerVis and its dependencies</td>
<td>emulab-shiny, apache2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

proceed to configuring the nodes using their assigned cookbooks. We intentionally do not automate this step in our scripts, allowing the user to log into the nodes in the desired order, trigger the configuration processes by issuing the chef-client command, and examine the output.

5.5 Implementation

We established the emulab/chef-repo repository [15], which provides public access to the cookbooks developed in accordance with the goals from section 3. Currently, the repository includes 13 Chef cookbooks and 24 recipes, which focus primarily on the configuration of performance- and energy-related tools. CloudLab users can fork this repository, customize the existing cookbooks, and use the URLs of their derived versions of the repository when they create their Chef-Cluster experiments. Pull requests can also be submitted; the new code will be thoroughly tested before becoming a part of the official repository.

If [15] is selected when Chef-Cluster is instantiated, the repository is cloned and the cookbooks listed in Table 1 become available on the created server. Even though we developed these cookbooks to configure our specific software stack, some of them can be immediately useful to other CloudLab users. For instance, emulab-gcc, emulab-R, and emulab-nfs are general-purpose cookbooks which install the latest versions of the corresponding components with minimal effort. To enable easy customization, cookbooks optionally include attributes – the variables which change the cookbook’s behavior. We added attributes in our cookbooks for setting version numbers, URLs of packages,
compilation flags, installation paths, among other parameters.

We use the emulab prefix in the names of our cookbooks to emphasize that they are developed for Emulab [16] and derived testbeds such as CloudLab and Apt. This helps distinguish them from the Supermarket cookbooks, which are installed in the same directory on the server node. Our cookbooks leverage four Supermarket cookbooks – apt, mysql, nfs, apache2 – which are sufficiently documented and actively supported by many Chef developers.

The cookbooks emulab-R, emulab-shiny, and emulab-powervis demonstrate an example of cookbook chaining. CloudLab provides access to power consumption traces from every physical server. To simplify the usage of this data, we developed PowerVis, a dashboard for analysis and visualization of power traces. This dashboard is an application in Shiny, the environment for interactive web applications powered by the R statistical language. With the help of dependencies expressed in the cookbook metadata files, emulab-powervis calls emulab-shiny, which, in its turn, calls emulab-R. Therefore, emulab-powervis is a top-level cookbook which installs all necessary underlying components and enables analysis and visualization of the experiment-wide power data. Similarly, emulab-hpgmg consolidates the installation of HPGMG, PETSc, OpenMPI, and GCC.

Since a single model cannot fit perfectly all scenarios, Chef provides the developer with enough flexibility to organize the code into structures that match specific environments and applications. Some of our cookbooks support different platforms with the help of multiple recipes. For instance, inside emulab-R, the default cookbook identifies the node architecture and calls either the aarch64.rb (on ARMv8 nodes) or the x86.rb (on the rest of the nodes) recipe to take platform-specific actions. In contrast, emulab-hpgmg uses a single recipe which selects optimal compilation flags from its attributes and runs the same code on all platforms.

5.6 Experience

We used Chef to manage configurations inside experiments on each of the CloudLab sites and turned many experiments into fully functional computing clusters with the described performance and energy tools. We often incrementally built our clusters: we started by installing HPGMG (and
its dependencies); after single-node tests, we enabled multi-node runs by installing SLURM and NFS; then, we installed PowerVis to perform power and energy analysis of the performed runs.

Using the node names shown in Figure 5.1 below we illustrate how we configured our clusters. Initially, we ran:

```bash
# knife node run_list set head "emulab-hpgmg"
```

Then, the `chef-client` command executed on head triggered the execution of the assigned emulab-hpgmg cookbook. These two steps, the assignment and the configuration, can easily be repeated many times throughout the experiment lifecycle. We can use the add function to modify run_lists, the lists which define what is executed on individual nodes:

```bash
# knife node run_list add head emulab-slurm"
# knife exec -E 'nodes.find("name:node-*") {
|n| n.run_list.add("emulab-slurm"); n.save}
```

While the first command assigns emulab-slurm to the server node (head), the second command assigns the same cookbook to the client nodes (node-[0-3]) using the wildcard matching for the node names. The client nodes can now be configured one at a time. Alternatively, if the order is insignificant, we can trigger the batch update by running “knife ssh ’name:*’ chef-client” on the server node (emulating the push-based model). We can assign additional code artifacts to our nodes:

```bash
# knife exec -E 'nodes.find("name:node-*") {
|n| n.run_list.add("<artifact>"); n.save}
```

where `<artifact>` can take one of these forms: “recipe [{(cookbook name)::(recipe name)}]”, “recipe [{(cookbook name)}]”, or “(cookbook name)”. In the last two cases the cookbook’s default.rb recipe is used. Moreover, we can also use the “role[(role name)]” notation to assign Chef roles – the higher-level code artifacts which set attributes, complementing and possibly overriding attributes specified inside individual cookbooks, and consolidate ordered groups of cookbooks.

In our computing clusters configured inside CloudLab experiments, we typically ran emulab-
hpgmg, emulab-slurm, emulab-nfs, and emulab-powervis (along with their dependencies) on the server nodes and executed emulab-hpgmg, emulab-nfs, and emulab-slurm on the clients. After performing the aforementioned incremental development and thoroughly testing each component, we streamlined this assignment with the help of custom roles. The developed controller and compute roles (available at [15]) consolidated the server- and the client-side cookbooks. We also ensured that the individual cookbooks included in these roles work together. For instance, the roles set the attributes such that HPGMG, PETSc, and OpenMPI are installed inside the directory used as the cluster NFS share. These tools, once installed on the server, become available on all clients when the NFS share is mounted. Consequently, we can reduce the number of cookbooks included in the compute role.

The controller and compute roles have sufficiently satisfied our configuration needs. We used these roles to consistently create computing clusters at different CloudLab sites and performed many benchmarking experiments. While running HPGMG, we gained better understanding of the benchmark code and the properties of the available hardware. In addition to the performance analysis, we processed power traces using PowerVis. Not only can we identify the CloudLab site that is the most appealing for running HPGMG in terms of Watts and Joules, we can use energy efficiency as the deciding factor. Thus, for our 8-core HPGMG runs, the estimated energy efficiency of the Utah nodes is between 0.06 and 0.11 GF/W (gigflop per second per watt). For the same runs, this efficiency is higher by 42-55% at Clemson and 62-70% on Apt. In future work, we will perform a comprehensive analysis of the energy efficiency of the CloudLab resources using a number of diverse benchmarks. From the infrastructure standpoint, we will reuse the existing components and develop additional cookbooks only for the new benchmarks and their dependencies.

5.7 Related Work

In [17], the authors introduce cloudinit.d, a utility for contextualization of VMs, i.e. assignment of application roles to individual nodes in virtual clusters. AWS CloudFormation templates [18] allow launching virtual clusters on the AWS cloud in pre-configured states. In both cases, the
specified configurations are realized when nodes boot. Similarly, CloudLab allows users to create and use custom images. In contrast, we developed a profile where Chef naturally supports recon-textualization, i.e. incremental development and modifications in node configurations, throughout the experiment lifecycle.

In [19], the authors propose custom configuration and reconfiguration capabilities. Kameleon in [20] is a software appliance builder which promotes reconstructability using a custom configuration specification syntax. In contrast, we demonstrate how users of CloudLab can create instances of Chef, a modern CMS with an active and diverse global user community. They can use Chef to develop custom infrastructure code and also take full advantage of the publicly available code developed by the community.

Among the GENI-focused projects, GENI Experiment Engine [21] and LabWiki [22] are the most relevant experiment management solutions. GENI Experiment Engine provides support for configuring experiments with Ansible, a free, open-source automation tool. While Ansible is considered intuitive and easy to operate, we anticipate that hierarchies of roles, cookbooks, and recipes in Chef are more conducive to supporting customization and composability of configurations in multi-node software environments. Additionally, Chef recipes equipped with fully featured Ruby code will likely provide more flexibility in complex experiments than Ansible playbooks implemented in YAML.
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Active Learning (AL) is a methodology from machine learning in which the learner interacts with the data source. In this section, we investigate application of AL techniques to a new domain: regression problems in performance analysis. For computational systems with many factors, each of which can take on many levels, fixed experiment designs can require many experiments, and can explore the problem space inefficiently. We address these problems with a dynamic, adaptive experiment design, using AL in conjunction with Gaussian Process Regression (GPR). The performance analysis process is “seeded” with a small number of initial experiments, then GPR provides estimates of regression confidence across the full input space. AL is used to suggest follow-up experiments to run; in general, it will suggest experiments in areas where the GRP model indicates low confidence, and through repeated experiments, the process eventually achieves high confidence throughout the input space. We apply this approach to the problem of estimating performance and energy usage of HPGMG-FE, and create good-quality predictive models for the quantities of interest, with low error and reduced cost, using only a modest number of experiments. Our analysis shows that the error reduction achieved from replacing the basic AL algorithm with a cost-aware algorithm can be significant, reaching up to 38% for the same computational cost of experiments.

6.1 Introduction

Active Learning (AL) is a set of Machine Learning techniques in which the learner interacts with the source of data being learned [89]. One use of AL is to query a human or run an “expensive”
algorithm to label a datapoint for which correct labeling is difficult to predict. Intuitively, the learning algorithm makes decisions about which parts of the space it does not “know enough”, and selectively invokes the expensive process to gather more supporting data to make predictions in that area. This type of learning is typically applied to classification problems, as described in [89]. The authors of [28] emphasize that only a limited number of studies have investigated AL applied to regression problems.

In this study, we apply techniques from AL to regression problems, creating regression models for performance and energy consumption data from parallel computing experiments. In this setting, our goal is to take data from existing empirical studies of the performance of HPC codes and perform regression analysis to discover the relationships between controlled variables (such as the size of the problem, the number and the speed of the used CPU, etc.) and the performance of the computation measured using such common metrics as runtime (in seconds) and total amount of consumed energy (in Joules). The constructed regression models can be used to predict the amount of time, energy, etc. that will be needed to run future computations, or as part of a performance model for a larger system. Depending on the complexity of the computation, each experiment might take seconds, minutes, or hours. Therefore, it might be infeasible to use experiment designs that run all or most of the combinations of variables (which can number in the hundreds, thousands, or more), making iterative designs that selectively run experiments that will yield the most information attractive. This is particularly true when the benchmarking budget is limited: for instance, there exists a fixed allocation on an HPC machine or a fixed maximum budget in a cloud environment.

To apply AL to regression analysis in performance studies, we need a process that both (a) produces regression models for datasets with multiple controlled and response variables and (b) produces estimates of the uncertainty associated with any point in the input space. We use Gaussian Progress Regression (GPR), also known as kriging in literature on geostatistics, for this purpose since it comes with a posterior probability distribution for predictions. With GPR, we can obtain the mean and the variance of the predictive distribution at every input point. The former is used to assess the quality of the investigated computational algorithm, while the latter is used in
AL to select a sequence of points where the code associated with algorithm needs to run (we also investigate an AL algorithm which uses both for point selection).

We apply the selected AL techniques to a specific performance analysis problem where the performance of the HPGMG-FE benchmark [17, 16] is investigated. In this analysis, an impact of several controlled variables on performance metrics is studied based on measurements of performance and energy usage across a number of CPU and problem-size settings. We look at two different algorithms for guiding experiment selection: one that seeks to run experiments that are expected to purely reduce prediction uncertainty, and another one that weights experiments by the predicted cost (completion time) in order to learn the most information in the shortest amount of time. In the process of running these AL algorithms on a fixed dataset (which we collected by running a series of HPGMG-FE runs on available testbed hardware), we analyze the properties of the involved mathematical and algorithmic components to ensure that the resulting system demonstrates reliability and optimality.

The main contributions of this study are:

- We propose a new framework for performance analysis based on Active Learning and Gaussian Process Regressions. This framework helps identify optimal sequences of experiments for reducing uncertainty about various quantities of interest.

- Under this framework, we develop a prototype which can be used to construct a number of diverse performance models, including models for application runtime, energy consumption, memory usage, and many others. We show how one can efficiently learn relationships between these metrics and multiple controlled variables.

- Using a dataset of measurements from over 3K parallel jobs, we compare the performance of two AL strategies, as well as their ability to reduce the prediction uncertainty for a given cumulative execution time. We confirm that the basic AL algorithm with no adjustment for the experiment cost can help efficiently construct regression models using only a modest number of experiments. However, the proposed cost-aware AL algorithm can provide sig-
significant advantages: for a range of total cost values, it will greatly reduce prediction errors, with the maximum reduction of 38% observed on the selected datasets.

The remainder of this chapter is organized as follows: In Section 6.2, we provide a brief summary of the related work. Section 6.3 introduces the model that we use to construct GPRs over sets of measurement points, and Section 6.4 describes the particular technologies that we leverage to implement the model and also collect experimental performance and energy consumption data. Section 6.5 presents our application of several compelling AL algorithms to the collected datasets. We pay special attention to the AL “progress”, and describe several metrics which help track how AL algorithms converge as the number of experiments increases. We conclude the chapter and propose directions future work in Section 6.6.

6.2 Related Work

6.2.1 Active Learning and Regression Training

AL is also sometimes referred to as optimal experimental design. In [89], the author summarizes existing approaches in AL, primarily in the context of classification problems. The existing AL methods are referred to as Query Synthesis, Stream-based Sampling, and Pool-based Sampling.

In [78], the authors develop an AL system for learning regressions in studies where remote sensing data is analyzed to provide insights about biophysical parameters.

Regression analysis is typically used to fit a curve – linear, quadratic, cubic, etc. – through a dataset to predict future data. It is often assumed that the dependent variable, also known as response, behaves roughly according to one of these types of relationships with respect to controlled variables (sometimes called features). GPR provides a finer approach to regression learning where no such assumption is made and this relationship might be more complex (e.g., linear in one region of the input space and non-linear in adjacent regions). In GPR theory, the learning of a regressor is formulated in terms of a Bayesian estimation problem (summarized in Section 6.3).
6.2.2 Performance Analysis

Raj Jain in [56] lays the foundation for experimental design in computer and network performance studies. The following classes of designs are described: simple designs (vary one factor at a time), \(2^k\) full factorial design, and \(2^{k-p}\) fractional factorial designs. Fractional factorial designs present a way to run less than the full number of possible experiments, but, unlike our work, do so in a static way: the set of desired experiments is determined \(a \text{ priori}\) from the factors and their levels. These designs do not change as measurements become available. The advantage to this type of design is that experiments can be arranged to specifically test for the effects (or lack of effect) of individual factors and combinations of factors, and multiple experiments can run in parallel. The downside is that the number of experiments does not typically represent the variation present in empirical data, and the selected experiment points do not necessarily represent the most “interesting” parts of the input space in terms of deviating from expected behavior. It is also difficult to create designs for factors that have more than two or three levels, and especially difficult when different factors have different numbers of level. The approach described in this chapter is much easier to apply to experiments with many factor levels and is naturally adapted to running fewer experiments in situations where there is less variation in the results.

6.2.3 Response Surface Method

In [97], the authors introduce the Response Surface Method (RSM), which is also a type of “optimal experiment design” that is related to our work in that it helps choose future experiments based on the measurements recorded so far. However, it fundamentally differs from our work: we seek to characterize the entire problem space with reasonably high accuracy, while RSM is designed to search for combinations of factors that allow reaching specified goals. In this respect, it resembles an optimization process, where “sampling” from the space corresponds to running more (possibly expensive) experiments.
6.3 General Formulation for Non-deterministic Active Learning

In [28], the authors provide a foundation for AL in regression problems. They introduce the Expected Model Change Maximization (EMCM) scheme which is based on the following selection criterion:

$$x^* = \arg \max_{x \in \text{pool}} \left( \frac{1}{K} \sum_{k=1}^{K} \| (f(x) - f_k(x))x \| \right)$$  \hspace{1cm} (6.1)

This formula uses differences between $f(x)$, the values predicted using the primary regression model learned from the data, and $f_k(x)$, the predictions obtained using $k$ “weak” learners, at points $x$. Functions $f(x)$ and $f_k(x)$ differ in the amount of training data they utilize: $f(x)$ is trained using all of the available data, while the ensemble $\{f_k(x)\}_{k=1..K}$ is trained with $K$ subsets of the data generated via random sampling (with replacement). That study shows that the expression being maximized in (6.1) approximates the “model change” – the change of the regression parameters $\theta$ which occurs after a new datapoint $x$ is added to the dataset and the model is retrained (where the model is fit to the data by minimizing the sum of squared differences between measurements and predictions).

Below we provide our analysis of EMCM and list the potential shortcomings of the method. It is difficult to use this method, as it is described, in performance studies for the following reasons:

- The quality of the learned regression models is evaluated using the widely-used Root Mean Squared Error (RMSE) metric:

$$RMSE = \sqrt{\frac{1}{|T|} \sum_{k=1}^{|T|} (f(x_i) - y_i)^2}$$  \hspace{1cm} (6.2)

where $|T|$ denotes the size of the test set and $y_i$ is the ground truth of the example $x_i$. This evaluation, in principle, implies a single prediction $f(x_i)$ and a single ground truth value $y_i$ for every value of $x_i$. A more general approach is required for problems where the regression learning algorithm produces a distribution of predictions (i.e. predicts the probability density function $p_{x_i}$) and where the algorithm needs to be compatible with...
datasets with multiple \( y \) values for the same \( x \), representing repeated measurements of a noisy function.

- Once a point \((x_i, y_i)\) is added to the training set, it is excluded from the pool of potential future candidates for AL. In contrast, when noisy functions are studied, AL algorithms need to be able to return to points already included in the dataset and recommend obtaining additional measurements if the variance observed or predicted at those points is high.

These limitations make it difficult to run EMCM on a wide range of datasets with measurements of performance, energy consumption, memory usage, and similar quantities. In many cases, the non-deterministic nature of computer and network performance requires obtaining repeated, often numerous, measurements in order to draw reliable conclusions. Moreover, the EMCM’s \( K \) weak learners effectively provide a Monte Carlo estimate of variance, which is especially noisy when the training set is small.

An attractive alternative is documented in [78]. The authors leverage Gaussian Process Regression (GPR) for selecting the most “difficult” samples. That study relies on the Bayesian principle for estimating the posterior distribution of predictions given a simple prior for regression parameters. In that process, the authors pay special attention to hyperparameters – the parameters that define the prior distribution and characterize the noise in the data. Those hyperparameters have a significant impact on how GPR-based models are created, and influence what experiments are selected for learning in AL algorithms. However, that paper does not explain what algorithms can be used to find optimal values of GPR hyperparameters.

Chapter 5 in [79] provides a detailed description of optimization techniques for “model selection”, which refers to the process of fitting hyperparameters. Two approaches are considered: the Bayesian inference with marginal likelihood and the cross-validation (CV) with pseudo-likelihood. While the former attempts to maximize the probability of the observations given the assumptions of the model, the latter typically uses the leave-one-out scheme (LOO-CV) and the squared error loss function. In its approach, the latter greatly resembles the EMCM method which constructs an
ensemble of weak learners. Below we summarize the Bayesian hyperparameter fitting, the method we choose to focus on in this study (we leave the empirical comparison of the two methods for our future work).

Let $X$ and $y$ be the design matrix (where the columns are the vectors of input values) and the vector of the response measurements, respectively. The objective is to find the underlying function $f(x)$ which best “explains” the measurements which are assumed to include Gaussian noise:

$$y = f(X) + \mathcal{N}(0, \sigma^2_n), \quad (6.3)$$

where $\sigma^2_n$ is the variance of the noise. For an unknown input vector $x_*$, the posterior distribution for individual predictions $f(x_*)$ takes form of a multivariate Gaussian distribution:

$$p(f(x_*)|x_*, X, y) \sim \mathcal{N}(\mu_*, \sigma^2_*), \quad (6.4)$$

where

$$\mu_* = k^T_* K^{-1} y, \quad (6.5)$$

$$\sigma^2_* = k_{**} - k^T_* K^{-1} k_* \quad (6.6)$$

$$K_y = K + \sigma^2_n I. \quad (6.7)$$

The critical role in the estimation of these parameters is played by the covariance function $k(x_p, x_q)$. A covariance matrix:

$$[K]_{ij} = k(x_i, x_j), \text{ for all columns } x_i \text{ and } x_j \text{ in } X, \quad (6.8)$$

a covariance vector:

$$[k_*]_i = k(x_*, x_i), \text{ for all columns } x_i \text{ in } X, \quad (6.9)$$

and a scalar,

$$k_{**} = k(x_*, x_*) \quad (6.10)$$
are calculated using the selected function $k(x_p, x_q)$.

Both [78] and [79] describe the squared exponential (also referred to as the radial basis function or RBF) as a common choice of the covariance function:

$$k(x_p, x_q) = \sigma_f^2 \exp \left( -\frac{|x_p - x_q|^2}{2l^2} \right),$$  \hspace{1cm} (6.11)

where the length scale $l$ and the amplitude $\sigma_f^2$ are hyperparameters, along with the noise level $\sigma_n^2$. Appropriate values need to be selected for all three hyperparameters in order for the regression to match the given dataset $(X, y)$ and be able to produce reliable predictions.

According to the Bayesian inference with marginal likelihood, the following quantity, referred to as the log marginal likelihood (LML), is minimized with respect to the hyperparameters:

$$\log p(y|X, l, \sigma_f^2, \sigma_n^2) = -\frac{1}{2} \left( y^T K_y^{-1} y + \log |K_y| \right) + C,$$  \hspace{1cm} (6.12)

$$(l, \sigma_f^2, \sigma_n^2) = \arg \min_{l, \sigma_f^2, \sigma_n^2} (\log p(y|X, l, \sigma_f^2, \sigma_n^2)).$$  \hspace{1cm} (6.13)

After solving this optimization problem and fitting the hyperparameters, we can use the constructed GPR model to obtain the mean and the variance of predictions for every input point $x$. Instead of the Monte Carlo criterion (6.1), at every iteration of AL we propose choosing $x$ for which the variance of predictions is the highest, with or without adjusting for the expected cost. In Section 6.5, we present two AL algorithms which we develop based on this idea and describe their performance. Our analysis shows that the proposed AL algorithms run as expected even when the number of data points is small, for instance, only a single measurement of a quantity of interest is available at the beginning (the situation where EMCM is unlikely to perform well).

6.4 Implementation

We developed a prototype capable of choosing experiment candidates based on AL with GPR for noisy performance and power data. The prototype, which is implemented in Python, allows us to analyze characteristics of large collections of computational jobs, as well as provides insights
into properties of the implemented AL algorithms. Although a detailed analysis of computational
requirements and the scalability of these algorithms is out of the scope of the current work (planned
for further research), we successfully analyzed numerous sequences with hundreds and thousands
of experiments.

The prototype, given a dataset with the design matrix $X$ and the vector of response values $y$,
partitions it into 3 sets: Initial (for initial regression training), Active (for one-at-a-time experiment
selection with AL), and Test (for prediction quality analysis). In our evaluation, we use random
partitioning with selected ratios between these sets. Thus, we typically used the Initial set with a
single experiment, which corresponds to realistic scenarios where in many performance studies an
application is first run on a new platform to verify correctness and the subsequent runs are used to
evaluate the performance. The Active and Test sets in our analysis split the remaining experiments
roughly with the 8:2 ratio.

In addition to single realizations of AL, our prototype is capable of running batches of random
partitions of the same dataset. The aggregate results, such as the average error and the average
cumulative cost of experiments, provide insights into how the AL process behaves independent of
the initial state (i.e. the partition properties) and allows us to compare alternative algorithms for
candidate selection.

To test the prototype and investigate the available tuning mechanisms in the developed
AL algorithms, we ran the prototype on two datasets which we collected from running parallel
computational jobs on the hardware available for short-term dedicated experiments and provisioned
via the CloudLab portal [33]. Below we describe in detail the leveraged technologies; in Section 6.5.1
we characterize the collected datasets and provide our intuitions about them.

6.4.1 Leveraged Technologies

In order to gather practical empirical data for our analysis, we leveraged several existing
technologies:
• **CloudLab** [31]: Performance and power data were gathered on CloudLab, a facility that gives users exclusive bare-metal access to compute, storage, and network resources. Because access is exclusive, we could be certain that the data collected from our experiments was not significantly impacted by other users of the facility. CloudLab also provides power measurements at the server-level, a critical feature for the energy consumption modeling in this study. We collect power traces with frequent recordings of the instantaneous power draw (in Watts) from the on-board IPMI sensors and infer per-job energy consumption estimates (in Joules) using the recorded timestamps.

• **HPGMG** [17]: A robust and diverse benchmark that is designed to be representative of modern HPC applications. This benchmark is used to rank supercomputers and HPC systems based on geometric multigrid methods. We ran HPGMG-FE, the compute- and cache-intensive component which solves constant- and variable-coefficient elliptic problems on deformed meshes using Full Multigrid.

• **scikit-learn** [14]: A Python module with efficient tools for Machine Learning and data analysis. Specifically, we leverage the code for Gaussian Processes [15] in the latest development version (0.18.dev0).

We used the Wisconsin cluster on CloudLab to instantiate a 4-node homogeneous environment where every physical machine is equipped with 2 8-core Intel E5-2630 v3 Haswell CPUs, 128GB of RAM, and 10Gb NICs (full hardware description is provided at [6]).

We constructed a fully functional compute cluster out of the provisioned individual machines by installing and configuring the following software stack: NFS for sharing job input and output between the nodes, OpenMPI (ver. 1.10.0) for message passing, and SLURM (ver. 15.08) for resource management and scheduling. The latest stable versions of the PETSc library [20] and the HPGMG code were built and executed. In this configuration process, we relied on the infrastructure related to the Chef configuration management system [31] – the Chef-Cluster profile and the relevant cookbooks (bundles of installation and configuration scripts) developed in the previous work and
Table 6.1: The Parameters of the Analyzed Datasets.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Dataset: Performance</th>
<th>Dataset: Power</th>
</tr>
</thead>
<tbody>
<tr>
<td># Jobs</td>
<td>3246</td>
<td>640</td>
</tr>
<tr>
<td>Responses</td>
<td>Runtime (S)</td>
<td>Runtime (S), Energy (J)</td>
</tr>
<tr>
<td>Runetime, S</td>
<td>0.005 - 458.436</td>
<td>0.005 - 458.436</td>
</tr>
<tr>
<td>Energy, J</td>
<td>-</td>
<td>6.4e3 - 1.1e5</td>
</tr>
<tr>
<td>Operator:</td>
<td>poisson1, poisson2, poisson2affine</td>
<td></td>
</tr>
<tr>
<td>Global Problem Size:</td>
<td>1.7e3 - 1.1e9</td>
<td></td>
</tr>
<tr>
<td>NP:</td>
<td>1, 2, 4, 8, 16, 24, 32, 48, 64, 96, 128</td>
<td></td>
</tr>
<tr>
<td>CPU Frequency (GHz):</td>
<td>1.2, 1.5, 1.8, 2.1, 2.4</td>
<td></td>
</tr>
</tbody>
</table>

documented in [44].

HPGMG-FE jobs with different parameters (e.g., operator type, problem size, etc.) were organized into batches and submitted to the job queue, after which SLURM managed their execution on the available nodes. After completion, we collected all relevant information, including benchmark output, error logs, SLURM accounting information, power consumption traces, and system information. Then, we transferred that data from the cluster to a local workstation to plot it and analyze it using the developed AL algorithms.

6.5 Evaluation

6.5.1 Understanding the Dataset

For experimental evaluation, we run our prototype “offline”, consulting a database with the collected data. We demonstrate the advantages which AL algorithms can provide on these or similar datasets, while the target use case for practical applications is the “online” operation, where every iteration of AL includes selecting an experiment, running it, and using the experiment outcome to update the underlying GPR model.

Table 6.1 provides a high-level summary of the collected datasets. It lists all considered responses and controlled variables available in the datasets. It is worth mentioning that the intervals
in which Runtime, Global Problem Size, and NP (number of processes) change are relatively large, allowing us to explore the behavior of the application across a domain where the growth along some of the dimensions is significant. For instance, the runtime increases from its smallest recorded value to the largest by growing 5 orders of magnitude. Also, CPU Frequency varies from 1.2 to 2.4 GHz, which are the low and the high limits on the selected machines’ CPUs. The datasets include up to 3 repeated experiments for every combination of the controlled variables. The complete datasets, with up to 46 attributes for each job – controlled variables, job execution properties reported by SLURM (e.g., memory usage on every node), and the listed responses – are available in the CSV format at [39].

In order to validate our intuitions about this data, we fix the Operator variable (choose “poisson1”), select several levels of NP, and show these subsets on 3D plots in Fig. 6.1. These plots demonstrate that the variance in the Power dataset is much higher comparing to the Performance dataset. There are also fewer points in the Power dataset due to the fact that the collected power traces from the utilized machines had gaps and we excluded a number of jobs with insufficient number of corresponding power draw records (less than 10 for 60 seconds of computation). The per-job Total Energy estimates, obtained from the traces of instantaneous power draw via numerical integration, can be interpreted as approximation of the actual per-job energy consumption. Calibration of these estimates using measurements from a set of physical electrical power meters falls beyond the scope of the current analysis; it constitutes a context for an appealing future study where, in the AL terms, experiments for which physical measurements are available can be used in the modeling with higher confidence, while the derived IPMI-based estimates are marked with lower confidence and the corresponding experiments are recommended for repeated execution.

Fig. 6.2 shows the same subsets with log-transformed responses. The plot for the Performance dataset confirms the linear growth of Runtime along the problem size dimension, for which the plot also uses the log-transformed scale. One downside of this log-transformed representation is that it becomes difficult to see the growth along the frequency dimension, therefore, the original, non-log plot needs to be always referenced when AL decisions and GPR predictions in this space are
analyzed. As we can see, log-transformation does not significantly change the structure of the Power dataset.

In the remainder of the chapter, we describe how we use these datasets with log-transformed Runtime, Energy, and Global Problem Size for GPR and AL with one and two controlled variables.

Figure 6.1: Visualization of subsets from the analyzed datasets.

(a) Subset of jobs in Performance.

(b) Subset of jobs in Power.

Figure 6.2: Jobs from Fig. 6.1 shown with log-transformed Runtime and Energy.

(a) Subset of jobs in Performance.

(b) Subset of jobs in Power.
6.5.2 Regression Training and Active Learning

We aim to gain confidence about the reliability of the proposed AL algorithms by running our prototype on simple problems. We ensure that it works in 1D and 2D scenarios: the prototype receives subsets of the datasets where all but one and two controlled variables are fixed. Initially, we gain intuitions about the created one-variable GPR models by inspecting their visualizations (shown in Fig. 6.3). Then, we switch to the two-variable GPRs (depicted in Fig. 6.5) and describe the behavior of AL for pure variance reduction (without adjusting for the expected cost). An alternative strategy, which uses a cost efficient selection algorithm is developed and compared to the original strategy. Throughout this section we document the outlined progression and summarize our observations.

6.5.2.1 1D – Varying Problem Size

In 1D case, we choose to model how Runtime and Energy respond to changes in the Global Problem Size. We fix the rest of the variables (NP=32, Freq=2.4, Operator=’poisson1’), and use GPR to produce a regression with associated prediction mean and variance as functions of the problem size.

Fig. 6.3(a) shows four GPRs with different values of two hyperparameters, the length scale $l$ and the amplitude $\sigma_f$, which define the shape of the squared exponential defined in (6.11). The difference between the predictive mean curves is negligible. In contrast, the 95% confidence intervals (shown as: mean $\pm$ 2*standard deviation) are greatly impacted by the value of $l$: a decrease of $l$ leads to a significant increase in the uncertainty, characterized by the standard deviation of predictions, in areas between measurement points.

In Fig. 6.3(b), we can see that the growth of uncertainty can be exaggerated at the edge of the domain if there is no measurement nearby. “Clamped” at the existing points, the predictive distribution is so wide at the maximum problem size that we observe the difference not only for the confidence intervals but also for the predictive means with different hyperparameters. In choosing
values of hyperparameters to best fit the datasets, we rely on the scikit-learn’s implementation which
runs gradient ascent on the LML as described at [15]. This implementation finds hyperparameter
values from a domain with specified boundaries and, in order to increase reliability, repeats this
search multiple times, each time starting from a random point.

It is worth noting that when GPR is created using a small number of points, it may be
erroneously assumed that the measurements are noise-free because the dataset does not include
multiple \( y \) values for the same \( x \). The produced GPR will optimistically consider its predictions to
be exact, and the selected noise level may approach the machine precision. Further discussion of
this point is provided in Section 6.5.2.4.

In general, GPRs constructed on datasets with many points should be more reliable. As
described in [79], LML becomes more peaked with the growth of the dataset size. We can see that
finding the peak in the landscape shown in Fig. 6.4 which corresponds to the Performance subset
from Fig. 6.3(a), is a straightforward optimization problem with a unique global optimum. This
peak can be found using gradient ascend with a single randomly selected starting point.

Figure 6.3: Predictive distribution for 1D cross section of Performance dataset.

![Predictive Distributions for Gaussian Regression](image)

(a) Random Subset of 4 Points.

(b) Subset of jobs in Power.
6.5.2.2 2D – Varying Problem Size and Frequency

Instead of curves, we obtain GPR surfaces when we vary two factors. For each GPR solution, defined by a set of specific hyperparameters, we obtain 3 surfaces: the high bound for the confidence interval, the predictive mean, and the low bound for the confidence interval. Fig. 6.5(a) shows the bounds with green wireframes and the mean with the red wireframe between the two bounds. In this particular case, the four randomly selected training points are aligned with each other well enough to define a tight predictive distribution. Nowhere in this space the confidence interval is particularly wide. However, further away from the training points, e.g., where both Frequency and Problem Size are near their maximum values, the confidence interval bounds are further apart. These are the areas where AL should select candidates for subsequent experiments. All experiment candidates are depicted on this plot with vertical magenta lines connecting the confidence interval surfaces.

Fig. 6.5(b) depicts LML for this GPR. Comparing to the aforementioned landscape for the case with abundant data, this one is significantly more shallow. However, the identified peak yields a GPR model which behaves as expected: it has a reasonable predictive distribution, and, we are confident that its standard deviation can be used as a selection criterion in AL.
6.5.2.3 Monitoring Active Learning Progress

When we implement an Active Learning algorithm it is important to confirm that it indeed suggests an “interesting” sequence of experiments for learning. In other words, we need to monitor the steps taken by the algorithm and, at least in simple cases, compare its behavior with our expectations. In more difficult cases, e.g., when the number of varied variables is greater than two and we cannot easily visualize AL trajectories, we need to track metrics that characterize the learning progress. Such metrics will be used in making practical decisions such as whether to keep AL running or terminate it because the desired prediction accuracy is achieved.

We start by visualizing how AL chooses points in the 2D input space where Problem Size and Frequency are varied. Unlike the previous example, we consider a much larger dataset: a subset of points from the Performance dataset for which NP = 32 and Operator=‘poisson1’. This selection yields 251 jobs, which we randomly split into the Initial, Active, and Test sets. Fig. 6.6 depicts these sets and visualizes how AL suggests exploring this domain for 10 and 100 iterations. Each transition from one point to another in these sequences is shown with a colored arrow, starting with the blue-colored and progressing to the green-colored arrows. We can see that initially points from
the middle of the domain are not selected. In a star-like pattern, AL chooses experiments at the edges and, only after exhausting all edge points, progresses toward the middle. This is exactly the type of exploration that is intuitively employed by human experimenters, typically when there is no understanding of the relationships captured in the studied data, and often described in performance studies.

### 6.5.2.4 Interpretation of Results and Discussion

To understand AL’s progress, we monitor 3 selected quantities as follows:

- $\sigma_f(x)$ – Standard Deviation (SD) of the prediction distribution at selected AL candidates (should not be confused with $\sigma_f$, one of the GPR hyperparameters). In the AL algorithm discussed so far, these are the highest values found across all candidate points.

- $\frac{1}{|L|} \sum_{i=0}^{|L|} \sigma_f(x)$ – Arithmetic Mean of the Standard Deviation (AMSD) calculated across all points in the Active Set. Our initial analysis shows that a geometric mean can be used as an alternative metric, but it does not provide any significant advantages.
Figure 6.7: Strong influence of the limit on the noise-level $\sigma_n$ on the quality of AL. The increased limit helps eliminate the overfitting problem.

Figure 6.8: Comparing AL strategies: Variance Reduction and Cost Efficiency.

(a) Reduction of Error and Uncertainty.  
(b) Growth of Cumulative Cost and Cost-Error Tradeoff Curves.

- RMSE: Aggregate error on the Test set defined by (6.2).

All three metrics are evaluated for 10 repetitions of AL for different random partitions of the same Performance subset, and the results are depicted in Fig. 6.7(a). We immediately notice
that all three quantities seem to converge to their stable values after about 25 iterations (with small subsequent variations). However, we consider inadequate the behavior where $\sigma_{f(x)}$ drops to negligible values before the 5th iteration. Also, AMSD in many of the shown trajectories decreases significantly below its stable value of approximately $10^{-2}$. We explain this effect by the model overfitting: from the GPR’s perspective, a regression with a very small variance is produced. This happens because with fewer than 5 points the measurements often align well and the mean and the confidence interval bounds are close to each other. Even with more points, it is still possible to obtain random partitions containing no outliers or particularly skewed measurements, which can results in non-optimal AL decisions.

To eliminate the overfitting issue, we restrict the search space for the hyperparameter $\sigma_n$ in GPR. Specifically, we increase the lowest bound for the values which can be considered in gradient ascent. In contrast with Fig. 6.7(a), which shows properties of GPR with $\sigma_n \geq 10^{-8}$, we generate 10 new trajectories with this limit increased to $10^{-1}$ and show them in Fig. 6.7(b). The new trajectories do not demonstrate the aforementioned downsides. In this setting, AMSD becomes an important practical measure: when it converges (i.e. the average does not change significantly with additional AL iterations), AL can be terminated. The plots confirm that at that point RMSE will also converge to its stable value, and subsequent experiments may be considered excessive.

While the described fixed limit for $\sigma_n$ results in the desired behavior in our experiments, we believe that a more general solution should involve a limit that dynamically adjusts. For instance, we expect that the restriction: $\sigma_n \geq 1/\sqrt{(N)}$, where $N$ is the iteration counter, is a viable choice. In future work, we will investigate such limits and their implications.

AL which selects points with the highest SD is the approach which we refer to as Variance Reduction. Below we discuss our experience with an alternative cost-aware AL approach. In the cost-aware algorithm, rather than minimizing the variance we attempt to minimize the variance/cost ratio. While it may not be entirely clear how to define the cost in many other application domains, in performance analysis and computational science, certainly, longer experiments are more “expensive”. Therefore, Runtime and Total Energy, the same quantities we are predicting, can be
interpreted as cost approximations, as well as different measures of the resource utilization.

Since we work primarily with the log-transformed responses, the proposed variance/cost ratio takes the form:

$$x^* = \arg \max_{x \in \text{pool}} \left( \sigma_f(x) - \mu_f(x) \right),$$

(6.14)

where $\mu_f(x)$ and $\sigma_f(x)$ are the mean and the SD of the predictive distribution at point $x$. This selection criterion defines the AL algorithm which we refer to as Cost Efficiency. We expect that this algorithm will be less aggressive about SD minimization and lean toward smaller experiments rather than larger ones where such choice is appropriate.

We integrated the described algorithm into our prototype and performed the initial analysis. We ran both Variance Reduction and Cost Efficiency on 50 random partitions of the Performance subset shown in Fig. 6.6(b). Fig. 6.8(a) illustrates different trajectories of individual learning sequences. As expected, RMSE for Cost Efficiency does not converge as quickly as for Reduction Variance, neither does AMSD (we again used $\sigma_n \geq 10^{-1}$), but both quantities converge after approximately the same number of iterations. However, the cost for these algorithms, shown in Fig. 6.8(b), confirms that Cost Efficiency can be the algorithm of choice in cost-sensitive and cost-limited studies. The tradeoff curves shown in the same figure are meant to act as a practical tool for selecting one algorithm over the other. In other words, it can help an experimenter who relies on AL suggestions to see how aggressive the available selection algorithms can minimize the error for a given cost. What we infer from the intersecting curves is that Cost Efficiency initially selects several points that on average do not efficiently reduce the error. In the longer term, by learning from a larger set of smaller experiments as opposed to a smaller set of larger experiments, Cost Efficiency becomes the superior algorithm (lower cost and lower error), at least for a subrange of cost values. In the shown example, the curves intersect at the value of the cumulative cost of $C = 1626$ (total compute time in seconds * number of cores). After that point, Cost Efficiency outperforms Variance Reduction, where the relative difference between the two algorithms for any given cost reaches up to 38%. While it is difficult to see it on the log-scaled plot, this advantage is
also significant at many other points: at $2 \times C$, $3 \times C$, $5 \times C$, and $10 \times C$ it is 25%, 21%, 16%, and 13%, respectively. Eventually, the curves meet at the maximum cost, the point where all available experiments are used to create GPR models.

6.6 Summary

This chapter has shown how Active Learning can be effectively applied to regression problems in performance analysis. By combining AL and GPR, we have created a method that allows us to get high-confidence predictions across a large input space without the need for a static, and possibly inefficient, experiment design. This means that performance regression against expensive computations or with larger parameter sets, become more feasible.
Chapter 7

Applying Active Learning to Adaptive Mesh Refinement Simulations

Adaptive Mesh Refinement (AMR) which was first introduced in the 1980s, is a popular technique in many areas of modern science and engineering. AMR refers to the methods which increase the resolution of simulation in the regions of studied domains where it is most needed. It maintains computational grids, so-called meshes, coarse in the majority of a given domain, if possible, and refines only selected regions by covering them with finer meshes. AMR is designed to significantly reduce computational and storage requirements comparing to the methods that obtain solutions on uniform high-resolution meshes.

In AMR computations, it is difficult to predict how much refinement will be applied in a particular simulation. User-defined criteria for refinement at the mesh point level may result in short, medium, or long, including extremely long, simulations for the entire studied domain. Even experienced users are likely to struggle with choosing the sufficient amount of computational resources for experiments with such widely varying costs. As shown in Fig. 7.1 allowing one more level of refinement in shock-bubble simulations with AMR reveals fine features of the studying phenomenon at the expense of a 3.8x increase in the simulation time. It is certain that this growth factor will be different when we add yet another refinement level, but it is impossible to predict its magnitude without doing model fitting and extrapolation. Moreover, when we vary one of many physical parameters – in shock-bubble interactions: viscosity, size and density of the bubble, change of pressure at the shock front, among others – we also observe drastic, unpredictable changes in performance characteristics.
Figure 7.1: Visualization of a 2D shock-bubble interaction simulated using ForestClaw package. Switching from (a) to (b) allows to resolve finer features but increases the simulation wall clock time by the factor of 3.8.

(a) AMR simulation with up to 5 levels of mesh refinement.

(b) AMR simulation with up to 6 levels of mesh refinement.

Fig. 7.2 shows the level of detail we can observe in simulations with high degree of refinement. Such simulations typically have high memory requirements and can take a significant amount of time even on supercomputers and computing clusters. Such libraries as MPI [47] and OpenMP [37] power many AMR libraries and packages by accelerating these computations via the distributed-memory and the shared-memory parallelism, respectively. However, as the number of machines simultaneously used for these computations increases, the cost of these computational experiments, typically expressed in node-hours or core-hours, also grows. For large real-world applications, the total cost of a desired series of AMR simulations may exceed even fairly large allocations on supercomputers and be impractical. In our modeling and the proposed design-of-experiment analysis, we demonstrate how the magnitude and the variability of performance characteristics can be modeled and describe the practical approach to selecting the most informative and cost-efficient simulations. Our approach is aimed to deprioritize overly expensive computations if the studied characteristics can be predicted with sufficient accuracy. This optimization is vital in applications with modest time-to-solution and total compute budget constraints.
We extend the work described in the previous chapter and [40]. We use a combination of Gaussian Process Regression (GPR) [79] and Active Learning (AL) [89] as a method that allows us to obtain high-confidence predictions across a large input space without the need for a static, and most likely inefficient, experiment design. In this chapter, we describe how we apply this approach and the developed tools to a more challenging problem than the one studied previously (i.e. performance modeling for HPGMG benchmark [16]). We switch from GPR modeling with 2 parameters (we treated the problem size and the CPU frequency as input parameters) to the modeling with 5 parameters. The new input parameters, so-called features, include the following: the number of used processors, discretization box size, maximum level of refinement, bubble size, and bubble density (described in detail in Section 7.4). The last two are physical properties of the simulated shock-bubble interaction phenomenon, whereas the rest of them represent numerical and machine properties. In contrast with the modeling for a smooth function that we performed previously, we analyze the cost function that exhibits rapid, unpredictable growth along multiple dimensions in the aforementioned input space, and this growth occurs only at certain combinations of physical parameters, whereas the rest of the domain may appear relatively flat. With the cost
efficient AL algorithm presented in the previous chapter, we aim to perform sampling that is aware of the growth areas and cautiously selects candidate experiments near these areas. We expect the computational savings provided by this algorithm to be larger than the savings described in Chapter 6.

The remainder of this chapter is organized as follows: In Section 7.1 we summarize the related work. Section 7.2 presents the mathematical constructs used for GPR and AL, and Section 7.3 describes the practical aspects of our implementation of these constructs. Section 7.4 presents our evaluation of several AL algorithms running on a dataset with AMR simulation runtimes and costs. We investigate the AL “progress” and characterize the tradeoffs associated with the competing algorithms. We conclude the chapter in Section 7.5.

7.1 Background and Related Work

7.1.1 Adaptive Mesh Refinement Studies

Active Learning, described and evaluated in Chapter 6, appears to be an attractive way to acquire performance results and do necessary modeling for AMR simulations. There exist several approaches to AMR, including the block-structured and the tree-based AMR (e.g., see [1]), as well as many software tools for AMR, such as the libraries and packages listed at [30]. In our analysis, we focus on ForestClaw [24], the block-structured adaptive finite volume library for solving hyperbolic partial differential equations on mapped, logically Cartesian meshes. To achieve scalability, it uses p4est [26], the state-of-the-art library for grid management based on forests of quadtrees or octrees.

In [64], the authors describe Clawpack, an ecosystem of library and application code for solving nonlinear hyperbolic partial differential equations with high-resolution finite volume methods based on Riemann solvers and limiters, and also its components such as AMRClaw and ForestClaw. The performance and scalability of these and alternative solutions are investigated in many studies, including [24], [29], and [25]. To our knowledge, none of the existing studies considers running AMR simulations using Active Learning techniques.
7.1.2 Gaussian Processes

In addition to the studies referenced in Chapter 6, below we mention the relevant developments in the area of Gaussian Processes. In [52], the authors describe the Bayesian treed Gaussian processes where the treed partitioning algorithms help overcome the challenges associated with the stationarity of GPR (i.e. the fitting with the same covariance structure applied to the entire input space) and its growing computational complexity. Similarly, [76] describes a method for accelerating GPR training by partitioning the training data in local regions and learning independent local Gaussian models inspired by the locally weighted projection regressions. The primary goal of the analysis in [23] is to provide insights into the optimal fitting for heteroskedastic datasets that exhibit input-dependent noise. In [74], the authors study the construction of the models that are likely to yield sparse solutions and investigate fast GPR training algorithms. In all these studies, the computational cost is considered from the perspective of an individual fitting process. In contrast, we aim to improve the efficiency of AL processes where GPR is a building block rather than the end goal. Therefore, the aforementioned studies demonstrate the compatible optimizations and tools which will be beneficial in situations where our analysis tools are unable to process the studied datasets quickly enough. We will consider leveraging such tools in our future work.

7.2 Sequential Experimentation with Active Learning

To apply AL to the regression analysis for the AMR simulation cost, we use a process that produces estimates for both the mean and the standard deviation of the predictive distribution at each point in the selected input space. We use GPR, also referred to as kriging, for this process since it provides the desired information about the predictive posterior probability distribution. Below we summarize the mathematical constructs used in this modeling.

Let $X$ and $y$ be the design matrix (where the columns are the vectors of input values) and the vector of the response measurements, respectively. We aim to find the underlying function $f(x)$
which best fits the measurements with Gaussian noise:

\[ y = f(X) + N(0, \sigma^2_n) , \tag{7.1} \]

where \( \sigma^2_n \) – noise variance. For an arbitrary vector \( x_* \), the posterior distribution for individual predictions \( f(x_*) \) takes form of a multivariate Gaussian distribution:

\[ p(f(x_*|x_*, X, y) \sim N(\mu_*, \sigma^2 x_*)) , \tag{7.2} \]

with

\[ \mu_* = k^T_* K_y^{-1} y, \sigma^2_\ast = k_\ast \ast - k^T_* K_y^{-1} k_\ast, \text{ and } K_y = K + \sigma^2_n I. \tag{7.3} \]

The covariance function \( k(x_p, x_q) \) plays an important role in the parameter estimation in the following way. A covariance matrix:

\[ [K]_{ij} = k(x_i, x_j), \text{ for all columns } x_i \text{ and } x_j \text{ in } X, \tag{7.4} \]

a covariance vector:

\[ [k_*]_i = k(x_*, x_i), \text{ for all columns } x_i \text{ in } X, \tag{7.5} \]

and a scalar,

\[ k_\ast \ast = k(x_*, x_*) \tag{7.6} \]

are calculated using the selected function \( k(x_p, x_q) \).

Our choice of the covariance function is motivated by [78] and [79], where the authors describe the squared exponential (also referred to as the radial basis function or RBF) as a common solution:

\[ k(x_p, x_q) = \sigma_j^2 \exp \left( -\frac{|x_p - x_q|^2}{2l^2} \right) , \tag{7.7} \]

where the length scale \( l \), the amplitude \( \sigma_j^2 \), and the noise level \( \sigma^2_n \) are so-called hyperparameters. The hyperparameters need to be fitted, i.e. given appropriate values such that the resulting regression best matches the given dataset \((X, y)\). As an alternative to RBF, the authors in [52] and [80] consider the Matérn covariance function family and argue about its advantages, including the
controllable smoothness. In our future work, we plan to reproduce the evaluation analysis described
in Section 7.4 with the Matérn covariance functions.

According to the Bayesian inference with the marginal likelihood, the following quantity,
referred to as the log marginal likelihood (LML),

$$\log p(y|X, l, \sigma_f^2, \sigma_n^2) = -\frac{1}{2} \left(y^T K_y^{-1} y + \log |K_y| \right) + C,$$

(7.8)
is minimized with respect to the selected hyperparameters:

$$(l, \sigma_f^2, \sigma_n^2) = \arg \min_{l, \sigma_f^2, \sigma_n^2} \log p(y|X, l, \sigma_f^2, \sigma_n^2)).$$

(7.9)

After solving this optimization problem and fitting the hyperparameters, we can use the constructed
GPR model to obtain the mean and the standard deviation of predictions for every input point $x$.
According to AL algorithms, we then use these quantities to choose $x$ for which the standard
deviation of predictions is the highest, with or without adjusting for the corresponding cost.

7.3 Implementation and Collected Data

Similar to the prototype implementation described in Chapter 6, we perform our AL anal-
ysis in Python using the tools for Machine Learning and data analysis from the package called
scikit-learn [14]. Specifically, we use the code for Gaussian Processes [15] from the latest stable ver-
sion 0.18.1 (in comparison to 0.17 and older versions, this version provides the completely revised
Gaussian Process module and supports kernel engineering, among other features).

To drive the developed AL system, we partition the dataset, which we describe in detail
further in the current section, into 3 subsets: Initial (for initial regression training), Active (for
one-at-a-time experiment selection with AL), and Test (for prediction quality analysis). For each
run of AL, we use random partitioning with selected ratios between these sets. Thus, we choose the
1%:50%:49% ratios for the Initial, Active, and Test subsets, respectively, which yield the following
absolute numbers of experiments: 11, 595, and 583. 11 initial experiments correspond to realistic
scenarios where an application is first evaluated using a small batch of runs to verify the correctness
and gauge the magnitude and the variance of performance characteristics. The Active and Test sets in our analysis split the remaining experiments roughly with the 1:1 ratio.

After fitting the model on the initial set, our AL system repeats the following cycle: suggest a point for the next experiment, obtain the desired measurement for that experiment, and retrain the model with this measurement. This process guides the sequential exploration of the input space in an unpredictable yet efficient manner. Currently, the developed prototype runs in the “offline” mode and consults a database of precomputed performance samples. In future work, we will investigate the “online” mode, the target use case where the modeling runs alongside the job scheduler and helps suggest computations in real time.

In order to study the efficiency of the developed AL algorithms, we ran a large collection of shock-bubble situations with different parameters using the ForestClaw package. We ran over 1190 computational jobs on the supercomputer called Edison[75] at NERSC (the US National Energy Research Computing Center). These jobs were organized into batches of up to 100 jobs (in order to satisfy the queueing limit) and scheduled to run on Edison’s compute nodes (two-socket 12-core Intel “Ivy Bridge” processors running at 2.4 GHz and interconnected with the Cray Aries network with the Dragonfly topology running at 23.7 TB/s global bandwidth) using the supercomputer’s scheduler. After completion, we collected all relevant information, including ForestClaw output, error logs, and scheduler accounting information, and transferred it from the supercomputer to a local workstation in order to analyze it using the developed AL evaluation prototype.

Table[7.1] provides details of the collected dataset. It is worth mentioning that the intervals in which the responses and features change are relatively large, allowing us to explore the behavior of the application performance across a domain where the growth along some of the dimensions is significant. For instance, the computational cost, expressed in node-hours, of the most expensive experiment exceeds the cost of the least expensive experiment by the factor of 6.2e3. It is also worth noting that these 1190 simulations represent a subset of the total 1920 possible combinations of the values selected for these 5 features. Among the analyzed 1190 simulations, 590 jobs uniquely represent their parameter combinations, whereas the remaining 600 jobs provide 2 to 3 repetitive
Table 7.1: The Parameters of the Collected Dataset with 1190 shock-bubble simulations.

<table>
<thead>
<tr>
<th>Feature</th>
<th>min</th>
<th>median</th>
<th>mean</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$, # of nodes</td>
<td>4</td>
<td>8</td>
<td>11.8</td>
<td>32</td>
</tr>
<tr>
<td>$mx$, box size</td>
<td>8</td>
<td>16</td>
<td>17.1</td>
<td>32</td>
</tr>
<tr>
<td>$max_level$, max refinement level</td>
<td>3</td>
<td>5</td>
<td>4.55</td>
<td>6</td>
</tr>
<tr>
<td>$r0$, bubble size</td>
<td>0.2</td>
<td>0</td>
<td>0.34</td>
<td>0.50</td>
</tr>
<tr>
<td>$rho_in$, bubble density</td>
<td>0.02</td>
<td>0.10</td>
<td>0.17</td>
<td>0.50</td>
</tr>
<tr>
<td>Response: $wall_clock_time$, seconds</td>
<td>1.77</td>
<td>39.90</td>
<td>137.61</td>
<td>4262.73</td>
</tr>
<tr>
<td>Response: $cost$, node-hours</td>
<td>0.0019</td>
<td>0.0947</td>
<td>0.4564</td>
<td>11.8527</td>
</tr>
</tbody>
</table>

measurements of performance for 292 combinations, capturing the machine performance variability. Therefore, 882 studied combinations amount up to 46% of the total 1920 combinations, which we expect to provide sufficient data to adequately model and predict performance within the studied domain. To collect this dataset, we used over 30K core-hours from our existing allocation at NERSC. So far, we used only Edison nodes, but we can apply the same analysis to the Knights Landing [93] machines (e.g., on the Cori supercomputer at NERSC) to demonstrate the cost-efficient exploration of the new hardware architecture in our future work.

7.4 Evaluation

We showed 1D and 2D GPR modeling in Chapter 6. Below we demonstrate how the GPR models for the 5-feature input space represent the data points that lay along several selected cross sections. Fig. 7.3 depicts how the fitting improves as the AL process progresses and more data becomes available to train the models. These cross sections are generated by fixing values for all features except for the selected ones, $rho\_in$ and $max\_level$, and plugging ranges of numbers into the GPR-based predictors trained by the specific AL iteration counts. The black dots show all available data in the selected cross sections, whereas the red ones depict the experiments that have been included in the GPR fitting by the specific iterations labeled in the subfigure titles. From these plots, we can draw the following conclusion: for both features, 60 iterations provide enough data for GPRs to be trained on points that are not in these cross sections but lay nearby in the input.
Figure 7.3: Gaussian Process Regression fittings that improve as the Active Learning progresses. With more iterations, more data becomes available for fitting GPR hyperparameters.

(a) Varying scaled bubble density. (b) Varying scaled maximum level of refinement.

space and produce adequate models. The following iterations improve the curves but only slightly. Additionally, not only the predictive means (shown with blue lines) adjust to take the expected shapes, but also the confidence intervals (shown with yellow filled areas) shrink substantially as the iteration number increases. These experiments use the greedy AL selection algorithm which we refer to as Variance Reduction. In addition to studying individual AL “trajectories”, we analyze batches of random partitions. The aggregate quantities such as the average prediction error and the average cumulative cost of experiments provide insights into how the AL process behaves independent of the initial state (i.e. the partition properties) and allows us to draw statistical conclusions described in the remainder of this section.

In this batch mode, we look at three different algorithms for guiding experiment selection: the aforementioned Variance Reduction algorithm, which seeks to run experiments that are expected to purely reduce prediction uncertainty, the Cost Efficiency algorithm – an alternative approach that weights experiments by the expected cost (in terms of node-hours) in order to learn the
most information using the least amount of compute cycles, and Random algorithm, which we treat as the baseline, reference implementation (without the intelligent AL selection, sequential experiments are likely to be selected in a random, suboptimal manner). A human experimenter will rely on his intuitions and most likely outperform this Random selection in terms of the amount of useful information obtained from sampling in simple modeling problems. However, when a fairly complex function is studied in many dimensions, such intuitions provide diminishing returns, and human-driven sampling efforts inevitably degrade to random. For the Cost Efficiency algorithm, we consider several variations where the degree with which the expected cost influences the candidate selection in this algorithm can be controlled using a tunable parameter which we refer to as cost weight. The candidate selection in this algorithm can be defined as:

\[
x^* = \arg\max_{x \in \text{pool}} (\sigma_{f(x)} - C \cdot \mu_{f(x)}) \text{,}
\]

(7.10)

where the cost weight \( C \) was set to 1.0 in the evaluation described in Chapter 6. Considering that such cost “penalty” appeared to be too strong in the previous work, we consider multiple values between 0.0625 and 1.0 in the current analysis.

We compare these algorithms using the output of our AL system produced for 50 repetitions for the selected algorithms, where each repetition represents a random partitioning of the dataset. Fig. 7.4 illustrates the progress accomplished by each algorithm on reducing the uncertainty and the errors associated with GPR predictions. The filled areas depict the interquartile ranges (IQRs) for progress characteristics quantifying AL convergence, whereas the thick lines depict the medians for the selected metrics (for heavily skewed data such as the shown distributions, the median is viewed as a more representative measure of central tendency than the mean). We use the same metrics as in the evaluation presented in Chapter 6: the standard deviation of the prediction distribution at selected AL candidates, the arithmetic mean of the standard deviation calculated across all points in the Active set, RMSE – the root mean squared error for all points in the Test set, and cumulative cost of learned experiments. These metrics are shown in Fig. 7.4 in the order from top to bottom. Additionally, the tradeoff curves shown in Fig. 7.5 are meant to act as a practical tool for selecting
one algorithm over the others. What we infer from these curves is that Cost Efficiency initially demonstrates the efficiency that is similar to the level shown by other algorithms. After some initial training, by learning from a larger set of smaller experiments as opposed to a smaller set of larger experiments, Cost Efficiency becomes the superior algorithm (lower error for the same cost) for the majority of the AL process. This conclusion is the same as the one we arrived at when described the modeling for the HPGMG-FE benchmark in the previous chapter.

In studying the described dataset and the AL algorithms, we have observed that performing anisotropic GPR modeling, which refers to the process that allows the GPR hyperparameters to change differently along different dimensions of the input space, is a desirable improvement. In contrast with the isotropic modeling, which treats the length scale \( l \) hyperparameter as a scalar (i.e. the same value for every dimension), the notion of proximity of points in the studied input space should be different along different dimensions as the selected features use the ranges of values that significantly differ in magnitude: as shown in Table 7.1 for instance, \([4,32]\) for \( p \) is much larger than \([0.02, 0.50]\) for \( r \). However, in our experiments with anisotropic modeling, we observed that treating \( l \) as a 5-component vector instead of a scalar results in a significant increase of the fitting cost. In Fig. 7.6 (a), we show how much time such fittings require in a sample AL process. All shown measurements add up to roughly 1174 seconds. In order to reduce these modeling costs, we can scale all features to the unit cube, which is a common practice, and perform an isotropic fitting. The reduced computational costs associated with the process of fitting scalar \( l \) values (along with the amplitude and the noise level) is shown in Fig. 7.6 (b). This reduction in the number of hyperparameters leads to the reduction of the total computational time down to 447 seconds (approx. 62% reduction). This optimization certainly needs to be considered and used along with other fitting optimizations, for instance, varying the number of retries in the fit optimizer, when AL needs to repeatedly run on large datasets.

7.5 Summary

The main contributions of the analysis presented in the current chapter include:
• We obtain additional evidence that supports our argument for using Active Learning in combination with Gaussian Process Regressions to optimize sequences of computer experiments. We evaluate the developed analysis techniques in the context of learning and predicting the computational experiments for Adaptive Mesh Refinement simulations.

• We show how in the studied 5-feature input space the Cost Efficient algorithm for Active Learning can outperform its alternatives and provide significant reductions of prediction errors for a wide range of given computational budgets.

• We discuss how we can reduce the cost associated with the GPR modeling by switching from the anisotropic fitting to the isotropic while preserving its predictive power.

• As shown in Fig. 7.5, Random AL sampling works well: its prediction errors are comparable to the optimal error levels provided by the Cost Efficiency algorithms with small cost weights (0.25, 0.125, and 0.0625). Random sampling is likely to perform well due to the fact that it is allowed to select points in the expensive areas unlike the rest of the sampling algorithms. These points provide valuable information from the modeling perspective, whereas other algorithms, specifically Cost Efficiency, may treat high-cost measurements as rare outliers and never sample enough in the nearby areas. In the dataset that we study in this chapter, the number of expensive experiments is rather small, and therefore such experiments are easily under-sampled. In our future work, we plan to repeat the described evaluation on the subsets of this dataset with much higher ratios of expensive experiments. In such scenarios, AL with the Cost Efficient algorithm will not be able to focus purely on the cheap experiments, the ones that also provide minimal information for improving the modeling, and will be forced to navigate around fairly expensive experiments in an optimal way. In this synthetic analysis, we aim to gain additional valuable insights into the performance of AL algorithms and better understand the tradeoffs that we will likely observe when we proceed to running Active Learning for “online” performance analysis in future work.
Figure 7.4: Comparing Active Learning algorithms: Variance Reduction, Random, and several variations of Cost Efficiency with different cost weights.
Figure 7.5: Cost-Error tradeoff curves for the developed Active Learning algorithms.

Figure 7.6: Evaluating computational complexity of GPR fitting.

(a) Anisotropic fitting.

(b) Isotropic fitting.
Chapter 8

Conclusions and Future Work

8.1 Key Contributions

To address the challenges observed in research and experimentation that involve High Performance and Cloud Computing systems, we design and evaluate several system architecture and experimentation approaches as summarized below.

- **On rebalancing in multi-cloud environments:** We design a multi-cloud environment where virtual machines are distributed across multiple cloud infrastructures and work collaboratively to process High Throughput Computing workloads. We evaluate several rebalancing policies that guide these deployments towards desired configurations while having minimal negative impacts on the workloads.

- **On enabling balanced elasticity between computing environments:** We describe our analysis of interactions between portions of a shared cyberinfrastructure managed by diverse computing frameworks and present a novel architecture for resource sharing and optimization of resource usage. Using the developed discrete event simulator, we collect information that allows us to make reliable conclusions about the efficiency of the elasticity policies that can be employed to manage these interactions on a prototype implementation and on production deployments.

- **On designing a highly available configuration management systems:** We design an architecture for a highly available configuration management system that runs simulta-
neously on a local system and in a remote cloud. We deploy a prototype that uses Chef, a
popular modern configuration management system, where we aim to preserve the way this
system is used and create no unnecessary adoption barriers.

- **On using configuration management systems to configure computing environments:** While continuing our analysis on configuration management, we demonstrate how configuration management systems can help orchestrate software environments deployed on resources in such multi-site cyberinfrastructures as the CloudLab testbed. We show how Chef addresses customization issues encountered in the development and maintenance of complex software stacks designed for running on multiple hardware platforms.

- **On using Active Learning for performance analysis:** Proceeding beyond the provisioning and configuration of computing environments, we focus on the efficient performance analysis and benchmarking in such environments. We demonstrate how Active Learning can be used to empirically model and acquire new performance measurements. By combining Active Learning and Gaussian Process Regression, we create an efficient method that provides high-confidence predictions across large input spaces without the need for static, and possibly inefficient, experiment designs. This means that performance regressions against expensive computations or with larger parameter sets, become more feasible. Additionally, we apply Active Learning analysis to Adaptive Mesh Refinement simulations. By finding the Gaussian Process Regression fittings for a highly variable cost function in a 5-feature input space, we analyze a much more challenging problem than the one studies in our initial work described in Chapter 6. We show that the Cost Efficient algorithm for Active Learning in most cases also significantly outperforms its alternatives with respect to the prediction errors associated with a given compute budget. Tentatively, the material described in Chapter 7 will be used to prepare a paper submission for the IEEE Cluster 2017 conference.
8.2 Future Work

Chapters 3 and 7 document our most recent research and development efforts. Naturally, our primary future work ideas revolve around the possible improvements that can be applied to the technologies and methods used in elasticity managements and design of experiment using Active Learning.

In Chapter 3, we investigate interactions between portions of a shared cyberinfrastructure where elasticity polices can manage allocations and the resource sharing associated with such interactions. Experimenting with workload traces from various High Performance Computing centers and characterizing the behavior of the developed policies under the corresponding workloads constitute one of the directions in our future research. We will also consider the development of policies that take into account user-requested job wall clock times. However, we are skeptical of the accuracy of such estimates; e.g., for the workload from the Peregrine supercomputer deployed at the the National Renewable Energy Laboratory that we analyzed in Chapter 3, these estimates demonstrate extremely low accuracy: for over 50% of the jobs, the requested wall clock exceeds the actual wall clock by the factor of 19.2. While the accurate prediction of job runtimes is considered a difficult problem, and, to the best of our knowledge, there is no common practical solution employed in HPC environments for this purpose, we imagine that assigning heavier weights to the most recent jobs for each user, application, queue, etc., and predicting with acceptable accuracy whether the remaining runtimes are likely to exceed the Grace Period or not is feasible. Another direction to further improve the most efficient policy among the studied ones it to introduce a job prioritization that changes after jobs exceed their requested wall clock times. Similar to the scheduler configurations often used at HPC centers where such jobs are terminated after they exceed the requested time, another variation of the parallel-aware policy can deprioritize such jobs, and therefore increase the probability of preemption for the nodes on which they run. Finally, we will continue to experiment with the prototype and the developed simulator in order to obtain additional insights and gain confidence in the fact that the elasticity mechanisms are reliable and
intelligent before releasing them to the community of users on CloudLab and related testbeds.

In Chapters 6 and 7, we evaluate Active Learning techniques. We performed the experimentation in these studies “offline”: our Active Learning system consulted a database of precomputed performance samples. In contrast, the target use case is “online” where the next experiment must be scheduled. In future work, we plan to run some experiments in parallel at every iteration of Active Learning, which will add additional scheduling concerns and software engineering complexity and may indicate less greedy selection strategies but will lead to the reduction of the total learning time. Additionally, realistic simulations often involve continuous or near-continuous parameters, such that the active sets cannot be treated as finite. We expect that this could be handled by choosing the best option within a finite subset or, preferably, by using continuous optimization techniques. Gradient-based methods, which are available with GPR, would provide an important benefit for problems with high-dimensional parameter spaces, such as the configurations analyzed for Adaptive Mesh Refinement simulations in Chapter 7. We expect that the proposed techniques can also be generalized to perform cost-aware adaptive reduced order modeling for application-relevant response surfaces. In a separate study, we plan to rigorously investigate computational requirements of competing GPR methods and the incremental fitting techniques described in the literature, as well as the developed AL algorithms, and consider possible optimizations that will enable Active Learning on large datasets.
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