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Computational models are aiding in the advancement of science – from biological, to engineering, to social systems. To trust the predictions of computational models, however, we must understand how the errors in the models’ inputs (i.e., through measurement error) affect the output of the systems: we must quantify the uncertainty that results from these input errors. Uncertainty quantification (UQ) becomes computationally complex when there are many parameters in the model. In such cases it is useful to reduce the dimension of the problem by identifying unimportant parameters and disregarding them for UQ studies. This makes an otherwise intractable UQ problem tractable. Active subspaces extend this idea by identifying important linear combinations of parameters, enabling more powerful and effective dimension reduction. Although active subspaces give model insight and computational tractability for scalar-valued functions, it is not enough. This analysis does not extend to time-dependent systems. In this thesis we discuss time-dependent, dynamic active subspaces. We develop a methodology by which to compute and approximate dynamic active subspaces, and introduce the analytical form of dynamic active subspaces for two cases. To highlight these methods we find dynamic active subspaces for a linear harmonic oscillator and a nonlinear enzyme kinetics system.
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CHAPTER 1

1.1 INTRODUCTION

Computational models are aiding in the advancement of science – from biological, to engineering, to social systems. To trust the predictions of computational models, however, we must understand how the errors in the models’ inputs (i.e., through measurement error) affect the output of the systems: we must quantify the uncertainty that results from these input errors. Uncertainty quantification (UQ) becomes computationally expensive when there are many parameters in the model. In such cases it is useful to reduce the dimension of the model by identifying unimportant parameters and disregarding them for UQ studies. This makes an otherwise intractable UQ problem tractable. For time-dependent systems, these analyses are limited to local metrics that do not fully explore the parameter space, or global metrics that are either limited to a static point in time or to the sensitivity of individual parameters.

Active subspaces [11] identify linear combinations of the parameters that change the quantity of interest the most on average. The active subspace of a system can be exploited to identify coordinate-based global sensitivity metrics called activity scores [13] that provide comparable sensitivity analysis to existing metrics. The existing approach for extending active subspaces to time-dependent systems involves recomputing the active subspace at each time step of interest [33, 14]. This analysis requires sampling across the parameter space, approximating gradients, approximating an expectation, and eigendecomposing a matrix at
each time step. For complex time-dependent systems or for those with many parameters this can become computationally expensive.

Extending active subspaces to time-dependent systems will enable uncertainty quantification, sensitivity analysis, and parameter estimation for computational models that have explicit dependence on time. Understanding how linear combinations of the parameters change the quantity of interest over time could inform important discipline-specific insights. Such analysis would identify which linear combinations change the quantity of interest the most on average, and how those linear combinations change in time.

The contributions of this work. In this thesis we present a novel approach for uncertainty quantification and sensitivity analysis in time-dependent systems. We prove the existence of a dynamical system describing the dynamic active subspace in the cases of three linear dynamical systems.

For other time-dependent quantities of interest, we present and develop a methodology for approximating the dynamic active subspace with “data” in the form of the one-dimensional active subspace of a system at different points in time. We approximate the dynamic active subspace using this methodology for (i) a linear harmonic oscillator and (ii) the enzyme kinetics system. Our methodology provides a means by which to identify the linear combination of parameters that will change the function the most on average, and how the linear combination changes in time.

The concept of using data-driven recovery techniques to approximate a time-dependent sensitivity metric given snapshots of the sensitivity metric is, to the best of our knowledge, novel. Furthermore, the methodology presented in this work can be extended to develop time-dependent insight for other global sensitivity metrics. This intellectual and technical contribution of the novel ideas and methodology developed in this work lend to the advancement of uncertainty quantification and sensitivity analysis for time-dependent functions, with applications ranging from epidemiological studies, to chemical kinetics, to biological systems.
The remainder of this thesis proceeds as follows. We begin by reviewing existing global sensitivity analysis tools and related work and follow by defining the notation and vocabulary used in the paper. In Section 1.4 we detail the background information on active subspaces, dynamic mode decomposition (DMD), and sparse identification for nonlinear dynamical systems (SINDy). In Section 2.2 we prove the existence of the analytic form of three dynamic active subspaces. In Section 2.3 we propose the method of approximating dynamic active subspaces with DMD and SINDy. We discuss the benefits and drawbacks of such methods and conduct numerical experiments on the dynamic active subspace for an output of a linear and nonlinear dynamical system. We finish by drawing conclusions on the preceding work and detailing directions for future work.

A note to the reader The pronoun we will be used from the perspective of the authors. This choice is intended to directly include the reader in the instruction, analysis, and discussion of the following ideas.

1.2 EXISTING TOOLS AND RELATED WORK

Sensitivity analysis methods can be separated into local and global metrics. As discussed in [34], local sensitivity analysis is appropriate when the parameters of a model are known with little uncertainty. In such cases we can evaluate the partial derivative of the quantity of interest (QoI) with respect to its parameters to evaluate the relative change in the QoI with respect to each parameter. However, in many biological and engineering systems the input parameters are associated with a range of uncertainty or possibility; e.g. glycosis modeling [46], molecular systems [43, 3], battery chemistries [37], and HIV modeling [38]. In such cases a global sensitivity metric is necessary to understand the sensitivity of the system to its range of inputs. There are many existing global sensitivity analysis tools, including “One-At-A-Time” screening methods [23] such as the Morris method [36], the full factorial method [18], the analysis of variance (ANOVA) decomposition [29], Fourier Amplitude Sensitivity Test (FAST) [17], and active subspaces [13]. For a more detailed review of
global sensitivity analysis see [23] and [41].

Local and global metrics exist for sensitivity analysis of dynamical systems, as well. For a system of ordinary differential equations (ODEs), time-dependent local sensitivity metrics are given by the augmented ODE with additional terms for the partials of the states with respect to each parameter [21]. Similarly, [47] and [7] develop a time-dependent local sensitivity metric for evaluating the parameter dependence of dynamic population models. These metrics, along with others reviewed in [51], are local and only assess small perturbations from the nominal parameter values. Global sensitivity analyses of dynamical systems are often limited to analyzing an aspect of the system that is not time-dependent, such as the steady state [1] or known stages [28] of the system. For time-dependent analyses, the Fourier Amplitude Sensitivity Test (FAST) computes the time dependent variances of each state of a system. In [34], the Pearson Rank Correlation Coefficient [39] is computed at multiple points in time. These time-dependent analyses are limited to assessing the variance in or correlation between the QoI and each parameter in the system. In the case of a high-dimensional parameter space, these individual variances become difficult to assess.

1.3 NOTATION AND VOCABULARY

In this section we define the notation and vocabulary used throughout the remainder of the paper to create a means by which definitions and notations can easily be referenced. Although we define these terms below, they will also be explicitly detailed in the following sections.
\( \mathbf{p} \in \mathbb{R}^m \) \hspace{1cm} The \( m \) real-valued parameters of a scalar-valued quantity of interest. The upper and lower bounds of these parameters are given by \( \mathbf{p}_\ell \in \mathbb{R}^m \) and \( \mathbf{p}_u \in \mathbb{R}^m \), respectively.

\( f(t, \mathbf{p}) \) \hspace{1cm} \( f : \mathbb{R}^m \rightarrow \mathbb{R} \) The real-valued scalar quantity of interest dependent on \( m \) parameters \( \mathbf{p} \) and time. In the discussions of static active subspaces, this quantity of interest will not be dependent on time.

\( \rho(\mathbf{p}) \) \hspace{1cm} The joint probability density for the parameter space of \( f \). For example, in the below computations we assume that the parameters are distributed uniformly between \([\mathbf{p}_\ell, \mathbf{p}_u]\).

\( \nabla f \in \mathbb{R}^m \) \hspace{1cm} The gradient of \( f(\mathbf{p}, t) \) with respect to parameters \( \mathbf{p} \).

\( \mathbf{C} \in \mathbb{R}^{m \times m} \) \hspace{1cm} The matrix given by \( \int \nabla f \nabla f^T \rho(\mathbf{p}) d\mathbf{p} \).

\( \mathbf{W} \mathbf{A} \mathbf{W}^T \) \hspace{1cm} The eigendecomposition of \( \mathbf{C} \) with eigenvectors \( \mathbf{w}_i \) and eigenvalues \( \lambda_i \) for \( i = 1, 2, \ldots, m \).

\( \mathbf{W}_1 \in \mathbb{R}^{m \times k} \) \hspace{1cm} The \( k \) first eigenvectors of \( \mathbf{C} \) corresponding to the \( k \) largest eigenvalues. This is also referred to as the active subspace of \( f(t, \mathbf{p}) \).

DMD \hspace{1cm} Shorthand for dynamic mode decomposition and broadly used to refer to the method presented in [44] for approximating dynamics of dynamical systems from data.

\( \mathbf{u} \in \mathbb{R}^q \) \hspace{1cm} The \( q \) real-valued states of a dynamical system.

\( \dot{\mathbf{u}} \) \hspace{1cm} The \( q \) real-valued time derivatives of the states of a dynamical system.

\( g(\mathbf{u}) \) \hspace{1cm} \( g : \mathbb{R}^q \rightarrow \mathbb{R}^q \) The governing equations describing the time dependence of the states of the dynamical system.

\( \mathbf{X}_{\text{DMD}} \in \mathbb{R}^{q \times (n-1)} \) \hspace{1cm} Data matrix used in DMD consisting of observations of \( \mathbf{u} \in \mathbb{R}^q \) from time 0 to time \( n - 1 \). Note that in this data matrix, the observations are columns.
Data matrix used in DMD consisting of observations of \( u \) from time 1 to time \( n \). Note that in this data matrix, the observations are columns.

**SINDy**

Shorthand for *sparse identification for nonlinear dynamical systems* and broadly used to refer to the method presented in [4] for recovering the governing system of dynamical systems from data.

Data matrix used in SINDy consisting of observations of \( u \in \mathbb{R}^q \) at \( n \) points in time. Note that in this data matrix, the observations are rows.

Data matrix used in SINDy consisting of time derivatives of \( u \in \mathbb{R}^q \) at \( n \) points in time.

Library matrix used in SINDy consisting of \( p \) transformations of the columns of \( X_{SINDy} \in \mathbb{R}^{n \times q} \) according to candidate functions for the governing dynamical system.

An \( n \)th order monomial of the columns of \( X_{SINDy} \). For example, for a system of three states, \( u \in \mathbb{R}^3 = [x \ y \ z]^T \), \( \mathbf{X}^{P_2} = [x^2 \ xy \ xz \ y^2 \ yz \ z^2] \).

Coefficient matrix used in SINDy defining the contributing weight of functions in \( \Theta \) to the governing system \( g(u) \).

Shorthand for *dynamic active subspaces* and broadly used to refer to the active subspace of a time-dependent quantity of interest.

Used to refer to the one-dimensional dynamic active subspace of \( f(t, p) \), corresponding to the first eigenvector of matrix \( \mathbf{C} \) in time.
1.4 BACKGROUND

1.4.1 ACTIVE SUBSPACES

Consider a function \( f : \mathbb{R}^m \to \mathbb{R} \) that maps the inputs of a system, \( \mathbf{p} \in \mathbb{R}^m \), to a scalar output of interest (e.g., cell count, drug concentration, temperature). We assume that the parameters \( \mathbf{p} \) have joint probability density \( \rho(\mathbf{p}) : \mathbb{R}^m \mapsto \mathbb{R}^+ \). This density represents the uncertainty in the parameters. For example, if it is equally probable that the parameters take any value in the range of its lower and upper bounds, \( \mathbf{p}_L \) and \( \mathbf{p}_U \), respectively, then \( \mathbf{p} \sim \mathcal{U}(\mathbf{p}_L, \mathbf{p}_U) \).

We assume that \( f \) is continuously differentiable almost everywhere in the support of \( \rho \), and has square integrable derivatives. Active subspaces \([11]\) are eigenspaces of the matrix,

\[
C = \int \nabla f(\mathbf{p}) \nabla f(\mathbf{p})^T \rho(\mathbf{p}) d\mathbf{p} = \mathbf{W} \Lambda \mathbf{W}^T. \tag{1.1}
\]

The matrix \( C \) is the expectation of the outer product of the gradient of \( f \), and is symmetric and positive semidefinite. Thus the eigendecomposition of \( C \) yields real non-negative eigenvalues, \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m \), whose relationship to the function \( f \) is described by the following lemma.

**Lemma 1.4.1** (Lemma 3.1, Constantine, 2015 \([11]\)). The mean-squared directional derivative of \( f \) with respect to the eigenvector \( \mathbf{w}_i \) is equal to the corresponding eigenvalue,

\[
\int (\nabla f)^T \mathbf{w}_i \mathbf{w}_i \rho(\mathbf{p}) d\mathbf{p} = \lambda_i \tag{1.2}
\]

Assuming the largest eigenvalue \( \lambda_1 \) is unique, it indicates that \( \mathbf{w}_1 \) is the direction in the parameter space along which \( f \), changes the most on average. Let the eigendecomposition be partitioned by

\[
\Lambda = \begin{bmatrix} \Lambda_1 \\ \Lambda_2 \end{bmatrix}, \quad W = \begin{bmatrix} \mathbf{W}_1 & \mathbf{W}_2 \end{bmatrix}, \tag{1.3}
\]
where $\Lambda_1$ contains the $k < m$ largest eigenvalues and $W_1$ the corresponding $k$ eigenvectors. We define new parameters $y$ and $z$

$$y = W_1^T p \in \mathbb{R}^k, \quad z = W_2^T p \in \mathbb{R}^{m-k}. \quad (1.4)$$

The new parameters $y$ and $z$ are linear combinations of the original parameters $p$. The parameters $y$ are those that are most important in the following sense.

**Lemma 1.4.2** (Constantine, 2015). *The mean-squared gradients of $f$ with respect to $y$ and $z$ satisfy*

$$\int (\nabla_y f)^T (\nabla_y f) \rho(p) dp = \lambda_1 + \ldots + \lambda_k \quad (1.5)$$

$$\int (\nabla_z f)^T (\nabla_z f) \rho(p) dp = \lambda_{k+1} + \ldots + \lambda_m \quad (1.6)$$

Thus the parameters defined by $y$ are those for which the mean squared gradients of $f$ are largest in the 2-norm. Consider, for example, the case where $\lambda_{k+1} = \ldots = \lambda_m = 0$. In this case, the only directions in which the function changes are those defined by $W_1$.

Although finding the active subspace and principal component analysis (PCA) both involve the process of eigendecomposing a matrix, it is important to note that the two analyses are not the same. The matrix to be eigendecomposed in PCA is the covariance of the parameters $p$, whereas the matrix used to find the active subspace is that defined by (1.1). The most critical distinction between these two analyses is that PCA gives insight into the relationship between one parameter and another; active subspaces give insight into the relationship between the parameters and the function’s output.

### 1.4.1.1 Practicalities

In this section we discuss the practicalities of finding and estimating the active subspace. We address the convention of centering and normalizing the parameters $p$ and when to take the log-transform of the parameters. Additionally, we discuss the methods by which
we estimate (i) the gradient of $f$ with respect to $p$ and (ii) the integral (1.1) defining the active subspace.

**Normalizing the parameters** In the analysis we assume that $p \in [-1, 1]^m$. To satisfy this assumption in practice we often need to consider an initial map that shifts and scales the model’s natural parameter space to the normalized space. For parameters $p \in \mathbb{R}^m$ with upper and lower bounds $p_u, p_L$ respectively, the appropriate shifted and scaled parameters are given by

$$p^* = \frac{\text{diag}(p_u - p_l)p + (p_u + p_L)}{2}, \quad p^* \in [-1, 1]^m. \tag{1.7}$$

**Log-transform of parameter space** When the inputs of $f$ have units, as in the enzyme-kinetics system we study in Section 2.3.3, we take a log-transform of the parameter space. Such a decision is made from experience and insight with other dimensionalized systems. There is an interesting connection between the classical process of finding non-dimensional parameters for a physical system and identifying important linear combinations of parameters. Since the non-dimensional parameters are products of powers of the original parameters, a log-transform produces a linear combination of the logs of the original parameters. This implies that, for systems where the original parameters are amenable to non-dimensionalization, the log-transformed system depends only on a few linear combinations. Such structure is closely related to active subspaces; see [12] for a detailed discussion.

**Estimating gradients** In practice we do not have the analytic form of $\nabla f(p)$ and thus must approximate it. If this is the case one may approximate the gradient using first order forward finite differences,

$$\frac{\partial f}{\partial p_i} \approx \frac{f(p_i + h) - f(p_i)}{h}, \quad i = 1, 2, ..., m. \tag{1.8}$$

For dynamical systems with an analytical form $\nabla f(t, p)$ can be approximated by augmenting the original ODE system with the time derivative of the states’ partial derivatives. These
will be referred to as \textit{Gronwall Gradients} \cite{gronwall1919} and are detailed in Section \ref{sec:gradients}

\textbf{Estimating the expectation}  The expectation defined by the integral in \eqref{eq:exp_integral} must be approximated. For this paper we employ two methods for approximating this integral using (i) Monte Carlo and (ii) Gauss-Legendre quadrature. Both approximation rules are achieved by the following algorithm.

\begin{algorithm}
\textbf{Algorithm 1} Estimation of the active subspace.

Given $M$ quadrature weights $\omega_i \in \mathbb{R}$ and points $p_i \in \mathbb{R}^m$:

1. For each point $p_i$ compute the quantity of interest $f(p_i)$

2. Estimate the gradient $\nabla_p f_i = \nabla_p f(p_i)$.

3. Compute the matrix $\hat{C}$ and its eigenvalue decomposition,

$$
\hat{C} = \sum_{i=1}^{M} \omega_i \nabla_p f_i \nabla_p f_i^T = \hat{W} \hat{\Lambda} \hat{W}
$$

\end{algorithm}

The choice of $M$ depends on $f$ and the dimension of the parameter space. With Monte Carlo sampling, the points $p_i$ are randomly drawn according to density $\rho(p)$ with weights $\omega_i = \frac{1}{M}$. The estimate for $\hat{C}$ converges to $C$ like $O(M^{-1/2})$. When the dimension $m$ of $f$ is low, and when $f$ has sufficiently smooth derivatives we can achieve a much better approximation using a Gauss quadrature rule to approximate $C$. Here, $M$ nodes $p_i$ and weights $\omega_i$ are drawn \textit{per dimension} according to the tensor product Gauss-Legendre quadrature scheme. It is important to note that the number of nodes $M$ per dimension $m$ leads to $M^m$ total function evaluations and gradient approximations. The choice of $M$ again depends on $f$ and in practice one should conduct numerical convergence studies to find an appropriate $M$. We implement and focus on these two methods for approximating the active subspace, although additional approaches can be found in \cite{livne2018}.
1.4.2 GRONWALL GRADIENTS

Assume that the $q$ states of the dynamical system (1.12) are dependent upon at least one parameter $p$. In [21], Gronwall derives a system of ordinary differential equations that includes the dynamics of both the original state variables and of their partial derivatives, $\frac{\partial u_i}{\partial p}$. Numerically integrating the system provides an approximation for the partial derivatives of the state with respect to a parameter, $p$ as a function of time. In the case where there is more than one parameter, the system is easily extended to include the dynamics of these partial derivatives. This approach for approximating partial derivatives was developed as a local sensitivity metric, but can be used as an efficient way to approximate the gradient of a function.

1.4.2.1 Description of variables

Let the following system of $q$ differential equations describe the dynamics of the states $u_i$ over time for $i = 1, \ldots, q$ with parameters $p_k$ for $k = 1, \ldots, m$:

$$\frac{du_i}{dt} = g_i(t; u_1, \ldots, u_q; p_1, \ldots, p_m).$$

(1.10)

Let the initial conditions $u_i = u_i^0$ for $t = t_0$ and assume that for $j = 1, \ldots, q$ the partials $\frac{\partial g_i}{\partial u_j}$ and $\frac{\partial g_i}{\partial p_k}$ are continuous [21].

1.4.2.2 Extended dynamical system with partial derivatives

The partial derivative of state $u_i$ with respect to parameter $p_k$ is written $\frac{\partial u_i}{\partial p_k}$. The differential equation that describes the dynamics of these partials is as follows.

$$\frac{d}{dt} \left( \frac{\partial u_i}{\partial p_k} \right) = \sum_j \frac{\partial g_i}{\partial u_j}(t; u_1, \ldots, u_q; p_1, \ldots, p_m) \frac{\partial u_j}{\partial p_k} + \frac{\partial g_i}{\partial p_k}(t; u_1, \ldots, u_q; p_1, \ldots, p_m)$$

(1.11)

As defined, the initial conditions for all of the partial derivatives are zero. The dynamical system resulting from augmenting (1.10) with (1.11) has $q + (m \times q)$ states. The integration of this system will result in the solutions of the states in time and the solutions of the partials.
1.5 DATA-DRIVEN RECOVERY OF DYNAMICAL SYSTEMS

A parameterized dynamical system is a system in which the time dependence of the states is described by governing equations dependent on states and parameters. The vector form of (1.10) is written,

\[
\dot{u} = g(u, p), \quad u \in \mathbb{R}^q, \quad p \in \mathbb{R}^m, \quad g : \mathbb{R}^{q+m} \rightarrow \mathbb{R}^q.
\]  

(1.12)

In this form, \( \dot{u} \) denotes the time derivative of the states \( u \), and \( g \) denotes a continuous function of the states describing the governing time-dependence. The governing equations of dynamical systems enables in-depth analysis and computational simulations of the physical systems they model. However, in many systems the governing equations are not known. To address such situations, methods exist to recover the underlying dynamical system and predict future states from observations of the system with a local linear approximation [44]; recovering governing equations by solving a constrained optimization problem [49]; recovering governing equations through a sparse least squares problem [4]; nonlinear regression analysis [52]; iterative symbolic regression [45]; nonlinear adaptive projection onto a sparse basis [42]; and with embedding dimension and global equations of motion analysis [16]. Below we present the methods of: (i) dynamic mode decomposition (DMD) developed by Schmid [44] and further analyzed by Kutz, et al. in [30]; and (ii) sparse identification of nonlinear dynamical systems (SINDy) developed by Brunton et al. in [4]. We review these data-driven recovery methods to motivate their use for recovering and approximating the dynamics of time-dependent active subspaces.
1.5.1 DYNAMIC MODE DECOMPOSITION

Assume that we can observe a dynamic process with \( q \) state variables from which we can collect \( n \) snapshots of data. We further assume that the dynamical system (1.12) has corresponding discrete-time map given by

\[
\mathbf{u}_{k+1} = \mathbf{F}(\mathbf{u}_k). \tag{1.13}
\]

for \( k = 1, 2, 3, \ldots n - 1 \) time steps. DMD approximates this discrete-time map by

\[
\mathbf{u}_{k+1} \approx \mathbf{A}\mathbf{u}_k \tag{1.14}
\]

where \( \mathbf{A} \) minimizes \( ||\mathbf{u}_{k+1} - \mathbf{A}\mathbf{u}_k||_2 \) over the data snapshots. Although DMD can be used to provide insight into the dynamical system, we implement the algorithm to exploit only its ability to estimate states in between data snapshots and predict future states using the approximate discrete-time map given by (1.14).

The definition of the dynamic mode decomposition as given by [50] is:

\[
\text{Suppose we have a dynamical system (1.12) and two sets of data,}
\]

\[
\mathbf{X} = \begin{bmatrix} \mathbf{u}(t_1) & \mathbf{u}(t_2) & \ldots & \mathbf{u}(t_{n-1}) \end{bmatrix}, \tag{1.15}
\]

\[
\mathbf{X}' = \begin{bmatrix} \mathbf{u}'(t_2) & \mathbf{u}'(t_3) & \ldots & \mathbf{u}'(t_n) \end{bmatrix} \tag{1.16}
\]

so that \( \mathbf{u}'_k = \mathbf{F}(\mathbf{u}_k) \), where \( \mathbf{F} \) is the map in (1.13) corresponding to the evolution of (1.12) for time \( \Delta t \). DMD computes the leading eigendecomposition of the best-fit linear operator \( \mathbf{A} \) relating the data \( \mathbf{X}' \approx \mathbf{A}\mathbf{X} \):

\[
\mathbf{A} = \mathbf{X}'\mathbf{X}^\dagger. \tag{1.17}
\]

The DMD nodes, also called dynamic modes, are the eigenvectors of \( \mathbf{A} \), and each DMD node corresponds to a particular eigenvalue of \( \mathbf{A} \).

1.5.1.1 The method

We implement a simple approach to the DMD algorithm presented in [30]. The algorithm as-is in [30] consists of using a low-rank projection of \( \mathbf{A} \) onto its proper orthogonal
decomposition (POD) modes. For our application of DMD we want the full-dimensional representation of the dynamics and thus avoid this step, however it should be noted that for other applications Algorithm 1.1 in [30] can be used exactly.
Algorithm 2 Dynamic mode decomposition

Given matrices of snapshots $X$ and $X'$:

1. Take the singular value decomposition (SVD) of $X$:

$$X = U\Sigma V^T,$$  \hspace{1cm} (1.18)

2. Construct matrix $A$ from (1.17) with the pseudoinverse of $X$ given by the above SVD:

$$X^\dagger = V\Sigma^{-1}U^T,$$ \hspace{1cm} (1.19)

$$A = X'V\Sigma^{-1}U^T.$$ \hspace{1cm} (1.20)

3. Compute the eigendecomposition of $A$:

$$AW = W\Lambda,$$ \hspace{1cm} (1.21)

where the eigenvectors of $A$ are the columns of $W$ and the eigenvalues $\lambda_i$ are the diagonal entries of $\Lambda$.

4. Construct

$$\Phi = X'V\Sigma^{-1}W.$$ \hspace{1cm} (1.22)

5. The future states of the system are approximated by

$$x(t) \approx \sum_{k=1}^{r} \phi_k \exp(\omega_k t)b_k = \Phi \exp(\Omega t)b$$ \hspace{1cm} (1.23)

where $\omega_k = \ln(\lambda_k)/\Delta t$, and $b = \Phi^\dagger x_1$ where $b$ is the least-squares solution to $x_1 = \Phi b$.

Thus, given snapshots of a dynamical system in time, we can approximate the dynamics...
and future states with a locally linear approach given by dynamic mode decomposition.

1.5.2 SPARSE IDENTIFICATION OF NONLINEAR DYNAMICAL SYSTEMS

The method of sparse identification of nonlinear dynamical systems (SINDy) uses snapshots of a dynamical system to recover the governing equations of the system. We assume that we can observe and measure a time-dependent process of one or more states. For example, for the movement of an oscillator in three dimensional space, the state vector $u \in \mathbb{R}^3$ would have three components $x, y, z$. We aim to recover the governing system of equations for the dynamical system of interest.

1.5.2.1 Setting up the overdetermined least squares problem

We form the data matrix $X \in \mathbb{R}^{n \times q}$ by collecting observations of $u \in \mathbb{R}^q$ at $n$ points in time. We approximate the time derivative of these states in time using a differentiation scheme to form $\dot{X}$. In this paper we implement a first order forward difference scheme,

$$\dot{u}_i \approx \frac{u(t_i + h) - u(t_i)}{h}$$  \hspace{1cm} (1.24)

where $u_i$ are the observations at time $t_i$ and $h$ is the time-step used to compute derivatives. The authors of [4] suggest that when the snapshots are collected from a system with noise, a total variation regularized derivative scheme [8] should be used to compute $\dot{X}$.

We next construct the library matrix $\Theta \in \mathbb{R}^{n \times p}$. This library matrix is formed by taking $p$ functional transformations of the columns of $X$ and represents the possibilities of the functions which might be present in the true governing system $g$. Thus we have

$$X = \begin{bmatrix} u^T(t_1) \\ u^T(t_2) \\ \vdots \\ u^T(t_n) \end{bmatrix}, \quad \dot{X} = \begin{bmatrix} \dot{u}^T(t_1) \\ \dot{u}^T(t_2) \\ \vdots \\ \dot{u}^T(t_n) \end{bmatrix}$$ \hspace{1cm} (1.25)
\[ \Theta(X) = \begin{bmatrix} 1 & X & X^2 & X^3 & \cdots & \sin(X) & \cos(X) & \cdots \end{bmatrix}. \] (1.26)

The notation \( X^i \) indicates monomials of the states up to order \( i \). For example, for the states \( x, y, z \) of a system, \( X^2 = [x^2, y^2, z^2, xy, xz, yz] \).

We now seek a coefficient matrix \( \Xi = \mathbb{R}^{p \times q} \),

\[ \Xi = \begin{bmatrix} \xi_1 & \xi_1 & \cdots & \xi_q \end{bmatrix}, \quad \xi_i \in \mathbb{R}^p \] (1.27)

such that

\[ \dot{X} \approx \Theta(X)\Xi \] (1.28)

The coefficients of \( \Xi \) will thus indicate which, and how much, of the functions of \( \Theta \) are in the true governing equations, \( g(u) \). Given the various approximations present in the formulation of (1.28) (i.e., data observation errors, approximation of \( \dot{X} \), and errors in \( \Theta(X) \)), an exact solution is unlikely or impossible. Thus we seek a solution to the minimization problem given by

\[ \min_{\xi_i} \left\{ ||\dot{x}_i - \Theta(X)\xi_i||^2_2 + \alpha||\xi||_1 \right\}, \quad i = 1, 2, \cdots, q. \] (1.29)

**A note on the choice of functions in \( \Theta \)** The transformations chosen can be informed by intuition of the underlying physical system or of the observed dynamics. The authors of [4], however, argue that the library matrix can contain as many functional transformations as the user chooses. This argument is based on the experience that unnecessary functions present in \( \Theta \) will result in a corresponding 0 coefficient in \( \Xi \). If, however, a function present in the true governing equations is not included in the library matrix, it will be impossible to recover with this algorithm. If we know nothing about the true governing equations of the system from which we collect data, then we have no way to verify whether or not we are actually recovering the same system.
1.5.2.2 Sequential thresholded least squares

The method of sequential thresholded least squares was developed in [4] to solve the problem given by (1.29). At the heart of this algorithm is an assumption of sparsity in the space of all functions. The thresholding aspect of the method imposes this sparsity and aids in the recovery of the underlying dynamical system. As an example of how this sparsity may be imposed, consider the function \( e^x \approx 1 + x + \frac{x^2}{2} + \frac{x^3}{6} \). If we observed data from this function and formed the library matrix as \( \Theta(X) = \begin{bmatrix} e^X & 1 & X & X^2 & X^3 \end{bmatrix} \). A reasonable solution to (1.29) could either be \( \Xi = [1 \, 0 \, 0 \, 0 \, 0]^T \) or \( \Xi = [0 \, 1 \, 1 \, 1 \, 6]^T \). The solution vector identifying only \( e^x \), however, is most sparse. The following method has been developed for such examples and has been used to recover the governing dynamics of many systems [4].

**Algorithm 3** Sequential thresholded least squares [4]

Given \( \dot{X} \), \( \Theta(X) \), and parameters \( \lambda \) and \( k \):

1. Let \( \Xi_0 \) be the least squares solution to the problem,

\[
\min_{\Xi} \| \dot{X} - \Theta(X)\Xi \|_2^2. \tag{1.30}
\]

2. Repeat \( k \) times:
   
   (a) For all entries \( \xi_{i,j} \) of matrix \( \Xi \), if \( \xi_{i,j} < \lambda \), update such that \( \xi_{i,j} = 0 \).

   (b) for each column \( \xi_j \) of \( \Xi \) and column \( \dot{u}_j \) of \( \dot{X} \):

   (i) Let \( r_1, \ldots, r_\ell \) be the rows of \( \xi_j \) whose entries are not equal to zero. Let \( \xi^\ast \) be the column vector whose rows are the corresponding nonzero entries of \( \xi_j \).

   (ii) Let \( \Theta^\ast \) be the matrix whose columns are the columns \( r_1, \ldots, r_\ell \) of \( \Theta \).

   (iii) Update \( \xi^\ast = \text{least squares}(\dot{u}_j, \Theta^\ast) \).
The coefficient matrix, $\Xi$ returned from Algorithm 3 indicates which functions of the library matrix are in the true governing equations, $g(x)$. For example, in a three state system where

$$
\Xi = \begin{bmatrix}
0 & 3 & 22 \\
6 & 0 & 9 \\
0 & 0.8 & 2
\end{bmatrix}, \Theta = \begin{bmatrix}
\sin x & xy & z^3
\end{bmatrix},
$$

the governing equations recovered by SINDy would be

\begin{align*}
\dot{x} &= 6xy \\
\dot{y} &= 3\sin x + 0.8z^3 \\
\dot{z} &= 22\sin x + 9xy + z^3
\end{align*}

**Practicalities**

**Assumption of sparsity** The choice of using this method to solve the overdetermined least squares problem is based on a few assumptions that are necessary to address. The first assumption is that the functions composing the governing system $g(x)$ are within the library matrix $\Theta$. The second assumption is that the true governing system is sparse in the space of all functions. This means that of all possible functions, the governing equations of the dynamical system will only be composed of a few. The validity of this assumption for the case in which we will employ the algorithm will be discussed in Section 1.5.2.3.

**Choice of tuning parameter $\lambda$** The sequential thresholded least squares algorithm for solving the $\ell_1$ minimization problem given by (1.29) is extremely and unpredictably sensitive to the choice of $\lambda$. Because the values of the coefficient matrix are thresholded according to this parameter at each step, the choice of $\lambda$ will drastically affect the recovered dynamical system. This sensitivity and unpredictability of the choice of $\lambda$ is also what makes the complexity analysis of this algorithm difficult. The cost of each least squares computation at each iteration in the sequential thresholded least squares approach to the problem is determined by the size of the matrix and vector. These sizes are dependent on the value of $\lambda$. 

1.5.2.3 Least absolute shrinkage and selection operator (LASSO)

Although sequential thresholded least squares has been empirically shown to recover the governing dynamical system, the practicalities noted above make it difficult to understand how the method of SINDy can be translated to new problems. For example, to actually recover a dynamical system about which one has no intuition (stay tuned!), choosing an appropriate value for $\lambda$ can be difficult. Alternatively, if there is no system governing the observed dynamics, one may want to model the dynamics instead. In such a case, this notion of sparsity may be incorrect. Thus we attempt to find a solution to the $\ell_1$ minimization least squares problem (1.29) by taking advantage of the well-developed regression analysis methods developed to solve the problem of the least absolute shrinkage and selection operator (LASSO) [48] [22], defined as (1.29). For our purposes we use the Lasso function in python’s scikit-learn package. This method for solving (1.29) involves the tuning of the parameter $\alpha$ which controls the relative importance of the 1-norm of the solution. The effect of this parameter on the solution is studied in Section 2.3.3.

**Ill-conditioning** The $\Theta$ may be ill-conditioned. This ill conditioning affects the ability to recover a solution with least squares. To assist in the solution we impose the $\ell_1$ regularization condition defined by the $\alpha$ term in (1.29).

Now that we’ve presented the necessary background information on active subspaces and the data-driven recovery of dynamical systems techniques of DMD and SINDy, we proceed to introduce the idea of *dynamic active subspaces*. 
CHAPTER 2

2.1 DYNAMIC ACTIVE SUBSPACES

Active subspaces enable dimension reduction and sensitivity analysis for computational models. As is, this analysis does not explicitly extend to functions that are dependent on both parameter inputs and time. Extending active subspaces to time-dependent systems enables uncertainty quantification, sensitivity analysis, and parameter estimation for computational models that have explicit dependence on time.

2.1.1 The problem

To begin, consider a system of parameterized ordinary differential equations with $q$ states $u$ and $m$ parameters $p$,

\[ \dot{u} = g(u, p), \quad u \in \mathbb{R}^q, \quad p \in \mathbb{R}^m. \] (2.1)

Let us consider a specific time-dependent quantity of interest (QoI) of these states, dependent on states $u \in \mathbb{R}^q$ and parameters $p \in \mathbb{R}^m$. This QoI is defined as

\[ f(t, p) = F(u(t, p)) : \mathbb{R}^m \rightarrow \mathbb{R}. \] (2.2)

Note that $f$ can be a nonlinear function of the states, and that these states can be nonlinearly dependent on the parameters. In practice the solution $u(t, p)$ is numerically computed.
2.1.2 The proposed solution

The main idea Suppose we want to identify the linear combinations of the parameters that change the QoI the most on average, and we want to know how these linear combinations change in time. Doing so would identify the dynamic active subspaces (DyAS) and would give quantifiable insight into the parameter sensitivity of time-dependent systems. We propose and discuss the following three approaches to identifying dynamic active subspaces.

Computing DyAS at independent times One option to identify these time-dependent active subspaces is to independently compute them at each step in time. Specifically, we could find the QoI at time $t_0$, compute the active subspace, find the QoI at time $t_1$, compute the active subspace, find the QoI at time $t_2$, compute the active subspace, and repeat this until we reach final time $t_n$. Such analysis and identification has been done in [33] and [14]. This approach to finding time-dependent active subspaces, however, is extremely expensive, especially in systems with many parameters. This computation can be reduced by only computing active subspaces at “interesting” points in time (i.e., stages of a disease, transient dynamics, final time, time of maximum concentration). However, what is considered an “interesting” point in time for nominal parameter values might not be for other values in the parameter space.

Analytically defining DyAS Rather than computing the active subspace independently throughout time, consider the possibility of defining a time-dependent $C(t)$ with eigenvalues $\lambda_i(t)$ and a governing dynamical system for $w_i(t)$. The computation involved in computing the active subspace at each time step could be bypassed by simply integrating the dynamical system for $w_i(t)$. Classical analysis for dynamical systems could then give further insight into these dynamic active subspaces and, in turn, the physical systems from which they are derived. In Section 2.2, we present three cases for which we can use this approach to define DyAS.
Approximating the DyAS  In cases for which there does not exist an analytical form for the DyAS or for which there is no analytical form for the dynamical system, we can consider approximating the dynamics of the active subspace. Below we propose the use of DMD and SINDy (see Section 1.5 for details) to approximate the one-dimensional DyAS from snapshots of the first eigenvector of $C$ in time.

2.2 ANALYTIC DYNAMIC ACTIVE SUBSPACES

Just as we can describe the dynamics of the state space of a physical system with an ordinary differential equation, we propose similarly describing the dynamics of the state space of an eigenvector. An ODE describing the first eigenvector of $C$ over time would give an analytical form of the time derivative for the one-dimensional dynamic active subspace. Below we prove the existence of two such dynamical systems for dynamic active subspaces.

2.2.1 DyAS for an homogeneous linear dynamical system

Consider a linear dynamical system,

$$\dot{u} = Au, \quad u(0) = p, \quad u(t, p), \quad p \in \mathbb{R}^q, \quad A \in \mathbb{R}^{q \times q}. \tag{2.3}$$

The solution to this dynamical system is,

$$u(t, p) = e^{At} p. \tag{2.4}$$

Consider a time-dependent scalar output of the dynamical system, $f(t, p) = \phi^T u(t, p)$, for $\phi \in \mathbb{R}^q$. For example, where $f(t, p)$ is the $i$th state of the dynamical system, $\phi$ is the $i$th column of the identity matrix. Assume that the initial conditions of the dynamical system (2.3) have joint density $\rho(p)$. Thus the time-dependent scalar output of the parameterized dynamical system (2.3) is

$$f(t, p) = \phi^T e^{At} p. \tag{2.5}$$
The exact time-dependent gradient of $f$ is

$$\nabla f(t, p) = (e^{A t})^T \phi,$$  \hspace{1cm} (2.6)

and thus the time-dependent matrix $C(t)$ is,

$$C(t) = \int ((e^{A t})^T \phi) ((e^{A t})^T \phi)^T \rho(p) dp$$ \hspace{1cm} (2.7)

$$= \int ((e^{A t})^T \phi) (\phi^T e^{A t}) \rho(p) dp \hspace{1cm} (2.8)$$

$$= (e^{A t})^T \phi \phi^T \int \rho(p) dp \hspace{1cm} (2.9)$$

$$= (e^{A t})^T \phi \phi^T e^{A t}. \hspace{1cm} (2.10)$$

Note that $\text{Rank}(\phi \phi^T) = 1$ and thus $\text{Rank}(C(t)) = 1$. Therefore $C(t)$ has only one nonzero eigenvalue with corresponding normalized eigenvector,

$$v_1(t) = \frac{(e^{A t})^T \phi}{\| (e^{A t})^T \phi \|_2}. \hspace{1cm} (2.11)$$

This eigenvector is only unique up to a constant. Thus we seek a governing dynamical system for the unnormalized first eigenvector.

Let $w(t) = (e^{A t})^T \phi$. Then the dynamical system for the unnormalized first eigenvector of $C(t)$ is described by the linear dynamical system,

$$\dot{w}(t) = A^T w(t), \hspace{0.2cm} w(0) = \phi. \hspace{1cm} (2.12)$$

### 2.2.2 DyAS for an inhomogeneous linear dynamical system

Consider the inhomogeneous linear dynamical system,

$$\dot{u} = Au + p, \hspace{0.2cm} u(0) = \eta, \hspace{0.2cm} u(t, p), \eta, p \in \mathbb{R}^q, \hspace{0.2cm} A \in \mathbb{R}^{q \times q}. \hspace{1cm} (2.13)$$

For invertible $A$ the solution to this dynamical system is given by Duhamel’s Principle \[32],

$$u(t, p) = e^{At} \eta + A^{-1}(e^{At} - I)p. \hspace{1cm} (2.14)$$
Consider a time-dependent scalar output of the dynamical system, \( f(t, p) = \phi^T u(t, p) \), for \( \phi \in \mathbb{R}^n \). Assume that \( p \) has a joint density \( \rho(p) \). Thus the time-dependent scalar output of the parameterized dynamical system \( (2.13) \) is

\[
f(t, p) = \phi^T e^{At} \eta + \phi^T A^{-1}(e^{At} - I)p.
\]

The exact time-dependent gradients of \( f \) are

\[
\nabla f(t, p) = ((e^{At})^T - I)A^{-T}\phi,
\]

and thus the time-dependent matrix \( C(t) \) is given by

\[
C(t) = \int (((e^{At})^T - I)A^{-T}\phi) (((e^{At})^T - I)A^{-T}\phi)^T \rho(p) d\rho(p) \]

\[
= \int ((e^{At})^T - I)A^{-T}\phi\phi^T A^{-1}(e^{At} - I)\rho(p) d\rho(p) \]

\[
= ((e^{At})^T - I)A^{-T}\phi\phi^T A^{-1}(e^{At} - I) \int \rho(p) d\rho(p) \]

\[
= ((e^{At})^T - I)A^{-T} \phi\phi^T A^{-1}(e^{At} - I). \]

Note that \( \text{Rank}(\phi\phi^T) = 1 \) and thus \( \text{Rank}(C(t)) = 1 \). Therefore \( C(t) \) has only one nonzero eigenvalue, with corresponding normalized eigenvector,

\[
v_1(t) = \frac{((e^{At})^T - I)A^{-T}\phi}{\|(e^{At})^T - I)A^{-T}\phi\|_2}.
\]

This eigenvector is only unique up to a constant. Thus we seek a governing dynamical system for the unnormalized first eigenvector.

Let

\[
w(t) = ((e^{At})^T - I)A^{-T}\phi.
\]

Then the dynamical system of the unnormalized first eigenvector of \( C(t) \) is described by the inhomogeneous linear dynamical system,

\[
\dot{w}(t) = A^T w(t) + \phi, \quad w(0) = 0.
\]
Note that Duhamel’s principle on (2.23) yields
\[ w(t) = (e^{At})^T w_0 + A^{-T}((e^{At})^T - I)\phi = A^{-T}((e^{At})^T - I)\phi. \]

Consider \( A = W\Lambda W^{-1} \) and recall the definition of the matrix exponential \([32]\), \( e^{At} = We^{A}W^{-1} \). The expression for \( w(t) \) given by Duhamel’s principle is equivalent to (2.22),
\[
A^{-T}((e^{At})^T - I)\phi = A^{-T}(e^{At})^T\phi - A^{-T}\phi
\]
\[
= W^{-T}\Lambda^{-1}W^T W^{-T}e^{At}W^T\phi - A^{-T}\phi
\]
\[
= W^{-T}\Lambda^{-1}e^{At}W^T\phi - A^{-T}\phi
\]
\[
= W^{-T}e^{At}\Lambda^{-1}W^T\phi - A^{-T}\phi
\]
\[
= e^{AT}t A^{-T}\phi - A^{-T}\phi
\]
\[
= ((e^{At})^T - I)A^{-T}\phi.
\]

The analyses of sections 2.2.1 and 2.2.2 can be extended for the case where the parameters of an inhomogeneous linear dynamical system (2.13) are the initial conditions \( \eta \). Thus we prove the existence for the analytic form of the dynamic active subspace for three cases. For these specific problems, the cost of computing the active subspace at each time point of interest is avoided by simply evaluating a linear dynamical system which gives exactly the one-dimensional active subspace of the time-dependent QoI. The existence of the governing equations of the dynamic active subspace for these cases is directly comparable to the existence of an analytical static active subspace for a QoI with linear dependence on its parameters. As we saw in the above analyses, when the gradient of \( f \) is not parameter-dependent, the outer product in (1.1) can be pulled outside of the integral, and the resulting matrix will be rank-one. A rank-one \( C \) guarantees a one-dimensional active subspace.

However exciting as this may be (we think it’s pretty cool), we must acknowledge that these analytic forms exist (so far!) for three very specific cases. We would like to have a form of the dynamic active subspace for \textit{any} time dependent, differentiable QoI. Thus in the following section we propose a method for finding an approximate dynamic active subspace.
2.3 APPROXIMATING DYNAMIC ACTIVE SUBSPACES

In this section we propose the use of DMD (see Section 1.5.1) and SINDy (see Section 1.5.2) to approximate the dynamic active subspace.

2.3.1 Introduction to the methodology

The methods of DMD and SINDy to recover and approximate dynamics rely on a collection of snapshots of the system. In the case of dynamic active subspaces, these snapshots will be components of the first eigenvector of $C$ in time. We propose collecting these snapshots and using DMD and SINDy to approximate the dynamic active subspace between snapshots and predict future DyAS. Below we present the methodology.

**Methodology Approximating the dynamic active subspace**

1. Choose a quantity of interest from the parameterized dynamical system.

2. Augment the dynamical system with states for the partial derivatives to compute the Gronwall gradients (1.11) (Alternatively, use a finite difference method to approximate the gradients $\nabla f(p,t)$).

3. Identify a numerical integration rule for approximating $C$.

4. For each point $p_i$ in the set of integration nodes, integrate the dynamical system to compute $f(t_i, p_i)$ and $\nabla f(t_i, p_i)$ for each $t_i \in [t_1, t_2, t_3, \cdots, t_{n-1}, t_n]$.

5. For each $t_i$, estimate $C(t_i)$ and compute the first eigenvector $w(t_i)$.

   (a) If using SINDy to approximate the dynamics, estimate $C(t_i)$ and $w(t_i)$ at $n$ additional points in time, $[t_1 + h, t_2 + h, t_3 + h, \cdots, t_{n-1} + h, t_n + h]$ for small $h$. Note that $h$ is the time step used to approximate the time derivative for the dynamics of the eigenvector.
(6) Construct the data matrices with the first eigenvector $w$ at each $t_i$

For DMD:

(a) Construct $X_{DMD} \in \mathbb{R}^{m \times (n-1)}$ with the first $(n-1)$ eigenvectors:

$$X_{DMD} = \begin{bmatrix} w(t_1) & w(t_2) & \cdots & w(t_{n-2}) & w(t_{n-1}) \end{bmatrix}$$

(b) Construct $X'_{DMD} \in \mathbb{R}^{m \times (n-1)}$ with the last $(n-1)$ eigenvectors:

$$X'_{DMD} = \begin{bmatrix} w(t_1) & w(t_2) & \cdots & w(t_{n-1}) & w(t_n) \end{bmatrix}$$

For SINDy:

(a) Construct $X_{SINDy} \in \mathbb{R}^{n \times m}$ with the first eigenvector $w$ at $[t_1, t_2, t_3, \cdots, t_{n-1}, t_n]$:

$$X_{SINDy} = \begin{bmatrix} w(t_1)^T \\ w(t_2)^T \\ \vdots \\ w(t_{n-1})^T \\ w(t_n)^T \end{bmatrix}$$

(b) Use a first order finite difference scheme,

$$\dot{w}(t_i) \approx \frac{w(t_i + h) - w(t_i)}{h}$$

to construct $\dot{X}_{SINDy} \in \mathbb{R}^{n \times m}$:

$$\dot{X}_{SINDy} = \begin{bmatrix} \dot{w}(t_1)^T \\ \dot{w}(t_2)^T \\ \vdots \\ \dot{w}(t_{n-1})^T \\ \dot{w}(t_n)^T \end{bmatrix}$$
(7) Let $T \in \mathbb{R}^n$ be the vector of times at which to predict the dynamic active subspace. Use Algorithm 2 and/or Algorithm 3 to construct an approximation for the dynamic active subspace for all $t \in T$.

Below we demonstrate this methodology to approximate the dynamic active subspace for two dynamical systems: (i) a linear harmonic oscillator and (ii) an enzyme kinetics system.

### 2.3.2 Example: Linear Harmonic Oscillator

Consider a linear harmonic oscillator whose dynamics are given by

\[
\dot{u} = \begin{bmatrix}
-0.1 & -2 & 0 \\
2 & -0.1 & 0 \\
0 & 0 & -0.3
\end{bmatrix} u, \quad u(t_0) = p
\]  

\hspace{1cm} (2.24)

The initial conditions, $p \in \mathbb{R}^3$ are uncertain between the lower and upper bounds, $p_\ell = [0.96, 4.0, 8.0]^T$, $p_u = [1.44, 6.0, 12.0]^T$.

This dynamical system has an analytic solution given by

\[
u(t) = e^{At} p, \quad A = \begin{bmatrix}
-0.1 & -2 & 0 \\
2 & -0.1 & 0 \\
0 & 0 & -0.3
\end{bmatrix}.
\]  

\hspace{1cm} (2.25)

At nominal initial conditions, $p_{\text{nominal}} = [1.2, 5.0, 10.0]^T$, the trajectory of the linear harmonic oscillator in 3 dimensions is given by Figure 2.1.
Consider the $y$ component as the quantity of interest. Then for $\phi = [0, 1, 0]^T$, let

$$f(t, p) = \phi^T u = \phi^T e^{At} p.$$  \hfill (2.26)

Note that for this system with the initial conditions as parameters, the governing system of the dynamic active subspace is given by (2.12). For the sake of demonstrating the methodology for this simple example we ignore this until it comes time to evaluate our approximation.

The gradient of this function with respect to $p$ can be taken exactly from (2.26) for all time,

$$\nabla f(t, p) = e^{AT} \phi.$$  \hfill (2.27)

We will use this evaluation of the gradient to approximate $C$ with Algorithm 1 and Monte Carlo sampling. Although we would normally conduct a convergence study on the number of samples $M$ for our Monte Carlo approximation, it is not necessary in this case because we know that the gradients (2.27) are independent of our samples $p_i$. To have enough points to construct the shadow plot in Figure 2.2, we let $N = 50$. We assume that $p$ is uniformly distributed with upper and lower bounds 20% above and below the nominal values (see Table 2.1).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower Bound</th>
<th>Nominal Value</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>0.96</td>
<td>1.2</td>
<td>1.44</td>
</tr>
<tr>
<td>$y_0$</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
</tr>
<tr>
<td>$z_0$</td>
<td>8.0</td>
<td>10.0</td>
<td>12.0</td>
</tr>
</tbody>
</table>

**Table 2.1:** The initial conditions $\mathbf{p}$ in (2.26) have a uniform joint density with lower and upper bounds 20% below and above nominal values.

To examine and explain the different aspects of the active subspace, we first compute $C$ at time $t = 5$.

**Figure 2.2:** The eigenvalues (left) and first eigenvector (middle) of $C$ at time $t = 5$. Note that there is only one nonzero eigenvalue. The shadow plot (right) at this time shows the value of the linear harmonic oscillator $y$ coordinate as a function of a linear combination of possible initial conditions, $\mathbf{p}$.

The rightmost plot of Figure 2.2 shows the shadow plot for the active subspace at time $t = 5$. The shadow plot reveals the low-dimensional structure in $f(t = 5, \mathbf{p})$ by viewing the function evaluations in the direction defined by $\mathbf{w}$.

Given the methodology from Section 2.3.1, we seek to form data matrices using snapshots of the eigenvector $\mathbf{w}$ at $n$ points in time. We compute the first eigenvector from $t_0 = 0.001$ to $t_F = 10.0$ at 8000 points in time by independently computing the active subspace at each time step. The time-series of this eigenvector will be used as the “truth” to
which we will compare all future approximations. Figure 2.3 shows an interesting aspect of the computation. Using numpy’s \texttt{eig} function, the eigenvectors of \( C \) are normalized at each time step. Using snapshots from the left of Figure 2.3 will be problematic if aiming to use a linear approximation method (DMD) or a derivative-based method (SINDy) in recovering the dynamics. Following analysis from Section 2.2 we observe that multiplying the computed time series by the square root of the first computed eigenvalue of \( C \) yields the same dynamics given by the dynamical system (2.12). Thus in the following experiments we use this unnormalized form of the eigenvector to construct the data matrices for DMD and SINDy.

Important to note is that the sign of an eigenvector is not unique (an eigenvector is still an eigenvector if multiplied by negative one). Thus when computing eigenvectors for multiple points in time, we must normalize the sign of the eigenvector at each time step. We do so by checking,

\[
||w(t_i) + w(t_{i+1})||_2 > ||w(t_i) - w(t_{i+1})||_2. \tag{2.28}
\]

If (2.28) is true, \( w(t_{i+1}) \) is updated such that \( w(t_{i+1}) = -w(t_{i+1}) \). This ensures that any discontinuity observed in the time-dependent eigenvector is not due to a difference in signs.

**Figure 2.3:** (Left) the first eigenvector of \( C \) computed for the function (2.26) (Right) the first eigenvector after being multiplied by \( \sqrt{\lambda_0(t)} \).
2.3.2.1 Numerical Experiments

The methods of DMD and SINDy depend on data matrices formed with snapshots of the dynamical system in time. We test the accuracy of these methods in recovering the dynamic active subspace as a function of (i) the proportion of time the snapshots represent, i.e. snapshots from the first two out of ten seconds of a system would represent 0.2 of the data, and (ii) the number of samples in the data matrices.

In the following experiments we construct the data matrices $X_{DMD}$ and $X_{SINDy}$ with snapshots from proportions of the data from 0.1 to 1.0. For each proportion we also construct the data matrices with 10, 20, 30, 40, 50, 75, 100, 200, 500, 1000, 2000, and 5000 snapshots. In the implementation of SINDy we use scikit-learn’s Lasso function with $\alpha = 10^{-5}$. In order to construct a data matrix $X_{SINDy}$ with $N$ snapshots at times $t_0, t_1, \cdots, t_N$, we compute an additional $N$ eigenvectors at $t_0 + h, t_1 + h, \cdots, t_N + h$ for $h = 10^{-6}$ with which to approximate $\dot{X}$. The library matrix $\Theta$ is constructed with monomials of up to degree 5, trigonometric combinations of up to degree 3, and exponential combinations of up to degree 3. In Figure 2.4, the error for each experiment is computed as the maximum absolute error between the approximated dynamic active subspace, and the “true” active subspace computed at all 8000 time steps.
Figure 2.4: The maximum absolute error of the dynamic active subspace approximated by (left) DMD and (right) SINDy. The data matrices for each algorithm have been created with $N$ samples from $p$ proportion of the total time.

One of the reasons DMD and SINDy poorly approximate the dynamic active subspace when given few snapshots of data is due to the non-uniqueness of eigenvectors discussed above. For a small time step between computed eigenvectors (i.e., there are many snapshots), the normalization of signs by checking (2.28) ensures that the nearby eigenvectors have the same sign. However, when the time step between computed eigenvectors is large, the trajectory may have evolved significantly enough that (2.28) will not properly indicate what the sign “should” be. In such cases, the DMD and SINDy data matrices will be given snapshots that do not match the “true” state of the eigenvector.

2.3.3 Enzyme Kinetics

In this section we extend the methodology presented in Section 2.3.1 to a nonlinear dynamical system. The simple enzyme kinetics system given by (2.29) describes the chemical reaction of the catalysis of enzymes [26], and the reaction is written as,

$$ S + E \xrightleftharpoons[k^-]{k^+} ES \xrightarrow{k^c} P + E. $$

(2.29)
The reaction (2.29) is described by the system of nonlinear ordinary differential equations in (2.33).

\[
\begin{align*}
\frac{d[S]}{dt} &= -k^+[E][S] + k^- [ES] \\
\frac{d[E]}{dt} &= -k^+[E][S] + (k^- + k^e)[ES] \\
\frac{d[P]}{dt} &= k^e [ES] \\
\frac{d[ES]}{dt} &= k^+[E][S] - (k^- + k^e)[ES]
\end{align*}
\]

(2.30) (2.31) (2.32) (2.33)

Let us consider the concentration of [ES] in time our quantity of interest,

\[ f(t, p) = [ES](t, p) \]  

(2.34)

We assume that the parameters, \( p = [k^+, k^-, k^e]^T \) have uniform joint density with lower and upper bounds 50% below and above the nominal values (see Table 2.2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower Bound</th>
<th>Nominal Value</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k^+ )</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>( k^- )</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>( k^e )</td>
<td>0.05</td>
<td>0.1</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 2.2: The parameters \( p \) have uniform joint density with upper and lower bounds 50% above and below the nominal values.

**Approximation of \( C \)** Given that our quantity of interest only has 3 parameters, we approximate the integral in (1.1) with the tensor product Gauss-Legendre quadrature scheme. We conduct a numerical experiment to choose the number of quadrature points per dimension, \( M \), in approximating (1.1). We choose to use 7 quadrature points per dimension for a total number of \( 7^3 = 343 \) sample points (see Figure 2.5).
Figure 2.5: The convergence of the approximation to the integral in (1.1) for the number of nodes per dimension in the tensor product Gauss-Legendre quadrature scheme.
**Gradients** We augment the system of ODEs in (2.33) to include the Gronwall Gradients of each state with respect to each parameter according to (1.11).

\[
\frac{d}{dt} \begin{pmatrix}
[S] \\
[E] \\
P \\
[ES] \\
\frac{\partial [S]}{\partial k^+} \\
\frac{\partial [S]}{\partial k^-} \\
\frac{\partial [E]}{\partial k^+} \\
\frac{\partial [E]}{\partial k^-} \\
\frac{\partial [P]}{\partial k^+} \\
\frac{\partial [P]}{\partial k^-} \\
\frac{\partial [ES]}{\partial k^+} \\
\frac{\partial [ES]}{\partial k^-} \\
\frac{\partial [ES]}{\partial k^c} \\
\frac{\partial [ES]}{\partial k^c}
\end{pmatrix} = \begin{pmatrix}
-k^+ [E] [S] + k^- [ES] \\
-k^+ [E] [S] + (k^- + k^c) [ES] \\
k^+ [ES] \\
k^+ [E] [S] - (k^- + k^c) [ES] \\
-k^+ [E] \frac{\partial [S]}{\partial k^+} - k^+ [S] \frac{\partial [E]}{\partial k^+} + k^- \frac{\partial [ES]}{\partial k^+} - [E] [S] \\
-k^+ [E] \frac{\partial [S]}{\partial k^-} - k^+ [S] \frac{\partial [E]}{\partial k^-} + (k^- + k^c) \frac{\partial [ES]}{\partial k^-} - [E] [S] \\
k^c \frac{\partial [ES]}{\partial k^+} \\
k^+ [E] \frac{\partial [S]}{\partial k^+} + k^+ [S] \frac{\partial [E]}{\partial k^+} - (k^- + k^c) \frac{\partial [ES]}{\partial k^+} + [E] [S] \\
-k^+ [E] \frac{\partial [S]}{\partial k^-} - k^+ [S] \frac{\partial [E]}{\partial k^-} + k^- \frac{\partial [ES]}{\partial k^-} + [ES] \\
-k^+ [E] \frac{\partial [S]}{\partial k^-} - k^+ [S] \frac{\partial [E]}{\partial k^-} + (k^- + k^c) \frac{\partial [ES]}{\partial k^-} + [ES] \\
k^c \frac{\partial [ES]}{\partial k^-} \\
-k^+ [E] \frac{\partial [S]}{\partial k^c} - k^+ [S] \frac{\partial [E]}{\partial k^c} + k^- \frac{\partial [ES]}{\partial k^c} - [E] [S] \\
-k^+ [E] \frac{\partial [S]}{\partial k^c} - k^+ [S] \frac{\partial [E]}{\partial k^c} + (k^- + k^c) \frac{\partial [ES]}{\partial k^c} - [ES]
\end{pmatrix}
\]

(2.35)

We compare the solutions for the partial derivative of \( f \) with respect to the parameters numerically integrated from (2.35) with a second-order finite difference method for decreasing \( h \) as well as over time for a fixed \( h = 10^{-3} \) (Figure 2.6). We compare the wall clock time for each method (Figure 2.7).
Figure 2.6: (Left) the average absolute error over time between Gronwall Gradients and the second-order finite difference approximation for the gradient of $f$ with respect to parameters. (Right) the absolute error over time between Gronwall Gradients and the second-order finite difference approximation for the gradient of $f$ with respect to parameters for $h = 10^{-3}$.

Figure 2.7: The wallclock time in computing $M$ second-order finite difference approximations to the gradient versus integrating the augmented system in (2.35), averaged over 15 runs.

Given that, in this case, Gronwall Gradients are less expensive and comparably accurate to a second order finite difference method, we integrate the augmented system (2.35) to obtain $f(t, p)$ and $\nabla f(t, p)$.

We compute the first eigenvector of $C$ from $t_0 = 0.0$ to $t_F = 35.0$ at 8000 points in
time by independently computing the active subspace at each time step. The time-series of this eigenvector (with signs normalized according to (2.28)) will be used as the “truth” to which we will compare all future approximations. For the following experiments we begin our approximations from $t_0 = 0.001$ because the initial condition of $\nabla f$ for Gronwall Gradients is $\nabla f = 0$.

2.3.3.1 Numerical Experiments

We again test the accuracy of DMD and SINDy in recovering the dynamic active subspace as a function of (i) the proportion of time the snapshots represent, and (ii) the number of samples in the data matrices.

In the following experiments we construct the data matrices $X_{\text{DMD}}$ and $X_{\text{SINDy}}$ with snapshots from proportions of the data from 0.1 to 1.0. For each proportion we construct the data matrices from 10, 20, 30, 40, 50, 75, 100, 200, 500, 1000, 2000, and 5000 snapshots. To determine the influence of $\alpha$ in the accuracy of the SINDy approximation of the dynamic active subspace, we test the absolute relative error and wall clock time for an approximation with 30 snapshots from 60% of time for varying the $\alpha$ parameter in scikit-learn’s lasso function.

![SINDy α dependence](image)

**Figure 2.8:** The influence of varying $\alpha$ on the (left) cost and (right) absolute error of the approximation of the dynamic active subspace with SINDy.
We determine that for these experiments $\alpha = 10^{-7}$ provides the most accurate approximation with not significantly more cost (see Figure [2.8]). Thus in the implementation of SINDy we use scikit-learn’s lasso function with $\alpha = 10^{-7}$.

In order to construct a data matrix $X_{\text{SINDy}}$ with $N$ snapshots at times $t_0, t_1, \cdots, t_N$, we compute an additional $N$ eigenvectors at $t_0 + h, t_1 + h, \cdots, t_N + h$ for $h = 10^{-6}$ with which to approximate $\dot{X}$. In Figure [2.9] the error for each experiment is computed as the maximum absolute error between the approximated dynamic active subspace, and the “true” active subspace computed at all 8000 time steps. The library matrix $\Theta$ is constructed with monomials of up to degree 5, trigonometric combinations of up to degree 3, and exponential combinations of up to degree 3.

Figure 2.9: The maximum absolute error of the dynamic active subspace approximated by (left) DMD and (right) SINDy. The data matrices for each algorithm have been created with $N$ samples from $p$ proportion of the total time.

To understand the error in these approximations, we approximate the dynamic active subspace with 10 samples from the first 50% of time (Figure [2.10]). Recall that although there are 10 samples in the $X_{\text{SINDy}}$ data matrix, there were 20 active subspace computations.
Our methodology has shown to be effective in recovering the dynamic active subspace for (i) the linear case for which we also have the analytical form, and (ii) the nonlinear enzyme kinetics system.

In the linear case, Figure 2.4 shows that the dynamic active subspace can be recovered with DMD to within $10^{-8}$ from only ten samples from the first 10% of time. Conversely we see that SINDy is only ever able to recover the dynamic active subspace to within $10^{-2}$. Given that it is necessary to compute the active subspace at twice as many points in time for the SINDy approximation, it is clear that, for this case, DMD recovers the dynamic active subspace for less cost and with more accuracy than SINDy.

Figure 2.10: The (left) approximated dynamic active subspace and its (right) absolute error using (top) DMD and (bottom) SINDy. Solutions have been approximated with 10 samples from the first 50% of time.
In the nonlinear enzyme kinetics system Figure 2.9 shows that the dynamic active subspace can be recovered with SINDy to within $10^{-3}$ with 40 samples (80 including those used to approximate the derivative) from 60% of the total time. Conversely, we see that the approximation given by DMD is bounded below by $10^{-1}$. This example given in Figure 2.10 allows us to visualize what the error in Figure 2.9 means in the context of approximating the dynamic active subspace. We see that, qualitatively, both the DMD and SINDy approximations recover the dynamic active subspace fairly well. However, we see that the approximation found with SINDy overall captures the dynamic active subspace better than DMD.

DMD so accurately recovered the dynamic active subspace for the linear case due to the fact that the true dynamic active subspace is indeed a linear dynamical system. Furthermore, DMD accurately recovered the dynamic active subspace for the snapshots that were in some sense *post-processed* when multiplied by the square root of the time-dependent first eigenvalue. Without this scalar multiplier, the snapshots in DMD would not be from a linear dynamical system. We only knew that this was, in some sense, the correct scalar multiplier because of the analysis in Section 2.2. In all other cases, this insight into what the dynamic active subspace should be or look like does not exist.

SINDy, however, has accurately recovered the dynamic active subspace for the nonlinear case. In this case, it was not necessary to have any prior knowledge of the dynamic active subspace in order for the methodology to recover the dynamics both qualitatively and quantitatively well from very little data. In future applications of this work to analyze and understand other systems, it is recommended that one use the SINDy approach to estimate the dynamic active subspace. In these applications it has shown to provide approximations to the one-dimensional dynamic active subspace from little computation and to within $10^{-3}$. To fully assess the usefulness of this methodology on other systems, however, we must either find a mathematical guarantee of its ability to approximate the dynamics, or test it on bigger and more complex systems than those tested here.
2.5 CONCLUSIONS AND FUTURE WORK

In this thesis we have presented a novel approach for uncertainty quantification and sensitivity analysis in time-dependent systems. In the above sections we have discussed (i) the ideas and algorithms in finding the active subspace of a function, (ii) the use of Gronwall Gradients in approximating the gradient of a time-dependent function, and (iii) the methods of dynamic mode decomposition and sparse identification for nonlinear dynamical systems in recovering and approximating dynamical systems from data.

We have proven that, in the case where the QoI is a function of a linear dynamical system dependent on its initial conditions, or of an inhomogeneous linear dynamical system dependent on the inhomogeneous part of the system, there exists a dynamical system describing the dynamic active subspace.

For other time-dependent QoI, we have developed a methodology for approximating the dynamic active subspace given snapshots of the active subspace. We have approximated the dynamic active subspace using this methodology for (i) a linear harmonic oscillator and (ii) the enzyme kinetics system. We have quantitatively and qualitatively compared the recovered dynamic active subspace obtained with DMD and SINDy. We quantitatively assessed the tradeoff between the proportion of time represented in the data snapshots, and the number of snapshots, used in DMD and SINDy, and showed that for the linear harmonic oscillator, DMD was able to recover the dynamics with more accuracy and for less cost. Conversely, in the enzyme kinetics example, SINDy was able to recover the dynamics with more accuracy and for less cost.

The insight given from a time-dependent sensitivity metric allows for an in-depth understanding of the underlying system. Furthermore, the parameters in biological systems are often approximated with uncertainty resulting from measurement or observation error or parameter identifiability problems. Our methodology provides a means by which to identify the linear combination of parameters that will change the function the most on average, and
how the linear combination changes in time.

There is great potential for future work in line with this research. By properly ensuring orthogonality between states, the methodology presented in this work could be extended to recover the $k$-dimensional dynamic active subspace given by the first $k$ eigenvectors. It is possible that the analytical form for the dynamical system of the dynamic active subspace exists for other time-dependent systems; further research in the overlap with differential geometry, classical dynamical systems analysis, and the study of manifolds could yield promising results in the study of dynamic active subspaces.

The concept of using data-driven recovery techniques (such as DMD and SINDy) to approximate a time-dependent sensitivity metric given snapshots of the sensitivity metric is, to the best of our knowledge, novel. Furthermore, the methodology presented in this work can be extended to develop time-dependent insight for other global sensitivity metrics. This intellectual and technical contribution of the novel ideas and methodology developed in this work lend to the advancement of uncertainty quantification and sensitivity analysis for time-dependent functions, with applications ranging from epidemiological studies, to chemical kinetics, to biological systems.
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