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Dispersive hydrodynamics in viscous fluid conduits

Thesis directed by Dr. Mark Hoefer

Viscous fluid conduits provide an ideal system for the study of dissipationless, dispersive hydrodynamics. A dense, viscous fluid serves as the background medium through which a lighter, less viscous fluid buoyantly rises. If the interior fluid is continuously injected, a deformable pipe forms. The long wave interfacial dynamics are well-described by a dispersive nonlinear partial differential equation called the conduit equation.

Experiments, numerics, and asymptotics of the viscous fluid conduit system will be presented. Structures at multiple length scales are characterized, including solitary waves, periodic waves, and dispersive shock waves. A more generic class of large-scale disturbances is also studied and found to emit solitary waves whose number and amplitudes can be obtained. Of particular interest is the interaction of structures of different scales, such as solitary waves and dispersive shock waves. In the development of these theories for the conduit equation, we have uncovered asymptotic methods that are applicable to a wide range of dispersive hydrodynamic systems.

The conduit equation is nonintegrable, so exact methods such as the inverse scattering transform cannot be implemented. Instead, approximations of the conduit equation are studied, including the Whitham modulation equations, which can be derived for any dispersive hydrodynamic system with a periodic wave solution family and at least two conservation laws. The combination of the conduit equation’s tractability and the relative ease of the associated experiments make this a model system for studying a wide range of dispersive hydrodynamic phenomena.
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<td>1.1</td>
<td>(a) KdV soliton on background $\bar{v} = 1/2$, with amplitude above background $A = 3/2$ and subsequent speed $c = 1$. (b) Evolution over time of the soliton from (a) in the $(x,t)$-plane. The color represents amplitude of the solution.</td>
</tr>
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<td>1.2</td>
<td>Possible phase planes for equation (1.8). Note in (a) the solution is unbounded. In (b), the solution is bounded between the three roots, but the derivative is only real between the latter two ($x = 1/2$ and $x = 3/2$).</td>
</tr>
<tr>
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<td>1.4</td>
<td>Example KdV soliton train interacting with a rarefying mean flow.</td>
</tr>
<tr>
<td>1.5</td>
<td>DSW generated from full numerics of the KdV equation (1.2), with an initial step at 0 with $v_− = 1$ and $v_+ = 0$, at time $t = 200$. Note the leading edge is approaching the predicted amplitude of 2.</td>
</tr>
<tr>
<td>1.6</td>
<td>Normalized soliton amplitude cumulative distribution functions (cdfs) in the spectral parameter $\eta$ for IST box prediction equation (1.25) [2] (solid black) and soliton fission (1.27) (dashed blue) for box-like initial conditions with $u_m = 1$ and (a) $w = 50$, (b) $w = 400$.</td>
</tr>
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</table>
1.7 (solid, blue) Solitary wave solution to the conduit equation (1.3) with $A_s = 3$ on a background $\phi = 1$. This wave has speed $c_s \approx 2.94$. For comparison, the KdV soliton solution from equation (1.5) with the same parameters is also shown, and has a nondimensional speed of $5/3$.

1.8 Still from an experiment where two interior fluids were used. The two fluids were identical except for the difference in the dye used. Note there are two solitons in the image and the closed streamlines inside.

1.9 (a) Schematic of a possible experimental setup. (b) Schematic of a perturbed conduit.

1.10 Processed images from a glycerine trial. Measured parameter values are $\mu^{(i)} = 72 \pm 1\text{cP}, \rho^{(i)} = 1.222 \pm 0.001\text{g/cm}^3, \mu^{(e)} = 1190 \pm 20\text{cP}, \rho^{(e)} = 1.262 \pm 0.001\text{g/cm}^3$, and $Q_0 = 0.25 \pm 0.01\text{ml/min}$. The grayscale images are overlayed with the extracted conduit edges.

2.1 A computed periodic wave solution to the conduit equation with wavenumber $k = 2$, amplitude $A = 1.5$, and unit mean $\phi$.

2.2 Comparison of the Stokes wave expansion solution (dashed lines) to the numerically computed solution (solid lines) for three different waves with unit mean. $(k, A)$ are $(1/4, 1)$ (black), $(2, 2)$ (blue), and $(1, 0.5)$ (red). The approximate and numerical solutions for $(k, A) = (1, 0.5)$ are indistinguishable.

2.3 (a) Contour plot of numerically computed dispersion relation. (b) Numerically computed phase velocity. c) Relative error between numerically computed dispersion $\tilde{\omega}(k, \tilde{A})$ and approximate dispersion $\tilde{\omega}_0(k) + \tilde{A}^2 \tilde{\omega}_2(k)$. Markers ($\times$) correspond to waves plotted in figure 2.2.

2.4 Evolution of weakly nonlinear envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate black soliton initial condition (2.18) with $\tilde{A} = 0.2$, $\tilde{k} = 1$. (b) Approximate bright soliton initial condition (2.19) with $\tilde{A} = 0.2$, $\tilde{k} = 3$. 

2.5 Evolution of large amplitude dark envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate black soliton initial condition (2.18) with $\tilde{A} = 1.6$, $\tilde{k} = 1$ breaking up into multiple coherent “dark” wave structures. (b) The large amplitude dark structure from (a) is isolated and evolved, maintaining its coherence.

2.6 Evolution of large amplitude bright envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate bright soliton initial condition (2.18) with $\tilde{A} = 0.6$, $\tilde{k} = 3$ breaking up into two coherent “bright” wave structures and small amplitude dispersive radiation. (b) The largest amplitude bright structure from (a) is isolated and evolved, maintaining its coherence.

2.7 (a) Elliptic (gray) and hyperbolic (white) parameter regimes for the Whitham equations corresponding to complex or real characteristic velocities, respectively. Identified stable (dots) and unstable (squares) periodic waves according to direct numerical simulation of the conduit equation. (b) Contour plot of the imaginary part of the characteristic velocity $\tilde{c}_2$, the MI growth rate. The maximum, 0.04795, occurs for $(\tilde{k}, \tilde{A}) = (2.711, 1.204)$.

2.8 Numerical evolution of perturbed periodic wave solutions in the conduit equation. (a) Modulationally stable case: $(\tilde{k}, \tilde{A}) = (2, 2)$. (b) Modulationally unstable case: $(\tilde{k}, \tilde{A}) = (3, 0.5)$. Top: the respective cases at the final time $t = 750$.

2.9 (a) Loss of genuine nonlinearity in the Whitham equations. The curves correspond to regions in the $k$-$A$ plane where the computed quantities $\mu_{2,3}$ (solid) or $\mu_1$ (dashed) change sign. To the right of the solid (dashed) curve, $\mu_3 > 0$, $\mu_2 < 0$ ($\mu_1 > 0$). The dash-dotted curve corresponds to the prediction $\mu_1 = 0$ from the weakly nonlinear analysis equation (2.37). The elliptic region from figure 2.7 is also depicted (gray). (b) Zoom-in of the small $k$ region of (a) where $\mu_{2,3} \approx 0$ (red) approximately corresponds to the largest $k$, to the left of which $|\tilde{c}_3 - \tilde{c}_2| < 10^{-5}$ (black), i.e., approaching non-strict hyperbolicity.
3.1 Interfacial wave breaking of two Stokes fluids causing the spontaneous emergence of coherent oscillations, a DSW. The leading, downstream edge is approximately a large amplitude solitary wave whose phase speed is tied to the upstream conduit area. The trailing, upstream edge is a small amplitude wave packet moving at the group velocity whose wavenumber is tied to the downstream conduit area. (a) 90° clockwise rotated, time-lapse digital images (aspect ratio 10:1). (b) Space-time contour plot of the conduit cross-sectional area from (a). Nominal experimental parameters: $\Delta \rho = 0.0928 \text{ g/cm}^3$, $\mu^{(i)} = 91.7 \text{ cP}$, $\epsilon = 0.030$, downstream flow rate $Q_0 = 0.50 \text{ mL/min}$, and $a_- = 2.5$.

3.2 Characteristic plots (large plots) and wavebreaking profiles at time of breaking (small plots). The gray regions are areas where wavebreaking has occurred and small-scale dispersion is important so the inviscid Burger’s solution is no longer valid. Shown here are step (a), box (b), triangle (c), and N-wave (d) wavebreaking profiles.

3.3 (a) Temporal profile of the boundary condition equation (3.13). (b) Evolution of the rescaled rarefaction wave equation (3.13). As time moves forward, the wave approaches the desired step. The dots in (a) correspond to the times depicted in (b).

3.4 (a) Processed images from a glycerine trial. Measured parameter values are $\mu^{(i)} = 72 \pm 1 \text{ cP}$, $\rho^{(i)} = 1.222 \pm 0.001 \text{ g/cm}^3$, $\mu^{(e)} = 1190 \pm 20 \text{ cP}$, $\rho^{(e)} = 1.262 \pm 0.001 \text{ g/cm}^3$, and $Q_0 = 0.25 \pm 0.01 \text{ ml/min}$. The grayscale images are overlayed with the extracted conduit edges. (b) Nondimensional area plot corresponding to the images in (a). The vertical line indicates the measured breaking height obtained by the inflection criterion. The dashed line indicates the expected step in a dispersionless system. Predictions were fit to the found Poiseuille flow relation (1.61).

3.5 Numerical simulation of the conduit equation with initial condition $a(z, 0) = 1$ and the boundary condition equation (3.13) with $z_b = 100$ and $a_b = 2$. The predicted $z_b$ and $t_b = 50$ are marked.
3.6 Numerics: slope of the front of the evolving structure over time. Inset: three profiles in space corresponding to the marked points in time. Observe dispersion is in full effect by the time the slope of the leading edge has ‘leveled out.’ The expected breaking time of the input boundary condition was $t_b = 50$.

3.7 Comparison of dispersionless (long-wave) theory (dashed lines), full conduit equation numerics (triangles) and glycerine experiments (squares) for the step wavebreaking configuration. (a) Breaking height results and (b) relative error for experiments as a function of jump ratio $a_b$, with the same fluid parameters as those in figure 3.4. (c) Breaking time results and (d) relative error for those same experiments. Note the breaking time error bars are smaller than the symbols used. The black squares correspond to an expected $z_b = 15.3$ cm, the gray to $z_b = 20.5$ cm, and the white to $z_b = 25.6$ cm.

3.8 Experimental data for (a) triangle wave and (b) N-wave boundary conditions. Overlay lines: fitted characteristic data for the respective experiments.

3.9 Demonstration of Poiseuille flow in a steady viscous fluid conduit. Log-log plot of measured conduit diameter $D$ near injection site versus volumetric flow rate $Q$ (dots) and the relation $D = \alpha Q^{1/4}$ with the measured value $\alpha = 0.2557$ (cm-min)$^{1/4}$ (solid) corresponding to $\mu^{(i)} = 80.4$ cP, $\Delta \rho = 0.1305$ g/cm$^3$. A least squares fit gives $\alpha = 0.2548$ (cm-min)$^{1/4}$, which translates to the fitted viscosity $\mu^{(i)} = 79.0$ cP, within the 2% error tolerance of our rotational viscometer.

3.10 Poiseuille flow fit approximately 120 cm up the fluid column. Downstream conduit diameters $D$ extracted from digital images (dots) and a least squares fit to the Poiseuille flow relation $D = \alpha Q^{1/4}$ with $\alpha = 0.2688$ (cm-min)$^{1/4}$ (solid). The fit corresponds to the interior viscosity $\mu^{(i)} = 104$ cP, an increase from its measured value $\mu^{(i)} = 80.4$ cP. This can be explained by the shear thinning properties of corn syrup.
3.11 Comparison of conduit diameter at different locations along the fluid column. Measurements (dots) and the linear fit $D_{\text{top}} = m D_{\text{bottom}}$ (solid) with $m = 1.07$ corresponding to a 7\% increase in the conduit diameter. The lower (upper) diameter was measured approximately 6 cm (120 cm) above the injection site.  

3.12 Comparison of observed and predicted leading edge DSW amplitude and speed. Observations (circles), Whitham modulation theory (solid), and numerical simulation of the conduit equation (dashed) for (a) DSW leading edge speeds $s_+$ and (b) DSW leading amplitude $A_+$ versus downstream area ratio $a_-$. Nominal experimental parameters: $\Delta \rho = 0.1305 \, \text{g/cm}^3$, $\mu^{(i)} = 80.4 \, \text{cP (measured)}$, $\mu^{(i)} = 104 \, \text{cP (fitted as described in section 3.2.2)}$, $\epsilon = 0.0024$.  

3.13 Time-lapse images (aspect ratio 1:1) of large amplitude wave breaking leading to upstream propagation of the DSW trailing edge envelope: DSW backflow. Nominal experimental parameters: $\Delta \rho = 0.0983 \, \text{g/cm}^3$, $\mu^{(i)} = 93.5 \, \text{cP}$, $\epsilon = 0.029$, $a_- = 4$, and $Q_0 = 0.50 \, \text{mL/min}$.  

4.1 A box initial condition (inset) and its long-time numerical evolution according to the conduit equation [1.3]. The number denotes the predicted number of solitary waves from that initial condition, and the black circles with vertical bars denote the ranges from a quantiled distribution of the predicted solitary wave amplitudes, both derived later in this chapter.  

4.2 Experimental development and dispersion of a box over the full experiment.  

4.3 (a) Example of an experimental box. Note wavebreaking (DSW formation) has already initiated at the leading edge. (b) Conduit area over time at a fixed distance in the upper part of the apparatus.  

4.4 Observed number of solitary waves $N$ from experimental boxes of differing dimensional widths and nondimensional heights $a_m$. Least-square linear fits for each dataset are included.
4.5 Experimental cdfs for solitary wave amplitudes $F_{am}(A;w)$, for different boxes. Each plot corresponds to a different input $a_m$ and darker lines correspond to narrower boxes.

4.6 Wavenumber $k_-$ versus the wave mean $\bar{\phi}$, with fixed integration constant $\lambda = 1/2$.
The solid line shows $k_-$ from the conduit equation, and the dashed line is the result from the KdV equation (1.26), rescaled for the conduit equation via (4.3). This monotonic relationship determines the mean-to-wavenumber mapping of the initial box disturbance.

4.7 Plot of the solitary wave level curve corresponding to $k_- = 0$ in $(\lambda,\bar{\phi})$-space.

4.8 (a) Truncation of the initial profile from figure 4.1 for different values of $\lambda$. (b) Expected contribution of each $\lambda$-truncation in terms of the produced solitary waves.

4.9 Integral endpoints $z_{1,2}$ as a function of the integration constant, $\lambda$, for the initial condition of figure 4.1.

4.10 (a) Numerical simulations of boxes of different widths $w = 100, 200, 300, 400$ with fixed $a_m = 2$ and the ensuing solitary waves. Note the evolutions here are at different times and shifted to align, to better illustrate the similarities and differences in the amplitude distributions. (b) (solid) Amplitude distributions from the same simulations, (dashed) Predicted amplitude distribution from equation (4.34) for the smoothed box, and (dash-dotted) predicted amplitude distribution from equation (4.38) for a pure box.

4.11 (a) Numerical simulations of boxes of different heights $a_m \in 1, 2, 3, 4$ with fixed $w = 150$ and the ensuing solitary waves. The evolutions here are at different times, to better illustrate the similarities and differences in the amplitude distributions. The expected solitary wave counts do not change much past a certain initial condition amplitude, as expected from equation (4.14). (b) (solid) Amplitude distributions from the same simulations, and (dashed) Predicted amplitude distribution from equation (4.34) for the smoothed box.
4.12 (a) Number of solitary waves from experiment (circles) versus the number expected
from equation (4.4). The dashed and dot-dashed lines represent one and two solitary
waves away from the expected 1:1 relationship. (b) Relative error versus the expected
number of solitary waves. Note the relative error goes down dramatically as \( N \)
increases.

4.13 Cdfs of amplitude distributions from selected experiments (solid line), with the
asymptotic expectation from using the conduit equation (4.34) for the smoothed box
(dashed line) and KdV (dotted line). Each step in the experimental cdf corresponds
to a solitary wave. Box parameters: (a) width=20 cm, \( a_m = 2 \) (b) width=40 cm,
\( a_m = 4 \).

4.14 Experimental amplitude cdfs (stairs) versus (dashed) Predicted amplitude distribu-
tion from equation (4.34) for the smoothed box, and (dash-dotted) predicted ampli-
tude distribution from equation (4.38) for a pure box. Color scale corresponds to
initial conditions where \( a_m = 2 \) and (light to dark) widths 25, 30, 35, 40 cm.

5.1 Interactions of solitons and DSWs. Time-lapse images with aspect ratio 10:1 (a)
and space-time contour (b) of DSW-solitary wave interaction revealing solitary wave
refraction by a DSW with \( a_- = 3 \). (c) Space-time contour of the absorption of a
solitary wave by a DSW with \( a_- = 3.5 \). (d) DSW-DSW interaction and merger
causing multiphase mixing (inset) and the refraction of the trailing DSW by the
leading DSW with \( a_1 = 2.5, a_2 = 5 \). Nominal experimental parameters: \( \Delta \rho = 0.0971 \)
g/cm\(^3\), \( \mu^{(i)} = 99.1 \) cP, \( \epsilon = 0.029 \), \( Q_0 = 0.2 \) mL/min.
5.2 Experiments demonstrating soliton transmission and trapping with hydrodynamic states. Representative image sequences (a,c,e,g) and space-time contours (b,d,f,h) extracted from image processing are shown. The contour intensity scale is the dimensionless conduit cross-sectional area relative to the smallest area. a,b) Soliton-RW transmission. c,d) Soliton-RW trapping. e,f) Soliton-DSW transmission. g,h) Soliton-DSW trapping.

5.3 Representative initial configuration and evolution (top to bottom) for solitonic dispersive hydrodynamics. The narrow soliton on the uniform mean field $u$ is transmitted through the broad hydrodynamic flow if it reaches and propagates freely on the uniform mean field $u'$. The hydrodynamic flow exhibits expansion (rarefaction) and compression that leads to a dispersive shock wave.

5.4 Graphical depictions of hydrodynamic reciprocity. (a) Space-time contour plot of soliton-DSW ($t > 0$) and soliton-RW ($t < 0$) interaction with two solitons satisfying the transmission condition (5.13). For $|t|$ sufficiently large, the soliton speeds are the same. (b) If the soliton post DSW interaction (top, left to right) is used to initialize soliton-RW interaction (bottom, right to left), the post RW interaction soliton has the same properties as the pre DSW interaction soliton.

5.5 Transmitted soliton properties due to conduit soliton-RW and DSW interaction for a hydrodynamic transition from $\overline{u} = 1$ to $\overline{u} = 1.75$. a) Soliton amplitude from eq. (5.13) (curve), experiment (filled squares, triangles), and numerical simulations (open squares, triangles). b) Soliton phase shift from eq. (5.13) (curves) and numerical simulations (symbols).

5.6 Comparison of predicted soliton phase shifts from the soliton fission prediction equation (1.27) (x’s), IST box approximation (neglecting radiation) equation (1.25) (squares), equation (5.17) (o’s), and (5.22) (triangles) with numerics.
5.7 Percent relative error associated with predicted soliton phase shifts from the soliton fission prediction equation (1.27) (x’s), IST box approximation (neglecting radiation) equation (1.25) (squares), equation (5.17) (o’s), and (5.22) (triangles) compared to numerics as a function of (a) box width $w$, with soliton amplitude $a_s = 5$ and (b) test soliton amplitude $a_s$, with width $w = 200$.  

5.8 Example of a generic localized profile evolving according to KdV and its interaction with a soliton. (a) At different times (b) Space-time contour plot. Note the subtle phase shift identified by the difference between the $t$-intercepts of the dashed curve and solid line.  

A.1 Maximum absolute error in the direct numerical simulation of the conduit equation, achieving fourth order spatial accuracy as expected. The solution used in validation was a periodic wave with $k = 3$ and $a = 0.5$ generated with accuracy $10^{-8}$, and was simulated over 50 spatial periods and 5 temporal periods. The reference line is $C(\Delta z)^{-4}$.  


Chapter 1

Introduction

This dissertation is an amalgamation of several papers from the author [56, 55, 54, 5]. These will be heavily drawn on in this and other chapters.

1.1 Dispersive Hydrodynamics

Long wavelength, hydrodynamic theories abound in physics, from fluids [48] to optics [9], condensed matter [28] to quantum mechanics [88], and beyond. Such theories describe expansion and compression waves until wavebreaking occurs, which is when characteristics cross, and the solution may become multivalued. In classical fluids where dissipation is the driving force, this results in a shock wave, a disturbance that moves faster than the local speed of sound [21]. When the physics at shorter wavelengths are predominantly dispersive, wavebreaking is regulated by the dispersion, and dispersive hydrodynamic theories [87, 21] are used to describe shock waves of a spectacularly different character than their dissipative counterparts.

Solitary waves and dispersive shock waves (DSWs) are key coherent structures in dispersive hydrodynamic systems. Model equations include the integrable Korteweg-de Vries (KdV) and Nonlinear Schrödinger (NLS) equations as well as non-integrable counterparts that are important for applications to superfluids, geophysical fluids, and laser light. A generic initial value problem (IVP) for a scalar dispersive hydrodynamic equation is of the form [54]

\[ u_t + V(u)u_x = D[u]_x, \quad x \in \mathbb{R}, \quad t > 0, \quad u(x,0) = u_0(x). \]  

\[ (1.1) \]
$V(u)$ is the long-wave speed, $D[u]$ is an integro-differential operator, and equation (1.1) admits a real-valued, linear dispersion relation with frequency $\omega(k, \overline{u})$ where $k$ is the wavenumber and $\overline{u}$ is the background mean field. We assume $V'(u) > 0$ so that the dispersive hydrodynamic system has convex flux [22].

Throughout this section, we will illustrate dispersive hydrodynamic concepts using the well-studied KdV equation

$$v_t + vv_x + v_{xxx} = 0.$$  \hfill (1.2)

We chose the KdV equation because it is the simplest equation with both nonlinear and dispersive terms, so it is a commonly used example in the field [21]. Although the KdV equation is integrable, integrability will not be used in this introduction, except for comparison with the results found. Instead, the focus will be on results from Whitham modulation theory, which can also be applied to nonintegrable systems. In this chapter, we will use $u(x,t)$ to represent a generic hydrodynamic system (1.1) and $v(x,t)$ when showing results for the KdV equation (1.2) in particular.

While we present some results for KdV in chapter 5 for KdV, the majority of this thesis is focused on results for the conduit equation,

$$a_t + (a^2)_z - (a^2 (a^{-1} a_t)_z)_z = 0,$$  \hfill (1.3)

which is the focus of section 1.2.

### 1.1.1 Solitary Waves

Solitary waves or solitons are localized travelling waves that may travel with an amplitude-dependent speed. These waves are hallmarks of dispersive hydrodynamic systems, and their study dates back to the beginning of the field, when a solitary wave was observed in a shallow water canal and followed on horseback [67]. This observation led to a series of experiments and eventually the derivation of the (1+1)-dimensional KdV equation (1.2), first as a footnote by Boussinesq [8] and later more elaborately by Korteweg and de Vries [47].
Figure 1.1: (a) KdV soliton on background $\bar{v} = 1/2$, with amplitude above background $A = 3/2$ and subsequent speed $c = 1$. (b) Evolution over time of the soliton from (a) in the $(x,t)$-plane. The color represents amplitude of the solution.

The terminology “soliton” versus “solitary wave” relates to the integrability of the governing equation (1.1) [1]. In addition to the above conditions, a true soliton interacts with other solitons elastically, with the only result of the interaction a spatial/temporal phase shift. Many waves exhibit the localization and speed-amplitude property, but there exists other residue from interactions, such as a small dispersive tail [51]. The term solitary wave is used to describe these ‘near-solitons’ that do not interact elastically.

Solitary wave solutions for a generic equation (1.1) can be found by assuming the ansatz

$$u(x,t) = f(\xi), \quad \xi = x - ct, \quad \lim_{|\xi| \to \infty} f(\xi) = \bar{v}, \quad \lim_{|\xi| \to \infty} f^{(n)}(\xi) = 0, \quad n = 1, 2, 3, \ldots$$

(1.4)

where $\bar{v}, c \in \mathbb{R}$. Inserting this ansatz into (1.2) and integrating results in an explicit expression for $f$, with background $\bar{v}$

$$f(\xi) = \bar{v} + 3(c - \bar{v}) \text{sech}^2 \left( \frac{\sqrt{c - \bar{v}}}{2} \xi \right).$$

(1.5)

The speed-amplitude relation is readily realized as $c(A, \bar{v}) = A/3 + \bar{v}$. An example profile and its behavior over time is given in figure 1.1.

The phase shift for interactions of KdV solitons is known explicitly via the inverse scattering
transform to be \[1\]
\[
\phi(\eta_1, \eta_2) = \frac{1}{\eta_1} \log \left| \frac{\eta_1 + \eta_2}{\eta_1 - \eta_2} \right|, \quad \eta_1 > \eta_2,
\] (1.6)
where $\eta_j$ is termed the spectral parameter and relates to the amplitude $A_j$ of the $j^{th}$ soliton, $j = 1, 2$, via $A(\eta) = 12\eta^2$.

Solitary waves play a central role in this thesis, and will be represented in some capacity in every chapter. New results pertaining to solitary waves mainly concern their interactions with hydrodynamic structures, which will be covered in detail in chapter [5]

### 1.1.2 Periodic Waves

Periodic traveling waves are another class of important traveling wave solutions to dispersive hydrodynamic equations. The ansatz
\[
u(x, t) = f(\theta), \quad \theta = kx - \omega t, \quad f(\theta + 2\pi) = f(\theta)
\] (1.7)
inserted into the KdV equation (1.2) leads to the first-order ordinary differential equation
\[
(f')^2 = -\frac{1}{3k^2}(f - f_1)(f - f_2)(f - f_3)
\] (1.8)
with roots of the right-hand side $f_1$, $f_2$, $f_3$. When there are two complex conjugate roots, the solution is unbounded, as can be seen in figure 1.2(a). A real periodic wave can therefore exist only when all three roots are real and that solution oscillates between the two larger roots, as can be seen when plotting the phase plane, as in figure 1.2(b). When two roots are equal, either the amplitude of the wave is zero or the wave has an infinite period; these limiting cases are discussed in more detail below. Since we have three real roots, we can order them such that $f_1 \leq f_2 \leq f_3$, so the wave solution exists for $f$ between $f_2$ and $f_3$. When the solution exists, the solution to (1.8) can be written in terms of a Jacobi elliptic function \[21\]
\[
f(\theta) = f_1 + (f_3 - f_1) \text{dn} \left[ \frac{K(m)}{\pi} \theta; m \right], \quad m = \frac{f_3 - f_2}{f_3 - f_1}, \quad 0 \leq m \leq 1,
\] (1.9)
where $K(m)$ is the complete elliptic integral of the first kind. There are two limiting cases of equation (1.9). First, when $f_2 \to f_3$, we have $m \to 0$, and the amplitude of the cnoidal wave
(a) Two complex conjugate roots, one real root.

(b) Three real roots

Figure 1.2: Possible phase planes for equation (1.8). Note in (a) the solution is unbounded. In (b), the solution is bounded between the three roots, but the derivative is only real between the latter two ($x = 1/2$ and $x = 3/2$).
Figure 1.3: Three cnoidal waves in the form of equation (1.9) with (solid black) $(f_1, f_2, f_3) = (1.5, 2.9, 3)$, (dashed dark blue) $(f_1, f_2, f_3) = (1, 2, 3)$, and (dotted light blue) $(f_1, f_2, f_3) = (1, 1.01, 3)$. Note the limiting cases are cosine-like and soliton-like.

$f_3 - f_2$ also approaches zero. The cnoidal wave becomes a vanishingly small linear cosine wave with frequency $\omega = \sqrt{f_3 - f_1}$. Second, when $f_2 \to f_1$, note $m \to 1$, and by properties of the elliptic function, we arrive back at the soliton solution (1.5) with amplitude $A = (f_3 - f_2)$. A sample cnoidal wave and its limiting cases are shown in figure 1.3.

The main purpose of introducing periodic waves in this thesis is to explore modulations of these waves, which will be introduced next.

1.1.3 Modulations of Periodic Waves

Nonlinear wave modulation is a major mathematical component of the description of dispersive hydrodynamics. Modulation theory assumes the existence of a multi-parameter family of nonlinear, periodic traveling wave solutions whose parameters change on different length and time scales relative to the wavelength and period of the periodic solution under perturbation.

There are many methods used in modulation theory, a few of which will be explored in this work. Weakly nonlinear, long waves are generically modeled by KdV, and weakly nonlinear, quasimonochromatic, short-wave oscillations are generically modeled by the NLS envelope equation. These reductions are explored for our system in [83] and in section 2.2. The bulk of this work,
however, concerns the Whitham equations. The Whitham equations describe slow modulations of, for example, the wave’s mean, amplitude, and wavenumber [87]. At leading order, they are a dispersionless system of quasi-linear equations. We invoke two methods of derivation: averaging conservation laws over a periodic wave period and a formal derivation via multiple scales. The KdV-Whitham equations are found by averaging two of the KdV conservation laws over the periodic wave solution family (1.7) and then closing with the equation for conservation of waves. Using the notation $f = \int_{0}^{2\pi} f \, d\theta$, the KdV-Whitham equations are (note that $f^\prime = 0$).

\[
\begin{aligned}
&f_t + \left(\frac{1}{2}f^2\right)_x = 0, \\
&\left(\frac{f^2}{3}\right)_t + \left(\frac{2}{3}f^3 - 3k^2(f^\prime)^2\right)_x = 0, \\
&k_t + \omega_x = 0.
\end{aligned}
\] (1.10)

We have parameterized the wave family with physical parameters: the mean $\overline{v}$, wavenumber $k$, and amplitude $A$, and invoked the dispersion relation $\omega = \omega(k, A, \overline{v})$. The derivation of the Whitham equations for the conduit equation 1.3 will be detailed in section 2.3.

While reductions of the Whitham equations appear in most chapters, the full conduit-Whitham equations will be studied extensively in chapter 2.

1.1.4 Modulations of Linear and Solitary Waves in a Mean Flow

There are two important reductions of the Whitham equations which apply to the linear wave and solitary wave regimes. We assume a general equation (1.1) satisfies the prerequisites for Whitham theory which are, for a system of $N$th order, the existence of an $N$-parameter family of periodic solutions and the availability of $N - 1$ conservation laws [21, 54, 87]. The modulation variables used here are the physical parameterization ($\overline{u}, k, A$). Then the linear and solitary wave regimes correspond to when $A \rightarrow 0$ and $k \rightarrow 0$, respectively. For KdV, which will continue to be our example system, $V(u) = u$, $D[u] = -u_{xx}$, and the linear dispersion relation can be found by assuming the ansatz $u(x, t) \approx \overline{u} + \varepsilon \cos (kx - \omega_0 t), \varepsilon \ll 1$

$$\omega_0(k, \overline{u}) = \pi k - k^3.$$ (1.11)
For the linear wave regime, the $A \to 0$ limit means the vanishing amplitude oscillations do not contribute to the averaging, so $\overline{F(u)} = F(\bar{u})$ for any differential operator $F$. Thus all $\theta$ derivatives of $u$ are zero under the averaging operator, which reduces the first two equations into one equation for the mean flow

$$\bar{u}_t + V(\bar{u})\bar{u}_x = 0.$$  \hfill (1.12)

The oscillations are fully characterized by the conservation of waves equation for linear waves

$$k_t + \omega_{0,k}k_x + \omega_{0,\pi}\bar{u}_x = 0,$$  \hfill (1.13)

where $\omega_{0}(k, \pi)$ is the system’s linear dispersion relation. For the KdV equation, the system for modulated linear waves in a mean flow $v$ is

$$\bar{v}_t + v\bar{v}_x = 0,$$

$$k_t + (v - 3k^2)k_x + k\bar{v}_x = 0.$$  \hfill (1.14)

We next consider the Whitham equations in the solitary wave limit $k \to 0$. Here, the wavelength $2\pi/k$ tends to infinity, so again the contribution of oscillations to averaging vanishes and $\overline{F(u)} = F(\bar{v})$. Then the equation again reduces to the dispersionless equation (1.12) and the second equation becomes an equation for the solitary wave amplitude $A$

$$A_t + c(A, \bar{u})A_x + g(A, \bar{u})\bar{u}_x = 0,$$  \hfill (1.15)

where $c(A, \bar{u})$ is the solitary wave speed-amplitude relation for the system, and $g(A, \bar{u})$ is a coupling function. Equations (1.12) and (1.15) combined describe modulated solitary waves ($k \equiv 0$) in a mean flow, but we can describe a ‘soliton train,’ or a periodic wave with $0 < k \ll 1$, approximately with these two equations and the approximate equation for conservation of waves in this regime,

$$k_t + [c(a, \bar{u})k]_x = 0.$$  \hfill (1.16)

This approximation gives additional information about the waves, including position information unavailable with just the first two equations. For the KdV equation the system for modulated
solitary waves in a mean flow $\bar{v}$ is

$$\bar{v}_t + \bar{v}v_x = 0,$$

$$A_t + (A/3 + \bar{v})A_x + (2A/3)v_x = 0.$$  \hspace{1cm} (1.17)

A soliton train for the KdV equation interacting with a mean flow is shown in figure 1.4.

The interaction of small- and large-scale structures are explored in chapter 5. A general solitary wave-mean field theory is introduced, and invariants are identified that predict trapping or transmission of solitons by hydrodynamic states. The result of solitons incident upon rarefaction or dispersive shock waves is the same, an effect termed hydrodynamic reciprocity. We further extend this theory to a general mean field. Experiments on viscous fluid conduits quantitatively confirm the soliton-mean field theory. Work on linear wave-mean field theory is ongoing; early results are mentioned in the conclusion (chapter 6).

1.1.5 Dispersive Shock Waves

A DSW is an expanding, oscillatory train of amplitude-ordered nonlinear wave with two distinguishing edges. Such a DSW is usually composed of a large amplitude solitary wave adjacent to a monotonically decreasing wave envelope that terminates with a packet of small amplitude dispersive waves. Thus, DSWs coherently encapsulate a range of fundamental features
Figure 1.5: DSW generated from full numerics of the KdV equation (1.2), with an initial step at 0 with $v_- = 1$ and $v_+ = 0$, at time $t = 200$. Note the leading edge is approaching the predicted amplitude of 2.

of nonlinear wave systems. A sample DSW generated from full numerics of the KdV equation is shown in figure 1.5.

More broadly, DSWs occur in dispersive hydrodynamic media that exhibit three unifying features: i) nonlinear self-steepening, ii) wave dispersion, and iii) negligible dissipation [21]. Observations in a wide range of physical media that include quantum systems (ultra-cold atoms [17, 42], semiconductor cavities [4], electron beams [60], optics [66, 79, 89], classical fluids [56, 77], undular bores in geophysical fluids [27, 36], collisionless shocks in rarefied plasma [75] and magnetic materials [43] demonstrate the prevalence of DSWs.

Because DSWs are well-modeled as modulated nonlinear periodic waves, Whitham theory gives invaluable insights into key features of dispersive shock waves. First consider the GP problem, named for Gurevich and Pitaevskii [33], which is the following initial value problem for the KdV-Whitham equations (1.10)

$$
\overline{v}(x,t) = v_\pm, \quad \pm x > 0.
$$

(1.18)

If $v_- < v_+$, wavebreaking does not occur, and an approximate solution can be found based on the dispersionless KdV equation, or the Hopf equation $v_t + v v_x = 0$. The solution is called a rarefaction
wave and takes the form

\[ v(x, t) = \begin{cases} 
  v_-, & x < v_- t \\
  x/t, & v_- t < x < v_+ t \\
  v_+, & x > v_+ t
\end{cases} \]  

(1.19)

If \( v_- > v_+ \), the Hopf solution is multivalued, and the regularizing force of dispersion must be included. Numerics of this problem suggest the solution is a slowly modulated wavetrain, given enough time to develop. The leading edge separates sufficiently from the wavetrain to be considered a solitary wave \( (k \to 0) \), and the trailing edge consists of oscillations of small amplitude so that they can be considered in the linear wave limit \( A \to 0 \). Thus the long-time resolution of a DSW can be readily studied using the reduced Whitham modulation equations for the governing equation of interest, with these above assumptions guiding the study.

Recalling the linear wave system \([1.12 1.13]\), we look for a special solution to the hyperbolic system of equations \([87]\) in the form of \( k = k(\pi) \). If we restrict to only evolving along a characteristic \( d/d\tau = \partial_t + \omega_0 k \partial_x \), \( k \) and \( \pi \) can only change with respect to the differential relation

\[ \omega_{0,\pi} d\pi + (\omega_{0,k} - V(\pi)) d\pi = 0. \]

For KdV, this has the solution

\[ k_-(\pi) = \sqrt{\frac{2}{3} (\pi + c)}, \]

(1.20)

where \( c \) is a constant of integration. Similarly, if we use the solitary wave system \([1.12 1.15]\) and assume a solution in the form \( A = A(\pi) \), along \( d/d\tau = \partial_t + c(\pi) \partial_x \) the differential relation satisfied is

\[ g(\pi) d\pi + (c(\pi) - V(\pi)) dA = 0. \]

For KdV, this is also easily solved

\[ A(\pi) = d - 2\pi, \]

(1.21)

where \( d \) is another constant of integration.
For the additional degree of freedom in $c, d$, it was shown in [18] that this is resolved by requiring the two simple wave solutions (from the reduced equations) have to match. We use the boundary condition $k_-(v_+) = 0$ to find $c = -v_+$, and the condition $A(v_-) = 0$ to find $d = 2v_-$. Then we evaluate $k_-(v)$ at the trailing edge $v = v_-$ to find an expression for the trailing edge wavenumber

$$k_- = \frac{1}{3} \sqrt{6(v_- - v_+)}$$

(1.22)

and $A(v_+)$ gives an expression for the leading edge amplitude

$$A_+ = 2(v_- - v_+).$$

(1.23)

### 1.1.6 Soliton Fission

Another fundamental problem in fluid dynamics is the long time resolution of a large, localized disturbance. In inviscid fluids, a prominent feature of this resolution is the emergence of a solitary wavetrain. This process is generally referred to as soliton fission and has been observed in a variety of fluid contexts [29, 6, 63, 78].

Despite the prevalence of soliton fission in fluid dynamics, its theoretical description has primarily been limited to completely integrable partial differential equations (PDEs) such as the KdV equation, a classical weakly nonlinear, long wave model [90, 44, 14]. From [2], for initial data for the KdV equation (1.2) consisting of a box of width $w$ and height 1, assuming no radiation, the resulting number of solitons are

$$N_{IST} = \frac{w}{\pi \sqrt{6}}.$$  

(1.24)

The spectral parameters $\eta_i > 0, i = 1, 2, \ldots, N$ (Recall $A(\eta) = 12\eta^2$) of the resulting solitons are the zeros of

$$\tan \left( \sqrt{\frac{1}{6} - \eta^2} w \right) = \frac{2\eta \sqrt{\frac{1}{6} - \eta^2}}{1/6 - 2\eta^2}.$$  

(1.25)

A new method based on Whitham averaging theory that does not require integrability was first applied to the Serre/Su-Gardner/Green-Naghdi equations for fully nonlinear shallow water waves in [24]. The method draws upon principles first developed to describe DSWs that result
from step initial data [18]. The formulae for the expected number of solitons $N$ and the amplitude density function $f(A)$ for a broad initial profile $v(x,0) = v_0(x)$ for the KdV equation (1.2) are [24]

$$\begin{align*}
N &= \frac{1}{\pi \sqrt{6}} \int_{-\infty}^{\infty} \sqrt{v_0(x)} \, dx, \\
f(A) &= \frac{1}{4\pi \sqrt{6}} \int_{x_1}^{x_2} \frac{dx}{\sqrt{v_0(x) - A/2}}, \quad 0 \leq A \leq 2v_m.
\end{align*}$$

(1.26)

Here, $x_1$ and $x_2$ are the intersections of $A/2$ with the initial condition $v_0(x)$, which is assumed to be on a zero background with a single maximum $v_m = \max v_0(x)$. For initial data consisting of a box of width $w$ and height $u_m$, eq. (1.26) becomes

$$\begin{align*}
&\text{for } v_0(x) = \begin{cases} \\
  v_m & -w < x < 0 \\
  0 & \text{else}
\end{cases}, \\
&N = \frac{w \sqrt{v_m}}{\pi \sqrt{6}}, \quad f(A) = \frac{w}{4\pi \sqrt{6} \sqrt{v_m - A/2}}, \quad 0 \leq A \leq 2v_m.
\end{align*}$$

(1.27)

The number of solitons agrees with that obtained by the IST equations (1.24) and (1.25) in its asymptotic regime of validity $N \sim w \sqrt{v_m} \gg 1$. We also observe agreement in the amplitude distributions, as shown in their normalized cumulative density functions (cdfs) in figure 1.6. The cdfs are defined in terms of $f(A)$ and $N$ as

$$F(A) = \frac{1}{N} \int_{\min A}^{A} f(A) \, dA.$$  

(1.28)

Application of this method to the nonintegrable Serre equations also showed excellent agreement with numerical simulations [24]. This method can be applied to any dispersive nonlinear wave equation that admits a Whitham modulation description [21].

We explore solitary wave fission for viscous fluid conduits in chapter 4. The method detailed in [24] is used to resolve the fission of an initial disturbance into solitary waves and predicts the relationship between the disturbance profile, the number of emergent solitary waves, and their amplitude distribution. When compared to both numerics and experiments, these predictions accurately captured the long-time resolution of the system. This is the first known experimental confirmation of this theory.
Figure 1.6: Normalized soliton amplitude cumulative distribution functions (cdfs) in the spectral parameter $\eta$ for IST box prediction equation (1.25) (solid black) and soliton fission (1.27) (dashed blue) for box-like initial conditions with $u_m = 1$ and (a) $w = 50$, (b) $w = 400$. 
1.2 The Conduit Equation

The model system for our experimental setup is the conduit equation [1.3]

\[ a_t + \left( a^2 \right)_z - \left( a^2 \left( a^{-1} a_t \right)_z \right)_z = 0. \]

This equation approximately models the evolution of the circular interface, with cross-sectional area \( a \) at time \( t \) and vertical spatial coordinate \( z \), separating a light, viscous fluid rising buoyantly through a heavier, more viscous, miscible fluid at small Reynolds numbers [69, 50]. Our motivation for studying eq. (1.3) is two-fold. First, the conduit equation is not integrable [38] so there are mathematical challenges in analyzing its rich variety of nonlinear wave features. Second, equation (1.3) is an accurate model of viscous fluid conduit interfacial waves where hallmark experiments have been performed on solitary waves [62, 81, 40], their interactions [69, 84, 51], and DSWs [56]. We therefore believe the conduit system is an ideal model for the study of a broad range of dispersive hydrodynamic phenomena. In what follows, we will highlight various work done by others on the conduit equation itself and the implications of this work.

1.2.1 Derivation of the Conduit Equation

The conduit equation is a specific case of the generalized magma equations, which describe the dynamics of melted rock within a solid rock matrix was derived by treating molten rock and its solid, porous surroundings as two fluids with a large density and viscosity difference [59]

\[ \phi_t + \left( \phi^n + m \phi^{n-m-1} \phi_t \phi_z - \phi^{n-m} \phi_{tz} \right)_z = 0, \]  \hspace{1cm} (1.29)

where \( \phi \) represents the volume fraction of melted rock [65, 71]. There are two constitutive model parameters \((n, m)\) that relate the porosity of the rock matrix to its permeability and viscosity, respectively. Generally, physically permissible parameter values for (1.29) are \( 0 \leq m \leq 1, \ 2 \leq n \leq 5 \). The conduit equation (1.3) coincides with the magma equation (1.29) when \((n, m) = (2, 1)\) [69].

The conduit equation was derived for our experimental system in [50], and the derivation will be summarized here. The derivation begins with the Navier-Stokes equation and the continuity
equation for the interaction between two incompressible fluids \[50\]

\[
\nabla \cdot \mathbf{u}^{(i,e)} = 0
\]

\[
\rho^{(i,e)} \frac{D\mathbf{u}^{(i,e)}}{Dt} = -\nabla p^{(i,e)} + \nabla \cdot \mathbf{\sigma}^{(i,e)}, \quad 0 < r < L_w, \quad z > 0, \quad t > 0
\]

(1.30)

where \( \mathbf{u} \) is the flow velocity, \((i,e)\) represents the interior or exterior fluid, respectively, \( \rho \) is the density, \( p \) is the pressure, \( t \) is time, \( \frac{D}{Dt} \) is the material derivative

\[
\frac{D}{Dt} = \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla,
\]

(1.31)

\( L_w \) is a far-field boundary assumed far from the fluid interface, and \( \mathbf{\sigma} \) is the stress tensor (for an incompressible fluid, it depends only on the deformation rate of a fluid element). Everything is described in axisymmetric, cylindrical coordinates, which eliminates any angular dependence for the equations. Therefore, the velocity vectors for the intrusive and exterior fluids can be defined, respectively, as

\[
\mathbf{u}^{(i,e)} = \begin{bmatrix} u_r^{(i,e)} \\ u_z^{(i,e)} \end{bmatrix}.
\]

(1.32)

As shorthand, let any quantity evaluated at the fluid-fluid interface be denoted

\[
[f]_j = f^{(e)} - f^{(i)}.
\]

Finally denote the viscosity ratio \( \varepsilon = \mu^{(i)}/\mu^{(e)} \). This ratio will be assumed small \( 0 < \varepsilon \ll 1 \) for the asymptotic calculation. Initially looking at steady-state pipe (Poussuille) flow with no-slip boundary conditions at the interior/exterior interface and no surface tension, we find expressions for the intrusive pressure and fluid based on a conduit radius of \( R_0 \):

\[
p^{(i)} = (\rho^{(i)} - \rho^{(e)})gz + p_0
\]

\[
u_z^{(i)} = \frac{g}{4\mu^{(i)}}(\rho^{(e)} - \rho^{(i)})(R_0^2 - r^2)
\]

(1.33)

In this case, the vertical velocity of the exterior fluid turns out to be \( \mathcal{O}(\varepsilon) \). In actuality, the no-slip boundary condition should be applied to the outer boundary at \( r = L_w \) and stress velocity continuity applied at the two-fluid interface.
Next, we assume perturbations around this steady state that depend on appropriate slow-time and slow-space variables, assuming that the length of the perturbation is large relative to its radius \( R_0 \). These assumptions provide the following scalings for nondimensionalization

\[
\tilde{r} = \frac{r}{L} \quad \tilde{z} = \varepsilon^{1/2} \frac{z}{L} \quad L = R_0 / \sqrt{8},
\]

\[
\tilde{u}^{(i,e)} = \frac{u^{(i,e)}}{U} \quad \tilde{p}^{(i,e)} = \tilde{P}^{(i,e)} + \tilde{p}_h^{(i,e)} = \varepsilon^{1/2} \frac{p^{(i,e)} - p_0}{\Pi} \quad \tilde{\Pi} = \mu^{(i)e} U / L \quad \tilde{p}_h^{(i,e)} = -\varepsilon^{-1/2} \frac{\rho^{(i,e)} g z}{\rho^{(e)} - \rho^{(i)}}
\]

Tildes will be dropped after this point. Note in the transverse direction, the scaling is \( L \), but in the longitudinal direction, the scaling is \( L / \sqrt{\varepsilon} \), \( 0 < \varepsilon \ll 1 \). Thus the amplitude deviation from \( R_0 \) can be arbitrarily large, provided the waves are sufficiently long. Velocities are normalized to the radially averaged vertical velocity of the uniform conduit, \( U \). The Reynolds numbers for this system are

\[
Re^{(i,e)} = \frac{\rho^{(i,e)} (\varepsilon^{-1/2} L) U}{\mu^{(i,e)}}.
\]

Then the interior fluid equations (1.30) are rescaled to, dropping tildes,

\[
\frac{1}{r} \frac{\partial}{\partial r} (r u^{(i)}_r) + \varepsilon^{1/2} \frac{\partial u^{(i)}_z}{\partial z} = 0
\]

\[
Re^{(i)} \frac{D^{(i)} u^{(i)}_r}{Dt} = -\varepsilon^{-3/2} \frac{\partial \rho^{(i)}}{\partial r} + \nabla^2 u^{(i)}_r - \varepsilon^{-1} \frac{u^{(i)}_r}{r^2}, \quad 0 < r < L_w / L, \quad L_w / L \gg 1, \quad z > 0, \quad t > 0
\]

\[
Re^{(i)} \frac{D^{(i)} u^{(i)}_z}{Dt} = -\varepsilon^{-1} \frac{\partial \rho^{(i)}}{\partial z} + \nabla^2 u^{(i)}_z
\]

(1.35)

where the superscripted material derivative means the material derivative for that particular fluid, and

\[
\nabla = \tilde{\nabla} = \varepsilon^{-1/2} \frac{\partial}{\partial r} + \frac{\partial}{\partial z}, \quad \nabla^2 = \varepsilon^{-1} \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{\partial^2}{\partial z^2}.
\]

For the exterior fluid, the continuity equation is the same other than superscripts, and Navier-Stokes is similar, except for the pressure coefficients:

\[
\varepsilon^{-3/2} \frac{\partial \rho^{(i)}}{\partial r} \rightarrow \varepsilon^{-1/2} \frac{\partial \rho^{(e)}}{\partial r}, \quad \varepsilon^{-1} \frac{\partial \rho^{(i)}}{\partial z} \rightarrow \frac{\partial \rho^{(e)}}{\partial z}
\]

For \( r = 0 \), we continue to assume an even solution with no radial velocity and a pressure extrema, and as \( r \rightarrow L_w / L \), we require the fluid velocities and modified pressure decay. For the kinematic
boundary condition, which here will be defined at \( r = R_0 + R(z,t) \), we have
\[
\left. u_r^{(i)} \right| = \varepsilon^{1/2} \left( \frac{\partial R}{\partial t} + u_z^{(i)} \frac{\partial R}{\partial z} \right).
\]

Then the continuity equation is:
\[
(u_r^{(e)} - u_r^{(i)}) = \varepsilon^{1/2} \frac{\partial R}{\partial z} \left( u_z^{(e)} - u_z^{(i)} \right).
\]

And the no-slip boundary condition is:
\[
(u_z^{(e)} - u_z^{(i)}) = \varepsilon^{1/2} \frac{\partial R}{\partial z} \left( u_r^{(e)} - u_r^{(i)} \right).
\]

Neglecting surface tension, continuity of the stress tensor in the normal and tangential directions at the interface imply, respectively,
\[
\begin{align*}
-\|\mathbf{n}_c\| P + \kappa \left( \sigma_{rr} - 2 \varepsilon^{1/2} \frac{\partial R}{\partial z} \sigma_{rz} + \varepsilon \left( \frac{\partial R}{\partial z} \right)^2 \sigma_{zz} \right) \\
\kappa \left\{ - \left(1 - \varepsilon \left( \frac{\partial R}{\partial z} \right)^2 \right) \sigma_{rz} + \varepsilon^{1/2} \frac{\partial R}{\partial z} \left( \sigma_{zz} - \sigma_{rr} \right) \right\} 
\end{align*}
\]
where \( \mathbf{n}_c \) is the unit normal vector to the fluid interface, and \( \kappa \) is a fluid-specific coefficient such that \( \kappa^{(e)} = \varepsilon^{-1} \) and \( \kappa^{(i)} = 1 \).

All pressures and velocities will be expanded in powers of \( \varepsilon \), but the scaling for each of these expansions depend on the Poiseuille flow initial state and/or the length scaling ratio. The interior pressure and vertical velocity start at \( \mathcal{O}(1) \) (cf. equation (1.33))
\[
\begin{align*}
p^{(i)} &= p_0^{(i)} + \varepsilon p_1^{(i)} + \cdots, \\
u_z^{(i)} &= u_z^{(i,0)} + \varepsilon u_z^{(i,1)} + \cdots.
\end{align*}
\]

The exterior pressure and vertical velocity are at \( \mathcal{O}(\varepsilon) \).
\[
\begin{align*}
p^{(e)} &= \varepsilon p_1^{(e)} + \varepsilon^2 p_2^{(e)} + \cdots, \\
u_z^{(e)} &= \varepsilon u_z^{(e,0)} + \varepsilon^2 u_z^{(e,1)} + \cdots.
\end{align*}
\]

The radial velocities are \( \mathcal{O}(\varepsilon^{1/2}) \).
\[
\begin{align*}
u_r^{(i)} &= \varepsilon^{1/2} u_r^{(i,1)} + \varepsilon^{3/2} u_r^{(i,2)} + \cdots, \\
u_r^{(e)} &= \varepsilon^{1/2} u_r^{(e,1)} + \varepsilon^{3/2} u_r^{(e,2)} + \cdots.
\end{align*}
\]
Note that this means for the equation to hold, perturbations of the conduit must be longer than they are wide by a factor of $\varepsilon^{-1/2}$, as assumed in the scalings (1.34). These specific scalings are taken so that a dominant balance involving nonlinearity and dispersion unfolds, as we now show.

To leading order, these equations can be solved; see equations 44-55 in [50]. Of note is the expression for the vertical velocity (the subscript 0 denotes leading order)

$$u_{z,0}^{(i)} \approx \frac{1}{4} \left[ 1 - \frac{\partial}{\partial z} \left( \frac{2}{R} \frac{\partial R}{\partial t} \right) \right] (R^2 - r^2),$$

which can be used to solve for the volumetric flow rate in terms of the conduit area $A(z,t) = \pi R^2(z,t)$, and the vertical fluid flux in the conduit with normal vector $n_d$

$$Q(z,t) = 2\pi \int_0^{R(z,t)} u^{(i)} \cdot n_d r \, dr$$

$$= \frac{A^2}{8\pi} \left\{ 1 - \frac{\partial}{\partial z} \left( A^{-1} \frac{\partial A}{\partial t} \right) \right\}$$

Then using the relation $A_t + Q_z = 0$ (from conservation of mass), and rescaling $a = A/8\pi$, we arrive at the conduit equation (1.3).

We can also deduce the length and temporal scales from equation (1.34) to a few key parameters based on $\mu^{(i,e)}$, $\rho^{(i,e)}$, and $R_0$

$$a = \frac{1}{\pi R_0^2} A, \quad z = \frac{\sqrt{8\varepsilon}}{R_0} Z, \quad t = \frac{gR_0 \Delta \sqrt{\varepsilon}}{8\pi \mu^{(i)}} T.$$ (1.42)

Then for $0 < \varepsilon \ll 1$ and $\rho^{(i)} < \rho^{(e)}$, the dimensional circular cross-sectional area $A$ of this pipe can be described as a function of dimensional time $T$ and vertical space $Z$ by the dimensional conduit equation

$$A_T + \frac{g \Delta}{8\pi \mu^{(i)}} (A^2)_Z - \frac{\mu^{(e)}}{8\pi \mu^{(i)}} (A^2 (A^{-1} A_T)_Z)_Z = 0.$$ (1.43)
1.2.2 Reduction to KdV

The conduit equation (1.3) can be reduced to KdV in the proper regime \[83\]. To show this, rewrite the conduit equation in the variables \(B(\zeta, t) = a(z, t)\) and \(Q(\zeta, t) = -a_t(z, t)\), so (1.3)

\[
\begin{align*}
B_t + Q_\zeta &= 0 \\
Q &= B^2 \left[ 1 + \left( \frac{Q_\zeta}{B} \right) \zeta \right],
\end{align*}
\]

(1.44)

Note substituting the first equation into the second yields the nondimensional conduit equation in terms of \(B(t, \zeta)\). Then we expand the dependent variables in integer powers of \(\varepsilon \ll 1\),

\[
B = B_0 + \varepsilon B_1 + \varepsilon^2 B_2 + \cdots,
\]

(1.45)

\[
Q = Q_0 + \varepsilon Q_1 + \varepsilon^2 Q_2 + \cdots.
\]

and change to a slow-time, slow-space, and a moving reference frame, i.e. \(\sigma = \varepsilon^{3/2}t, \ Z = \varepsilon^{1/2}(\zeta - c_0 t)\). To leading order,

\[
\begin{align*}
-c_0 B_1 Z &= Q_1 Z \\
Q_1 &= 2B_1
\end{align*}
\]

Thus \(c_0 = 2\), which is the speed of linear waves in the conduit equation. Then at the next order, substituting in \(c_0 = 2\) and \(Q_1 = 2B_1\), we have

\[
\begin{align*}
2B_{2Z} + B_{1\sigma} &= -Q_2 Z \\
Q_2 &= 2B_{1ZZZ} + B_1^2 + 2B_2
\end{align*}
\]

Therefore,

\[
B_{1\sigma} + 2B_1 B_1 Z + 2B_{1ZZZ} = 0,
\]

(1.46)

which is a scaled version of the KdV equation \[1.2\] \[83\].

This rescaling is useful for comparing results for the KdV and the conduit equations, which will be done in chapter \[4\]. To that end, the rescaling from the conduit equation (1.3) to the KdV equation (1.2) is given by

\[
t = \delta^{3/2} t, \quad x = \delta^{1/2} 2^{-1/3} (z - 2t), \quad v = 2^{2/3} \delta (a - 1).
\]

(1.47)
1.2.3 Conservation Laws and Integrability

The magma equation family (1.29) was of great interest as a magma model in the 1980s-1990s, and the questions of conservation laws and integrability were studied [37, 38]. The conservation laws were assumed to have the form \( T_t + X_z = 0 \), where \( T \) only depends on \( z \)-derivatives of \( \phi \) and \( X \) holds no such restrictions. Note they exclude the trivial cases

\[
T = \Omega_z, \quad X = -\Omega_t,
\]

and linear combinations of such a form. The first conservation law for any of the magma equations is the equation itself. In general, there are only two conservation laws for general \( m \) and \( n \), unless either i) \( m = 1, n \neq 0 \), where, there are at least two conservation laws, and ii) \( m = n + 1, n \neq 0 \), where, there is a third law [37]. The conduit equation is a part of case (i), so it is unknown if there are more than two conservation laws.

Further work on the conduit equation’s integrability has also been undertaken [38]. By taking the travelling wave ansatz \( \phi(x,t) = \psi(x-ct) := \psi(\xi) \) to reduce the problem to an ODE, then changing the ansatz to \( \psi = \alpha(\xi - x_0)^p \), the equation is

\[
ca^3 p[p(1-m) - 1][p(1-m+n) - 2](z-z_0)^{3p-3} + np\alpha^{m+2}(z-z_0)^{p(m+2)-1} - c\alpha^{m-n+3}(z-z_0)^{p(m+n+3)-1} = 0.
\]

(1.48)

Assuming this is valid in the neighborhood of a movable singularity, the authors examined possible dominant balances, and for each case, added an additional term to \( \psi (\psi = \psi + \beta(\xi - z_0)^{p+r}) \). If branch point-like behavior is observed (see §3.1 of [38]), then the equation is not of Painlevé type. If an equation is of Painlevé type, then it can generally be rescaled to a known integrable equation, so if an equation is not of Painlevé type, this is another indication of nonintegrability. The conduit equation had a repeated resonance (\( r = 0 \)), which indicates a logarithmic branch point [38]. Further analysis determined there were exactly two cases of \( m \) and \( n \) that do not fail the Painlevé test: \((m,n) = (0,-1), \ (m,n) = \left( \frac{1}{2}, -\frac{1}{2} \right) \). Note these fall under exception (ii) in the conservation laws paper [37]. These equations can be related to other completely integrable
equations: the Hirota-Satsuma and the Maxwell-Bloch equations, respectively.

To summarize, the conduit equation is known to have at least two conservation laws \[7, 37\]

\[
\begin{align*}
    a_t + (a^2 - a^{-1}a_t)z &= 0, \\
    \left(\frac{1}{a} + \frac{a_t^2}{a^2}\right)_t + \left(\frac{a_t a_z}{a} - \frac{a_z a_t}{a^2} - 2 \ln a\right)_z &= 0,
\end{align*}
\]

(1.50)

and its failure of the Painlevé tes is evidence for its nonintegrability \[38\].

### 1.2.4 Other Properties of the Conduit Equation

The conduit equation obeys the scaling invariance

\[
\tilde{a} = a/a_0, \quad \tilde{z} = a_0^{-1/2}z, \quad \tilde{t} = a_0^{1/2}t \Rightarrow \tilde{a}_t + (\tilde{a}^2)\tilde{z} = 0.
\]

(1.51)

The linearization of the conduit equation upon the background $\phi$ admits trigonometric traveling wave solutions subject to the linear dispersion relation

\[
\omega_0(k, \tilde{\phi}) = \frac{2k\tilde{\phi}}{1 + k^2\tilde{\phi}},
\]

(1.52)

with wavenumber $k$, similar to the bounded dispersion law of the Benjamin-Bona-Mahony equation. This leads to the linear phase $c_p$ and group $c_g$ velocities

\[
c_p(k, \tilde{\phi}) = \frac{\omega_0(k, \tilde{\phi})}{k} = \frac{2\tilde{\phi}}{1 + k^2\tilde{\phi}}, \quad c_g(k, \tilde{\phi}) = \frac{\omega_0'(k, \tilde{\phi})}{1 + k^2\tilde{\phi}^2}.
\]

(1.53)

Note that $c_g < c_p$ for $k > 0$. While the phase velocity is always positive, the group velocity is negative for $k > 1$. We note that the conduit equation is globally well-posed for initial data $a(\cdot, 0) - 1 \in H^1(\mathbb{R})$ with $a(z, 0)$ physically-relevant initial data bounded away from zero in order to avoid a singularity \[70\].

### 1.2.5 Solitary Waves

Solitary waves have been studied numerically for the more general magma equation (1.29) where it has been found that they exhibit near-elastic interactions resulting in a phase-shift and a
Figure 1.7: (solid, blue) Solitary wave solution to the conduit equation (1.3) with $A_s = 3$ on a background $\phi = 1$. This wave has speed $c_s \approx 2.94$. For comparison, the KdV soliton solution from equation (1.5) with the same parameters is also shown, and has a nondimensional speed of $5/3$.

physically negligible dispersive tail [68, 61, 51]. Since the conduit equation is nonintegrable, true solitons are not possible. However, solitary waves that act as approximate solitons do exist, and the wave profiles can be found numerically as solutions of the ordinary differential equation resulting from the ansatz (1.4) with $\tilde{\phi} = \bar{u}$ ($\lim_{|z| \to \infty} f(\xi) = \tilde{\phi}$) to yield

$$\left(f'\right)^2 = -\frac{2}{c} f^2 \log f + \left(\frac{\tilde{\phi} - c + 2 \log \tilde{\phi}}{c} + \frac{2}{\tilde{\phi}}\right) f^2 - 2 f - \frac{\tilde{\phi}^2 - c \tilde{\phi}}{c}$$

(1.54)

If we further assume the solution is of amplitude $A_s$ measured from $f = 0$ at a maximum ($f(\xi_0) = A_s$ where $f'(\xi_0) = 0$), we find the solitary wave speed-amplitude relation [62]

$$c_s(A_s, \bar{\phi}) = \frac{\bar{\phi} \left(2 A_s^2 \left(\log A_s - \log \bar{\phi}\right) - A_s^2 + \bar{\phi}^2\right)}{(A_s - \bar{\phi})^2}.$$ 

(1.55)

An example solitary wave is shown in figure 1.7

Much of the previous work done on this equation has focused on solitary waves, or solitons, and their interactions with each other and with changes in the background flow [62, 51, 54]. For example, solitary waves were shown to convey mass up the conduit [10]. This can be observed by comparing the difference in speeds between the solitary wave and the background conduit, and concluding that there exist stagnation points on either side of the solitary wave (in a reference frame moving with the wave). Furthermore, there are closed streamlines inside the solitary waves,
which can be shown by defining a streamfunction in the \((r, \xi)\) coordinate system (\(\xi\) is the moving reference frame coordinate, \(r\) the radial coordinate), then finding the streamline that encloses the trapped fluid \[40\]. Our own experiments confirm this; a still from an experiment with bicolored interior fluid is shown in figure \[1.8\]. Of interest is the volume of fluid this streamline encircles is less than, but the same order of magnitude as, the volume of the solitary wave itself. At larger amplitudes, the two converge. The asymptotic stability of solitary waves has also been proven \[72\]. It’s also notable that conduit solitary waves exhibit KdV-like interaction behavior including almost elastic interactions and the three Lax interaction categories, even for strongly nonlinear, large amplitude solitary waves \[51\].

New results for conduit solitary waves will be presented in chapter \[5\].

1.2.6 Whitham Modulation Equations

Much of the work in this thesis relies on the Whitham modulation framework, which has previously been leveraged to describe dispersive shock waves (DSWs) in the conduit system \[52\]. General (unmodulated) periodic wave solutions have been found, and an implicit dispersion relation has been computed for these waves \[62\]. Such a solution for the conduit equation can be found using the ansatz \[1.7\]. Inserting this ansatz into equation \[1.3\] and integrating twice results in

\[
(\phi')^2 = g(\phi) = -\frac{2}{k^2} \phi - \frac{2}{\omega k} \phi^2 \log \phi + C_0 + C_1 \phi^2, \quad (1.56)
\]

where \(C_0\) and \(C_1\) are real constants of integration. The right side of the equation can have up to three roots, \(\phi_1 \leq \phi_2 \leq \phi_3\). As for the KdV equation, if three real roots exist, then so does the periodic wave solution.

We will use the physically relevant parameterization of \(\phi\) is given by the wavenumber \(k\), the wave amplitude \(A\), and the wave mean \(\bar{\phi}\) rather than the parameterization \(C_0, C_1, k\). The wave frequency \(\omega\) is dependent on \((k, A, \bar{\phi})\).

Allowing for slow modulations of \(\bar{\phi}\), \(k\), and \(A\) in space and time results in the conduit-Whitham equations. Whitham’s original formulation invoked averaged conservation laws \[86\], later
Figure 1.8: Still from an experiment where two interior fluids were used. The two fluids were identical except for the difference in the dye used. Note there are two solitons in the image and the closed streamlines inside [40].
shown to be equivalent to a perturbative, multiple-scales reduction \cite{53}. We use the averaging method to obtain the conduit-Whitham equations from the conduit equation’s two conservation laws in (1.50) \cite{7, 37} by averaging over the periodic wave family and appending the equation for conservation of waves \cite{55}. Using the notation for averaging over a wave period

\[ f = \frac{1}{2\pi} \int_0^{2\pi} f(\theta) d\theta, \]  

the Whitham equations are

\[
\begin{align*}
\bar{\phi}_t + \left( \bar{\phi}^2 - 2k\omega \bar{\phi}_\theta \right)_z &= 0 \\
\left( \frac{\nabla}{\phi} + k^2 \frac{\partial^2}{\partial x^2} \right)_t - 2 \left( \ln \phi \right)_z &= 0 \\
k_t + \omega_z &= 0.
\end{align*}
\]  

(1.58)

We are interested in large \( t = T/\varepsilon, \ x = X/\varepsilon \) where \( 1/\varepsilon \gg 1 \) is a time-space scale of interest.

There have been several works applying Whitham modulation theory to the magma equations (1.29). Reference \cite{57} considered equation (1.29) with \( (n, m) = (3, 0) \), describing DSWs and some structural properties of the Whitham equations. Modulations of periodic traveling waves in the magma equation (1.29) and a generalization of it were investigated in the weakly nonlinear, KdV regime \cite{26}. Modulated periodic waves in the form of DSWs were investigated for the entire family of magma equations (1.29) in \cite{52}. What is different here is we will focus on the conduit equation (1.3).

This thesis takes a comprehensive look at modulated periodic waves in the context of dispersive hydrodynamics broadly and viscous fluid conduits particularly. We begin with analysis of the conduit equation through our study of the structural properties of the conduit-Whitham equations in chapter 2 \cite{55}. Periodic waves are characterized by wavenumber and amplitude to have modulational stability or instability. Dark and bright envelope solitons are found to persist in long-time numerical solutions of the conduit equation with numerical evidence for the existence of large-amplitude envelope solitons. In the large amplitude regime, structural properties of the Whitham equations are computed, including strict hyperbolicity, genuine nonlinearity, and linear degeneracy.
1.2.7 Dispersive Shock Waves

Dispersive shock waves are the result of a step increase in background conduit area, taken without loss of generality to be from 1 to $\Phi_-$, and can be characterized by a modulated periodic wave described by the conduit-Whitham equations. Then a DSW can be viewed as connecting two distinguished limits of these wave parameters: as $\mathcal{A} \to 0$ and $k \to 0$. When $\mathcal{A} \to 0$, the solution limits to small amplitude harmonic waves with the linear dispersion relation (1.52). When $k \to 0$, the solution limits to a leading edge that bears the same characteristics as a solitary wave, with the speed-amplitude relation (1.55).

A simple wave solution to the conduit-Whitham equations results in expressions for the leading (solitary wave) and trailing (harmonic) edge speeds in terms of the jump parameter $\Phi_-$, labeled $s_+$ and $s_-$, respectively [52]

\[ s_+ = \sqrt{1 + 8\Phi_--1}, \quad s_- = 3 + 3\Phi_- - 3\sqrt{\Phi_-(8 + \Phi_-)}. \] (1.59)

The solitary wave amplitude $\mathcal{A}_+$ is implicitly determined from the solitary wave speed-amplitude relation (1.55), and the trailing wavenumber $k_-$ can be explicitly determined by equating the group velocity $\partial_k \omega_0$ to $s_-$

\[ k_-^2 = \frac{1}{4} \left( 1 - \frac{4}{\Phi_-} + \sqrt{\frac{1}{\Phi_-}(8 + \Phi_-)} \right). \] (1.60)

The group velocity of the harmonic edge is always less than the speed of the solitary wave edge. Thus, a DSW in the conduit system is always led by a solitary wave, with a trailing, continually expanding, oscillating wavetrain, similar to figure 1.5. Other quantifiable features of conduit DSWs include the onset of backflow, where the group velocity of the trailing edge goes negative, and the onset of implosion, where the trailing edge of the DSW is nonmonotonic in the modulation variables due to gradient catastrophe in the conduit-Whitham equations [52].

We look at the generation and observation of dispersive shock waves in a viscous fluid conduit experiment in chapter 3 [5, 56]. For DSW generation, we can consistently achieve desired jump ratios and breaking heights. We also find excellent agreement with DSW-theory post-breaking, namely theoretical predictions of the leading edge speeds and amplitudes as a function of jump
height as well as the observation of backflow at the trailing edge for sufficiently large jumps. This remarkable agreement motivates further study of dispersive hydrodynamics through this experimental setup.

1.3 Experiments in Viscous Fluid Conduits

Conduits generated by the low Reynolds number, buoyant dynamics of two miscible fluids with differing densities and viscosities were first studied in the context of geological and geophysical processes [82]. Viscous fluid conduits, contrary to magma, are easily accessible in a laboratory setting, typically with a sugar solution or glycerine for the exterior fluid, and a dyed, diluted version of the same for the interior fluid [5, 40, 50, 51, 56, 62, 69, 84]. Early experiments primarily explored the development of the conduit itself, which results in a diapir followed by a periodic wavetrain [62, 82].

1.3.1 Solitary Wave Observation

Previous experiments used a raised reservoir of interior fluid to generate a pressure head that maintained a constant conduit [40]. Moving the reservoir up and down resulted in modulations of that conduit. Similar to our experiments [56], it was reported in [40, 62] that the solitary waves have a constant speed \( R = 0.999 \), but the speeds diverge from the expected speed-amplitude relation (1.55) for large-amplitude waves. It was posited in [62] that the slowly-varying assumption of the conduit equation has likely been violated. Interactions of solitary waves have also been studied [51].

1.4 Experimental Setup and Methods

In our experiment, the steady injection of an intrusive viscous fluid (dyed, diluted corn syrup or glycerine) into an exterior, miscible, much more viscous fluid (pure corn syrup or glycerine) leads to the formation of a stable fluid filled pipe or conduit [82]. Due to high viscosity contrast, there is minimal drag at the conduit interface so the flow is well approximated by the Poiseuille or pipe
flow relation. From section 1.2.1, we insert the Poiseuille flow relation for \( u_z \) from equation (1.33) into equation (1.40) for volumetric flow rate and evaluate at the steady-state radius \( R_0 \)

\[
Q_0 = 2\pi \int_0^{R_0} \frac{g\Delta}{4\mu^{(i)}} \left( R_0^2 - r^2 \right) r \, dr
\]

\[
= \frac{\pi g\Delta}{2\mu^{(i)}} \left( \frac{R_0^2}{2} r^2 - \frac{1}{4} R_0^4 \right)_{r=0}^{R_0}
\]

\[
= \frac{\pi g\Delta}{2^3 \mu^{(i)}} R_0^4.
\]

We more commonly write this in terms of the diameter \( D_0 \)

\[
D_0 = \alpha Q_0^{1/4}, \quad \alpha = \left( \frac{2^7 \mu^{(i)}}{\pi g\Delta} \right)^{1/4}
\]

(1.61)

By modulating the injection rate, interfacial wave dynamics ensue. Negligible mass diffusion implies a sharp conduit interface and conservation of injected fluid. Typical experiment setup and processing will be laid out in detail here and referenced throughout this work.

1.4.1 Setup

The experimental apparatus shown in figure 1.9(a) consists of a square acrylic column with dimensions 4 cm \( \times \) 4 cm \( \times \) 183 cm; the column is filled with the exterior fluid, either glycerine or corn syrup, both highly viscous, transparent fluids. A nozzle is installed at the base of the column to allow for the injection of the interior fluid. To eliminate surface tension effects, the interior fluid is a matching solution of corn syrup or glycerine, diluted with deionized water, and dyed black with food coloring. As a result, the interior fluid has both lower viscosity and density than the exterior fluid (\( \mu^{(i)} \ll \mu^{(e)} \), \( \rho^{(i)} < \rho^{(e)} \)) and we assume mass diffusion is negligible. This will later be verified for corn syrup in section 3.2.3.

Interior fluid is drawn from a separate reservoir and injected through the nozzle via a high precision computer controlled piston pump. The interior fluid rises buoyantly. By injecting at a constant rate, a vertically uniform fluid conduit is established. This uniform steady state is referred to as the background conduit, and is well-approximated as pipe (Poiseuille) flow, verified in section 3.2.2. A perturbed conduit schematic is shown in figure 1.9(b). Data acquisition is performed using
high resolution cameras equipped with macro lenses aimed at the regions of interest. For images of the full conduit, a high resolution camera with a zoom lens is mounted on a tripod an appropriate distance from the apparatus. A ruler is positioned beside the column within camera view for calibration purposes. Correction for the refractive index of glycerin is calibrated via images of a cylinder of known height and width dropped into the center of the apparatus before the experiment.

1.4.2 Methods

Inputs for this system are in the form of a boundary condition $a(0, t)$. Then to utilize a given boundary condition, we transform from the nondimensional conduit equation (lower case variables) to physical parameters (upper case variables). Following the scaling in (1.42) and the Poiseuille flow relation equation (1.61), volumetric flow rate profile $Q(t)$ is generated for the desired configuration and programmed into a computer-controlled piston pump.

The macro lens cameras take images before, during, and after the times of interest, so conduit diameters can be measured. The fluid column is backlit with strip LED lights behind white diffusion filter paper. The conduit edges are extracted from filtered camera images in MATLAB by identifying extreme intensity differences. The approximately white background and the opaque, black conduit yield sufficient contrast for edge detection via horizontal intensity slices, as illustrated in figure 1.10. The edge data is then processed with a low-pass filter to reduce noise due to pixelation of the photograph and any impurities (such as bubbles) in the exterior fluid. The number of pixels between the two edges is identified as the conduit diameter, which is squared and normalized by the squared background conduit diameter to obtain the dimensionless cross-sectional area $a$. From here, processing techniques diverge due to experimental differences and thus will be explained in the relevant chapters.
Figure 1.9: (a) Schematic of a possible experimental setup. (b) Schematic of a perturbed conduit [5].
Figure 1.10: Processed images from a glycerine trial [5]. Measured parameter values are $\mu^{(i)} = 72 \pm 1\text{cP}, \rho^{(i)} = 1.222 \pm 0.001\text{g/cm}^3, \mu^{(e)} = 1190 \pm 20\text{cP}, \rho^{(e)} = 1.262 \pm 0.001\text{g/cm}^3$, and $Q_0 = 0.25 \pm 0.01\text{ml/min}$. The grayscale images are overlayed with the extracted conduit edges.
Chapter 2

Modulations of Periodic Waves

In this chapter, we study nonlinear wave phenomena predicted by equation (1.3) by analyzing its weakly nonlinear Stokes wave and NLS reductions as well as the structural properties of the large amplitude modulation (Whitham) equations, and then compare these predictions with numerical simulations. An example non-modulated periodic wave is shown in figure 2.1. We identify long-lived bright and dark envelope soliton solutions in both the weakly nonlinear, NLS regime and the large amplitude, strongly nonlinear regime. The weakly and strongly nonlinear quasi-linear Whitham equations are analyzed asymptotically and with numerical computation. Regions in parameter space of strict hyperbolicity, ellipticity, and linear degeneracy are identified. The elliptic regime corresponds to modulationally unstable periodic waves and a maximally unstable wave is identified. This chapter is a lightly edited version of [55], formatted to fit the style of this thesis.

As mentioned in the introduction, there have been several previous studies on the Whitham modulation equations for the family of magma equations. This work differs from previous studies by concentrating on the case \((n, m) = (2, 1)\) for the conduit equation, identifying new coherent

![Figure 2.1: A computed periodic wave solution to the conduit equation with wavenumber \(k = 2\), amplitude \(A = 1.5\), and unit mean \(\bar{\phi}\).](image-url)
structures (envelope solitons), and determining structural properties of the associated Whitham
equations (hyperbolicity, ellipticity, linear degeneracy). By focusing on the \((n, m) = (2, 1)\) case, we
lay the groundwork for future analytical, numerical, and experimental studies in this thesis.

## 2.1 Periodic Traveling Wave Solutions

We seek periodic traveling wave solutions to equation (1.3) in the form \(a(z, t) = \phi(\theta), \theta =
kr - \omega t, \phi(\theta + 2\pi) = \phi(\theta)\) for \(\theta \in \mathbb{R}\). Inserting this ansatz into equation (1.3) yields
\[- \omega \phi' + k(\phi^2)' + \omega k^2(\phi^2(\phi^{-1}\phi')')' = 0.\] (2.1)

Integrating twice results in
\[(\phi')^2 = g(\phi) \equiv -\frac{2}{k^2} \phi - \frac{2}{\omega k} \phi^2 \ln \phi + C_0 + C_1 \phi^2,\] (2.2)

where \(C_0\) and \(C_1\) are real integration constants.

Equation (2.2) exhibits at most three real roots [52]. When there are three distinct roots, a
periodic solution oscillates between the largest two. The solution can be parameterized by three
independent variables. Defining the wave minimum \(\phi_0\) according to \(\phi_0 = \min_{\theta} \phi(\theta)\), we utilize the
following physical parametrization

\[
\begin{align*}
\text{wavenumber:} & \quad k, \\
\text{wave amplitude:} & \quad A = \max_{\theta \in [0, \pi]} \phi(\theta) - \phi_0, \\
\text{wave mean:} & \quad \bar{\phi} \equiv \frac{1}{\pi} \int_0^{\pi} \phi(\theta) \, d\theta = \frac{1}{\pi} \int_{\phi_0}^{\phi_0 + A} \frac{\phi \, d\phi}{\sqrt{g(\phi)}}.
\end{align*}
\] (2.3)

The requirement that \(\phi\) is 2\(\pi\)-periodic is enforced through
\[
\pi = \int_0^{\pi} d\theta = \int_{\phi_0}^{\phi_0 + A} \frac{d\phi}{\sqrt{g(\phi)}}, \quad \text{ (2.4)}
\]

where in (2.3) and (2.4) we have used the even symmetry of solutions to equation (2.2). Given
\((k, A, \bar{\phi})\), the relations (2.3) and (2.4) determine the wave frequency \(\omega = \omega(k, A, \bar{\phi})\) and the wave
minimum \(\phi_0 = \phi_0(k, A, \bar{\phi})\). The extrema requirements \(g(\phi_0) = g(\phi_0 + A) = 0\) determine \(C_0\) and
\(C_1\) from equation (2.2).
Due to the scaling invariance equation (1.51), the wave mean can be scaled to unity. This implies that only $\omega(k, A, 1)$ and $\phi_0(k, A, 1)$ need be determined. Then the general cases follow according to

$$\omega(k, A, \bar{\phi}) = \bar{\phi}^{1/2} \omega \left( \bar{\phi}^{1/2} k, \bar{\phi}^{-1} A, 1 \right), \quad \phi_0(k, A, \bar{\phi}) = \bar{\phi} \phi_0 \left( \bar{\phi}^{1/2} k, \bar{\phi}^{-1} A, 1 \right). \quad (2.5)$$

We therefore define the unit-mean nonlinear dispersion relation and traveling wave solution according to

$$\tilde{\omega}(\tilde{k}, \tilde{A}) = \omega(\tilde{k}, 1), \quad \tilde{\phi}(\theta; \tilde{k}, \tilde{A}) = \phi(\theta; \tilde{k}, 1). \quad (2.6)$$

We will use the variables $(\tilde{\phi}, \tilde{\omega}, \tilde{k}, \tilde{A})$ whenever we are assuming a unit mean solution.

### 2.1.1 Stokes Expansion

We can obtain approximate periodic traveling wave solutions in the weakly nonlinear regime via the Stokes wave expansion [85]:

$$\tilde{\phi} = 1 + \varepsilon \tilde{\phi}_1 + \varepsilon^2 \tilde{\phi}_2 + \cdots, \quad (2.7)$$

$$\tilde{\omega} = \tilde{\omega}_0 + \varepsilon^2 \tilde{\omega}_2 + \cdots, \quad (2.8)$$

where $0 < \varepsilon \ll 1$ is an amplitude scale. Inserting this ansatz into equation (2.1), equating like coefficients in $\varepsilon$, and enforcing solvability conditions yields the approximate solution

$$\tilde{\phi}_1(\theta) = \cos \theta, \quad \tilde{\omega}_0(k) = \frac{2k}{1+k^2}, \quad \tilde{\phi}_2(\theta) = \frac{1}{6k^2} \cos 2\theta, \quad \tilde{\omega}_2(\tilde{k}) = \frac{1-8k^4}{48k(1+k^2)}, \quad (2.9)$$

where $\tilde{\omega}_0$ is the unit mean linear dispersion relation (equation (1.52) with $\bar{\phi} = 1$). Setting the amplitude $\tilde{A} = 2\varepsilon$, the approximate periodic wave solution is

$$\tilde{\phi}(\theta; \tilde{k}, \tilde{A}) = 1 + \frac{\tilde{A}}{2} \cos \theta + \frac{\tilde{A}^2 (1 + \tilde{k}^2)}{48k^2} \cos 2\theta + O(\tilde{A}^3), \quad (2.10)$$

$$\tilde{\omega}(\tilde{k}, \tilde{A}) = \frac{2\tilde{k}}{1+k^2} + \frac{\tilde{A}^2}{48k(1+k^2)} + O \left( \tilde{A}^3 \right). \quad (2.11)$$

In figure 2.2, this solution is compared to numerically computed periodic waves (numerical methods are described in Appendix A.1). The frequency and wave profile of the Stokes expansion accurately
describe some periodic conduit waves, even for $O(1)$ amplitudes provided the wavenumber is appropriately chosen. However, even at moderately small wavenumbers, the expansion rapidly breaks down. This is quantified in figure 2.3. Figures 2.3(a,b) show the dispersion and phase velocities for numerically computed periodic waves, and figure 2.3(c) compares the full, nonlinear dispersion $\tilde{\omega}(\tilde{k}, \tilde{A})$ to $\tilde{\omega}_0(\tilde{k}) + \tilde{A}^2 \tilde{\omega}_2(\tilde{k})$. The dispersion relation agrees exceedingly well for $\tilde{k} > 1$ and $\tilde{A} \lesssim 1$, but deviates for larger amplitudes and wavenumbers less than 0.5. To retain asymptotic ordering, we need $\tilde{A} \ll \tilde{k}^2/(1 + \tilde{k}^2)$.

Note that the approximate solution (2.10) can result in an unphysical, negative conduit cross-sectional area. The minimum of the approximate solution $\tilde{\phi}(\theta)$ occurs when $\theta = \pi$. Equating the minimum to zero, we find that physical, positive values for approximate $\tilde{\phi}$ are restricted to $\tilde{A} < A_0$, where $A_0 > 4(3 - \sqrt{6}) \approx 2.20$, which is well beyond our assumption of small amplitude $0 < \tilde{A} \ll 1$.

2.2 Weakly Nonlinear, Dispersive Modulations

The aim of this section is to describe wave modulation in the weakly nonlinear, dispersive regime. First, we derive an approximation of wave modulations in the small-amplitude, weakly nonlinear regime with the NLS approximation using the method of multiple scales. Consider the
Figure 2.3: (a) Contour plot of numerically computed dispersion relation. (b) Numerically computed phase velocity. c) Relative error between numerically computed dispersion $\tilde{\omega}(\tilde{k}, \tilde{A})$ and approximate dispersion $\tilde{\omega}_0(\tilde{k}) + \tilde{A}^2 \tilde{\omega}_2(\tilde{k})$. Markers (×) correspond to waves plotted in figure 2.2.
ansatz

\[ a(z,t) = 1 + \varepsilon A_0 + \varepsilon^2 A_1 + \varepsilon^3 A_2 + \cdots, \varepsilon \rightarrow 0, \]  

(2.12)

where \( A_i = A_i(\theta, Z, T) \) for \( i = 0, 1, \ldots, \theta = \tilde{k}z - \tilde{\omega}_0(\tilde{k})t, \ Z = \varepsilon z, \) and \( T = \varepsilon t, \) where \( \tilde{\omega}_0(\tilde{k}) \) is the linear dispersion relation (1.52) for unit mean. Note that the amplitude in the NLS approximation is small, \( O(\varepsilon) \). Then, at \( O(\varepsilon) \), we obtain a linear, homogeneous equation for \( A_0 \):

\[ \mathcal{L} A_0 = -\omega A_0, \theta + 2kA_0, \theta + k^2 \omega A_0, \theta = 0, \]  

with solution

\[ A_0 = \psi(Z, T)e^{i\theta} + \text{c.c.} \]

if \( \omega = \tilde{\omega}_0, \ k = \tilde{k}, \) (c.c. denotes the complex conjugate of the previous terms). At \( O(\varepsilon^2) \), \( \mathcal{L} A_1 = F_1 \) where

\[ F_1 = e^{2i\theta} \left[-2i\tilde{k}\psi^2\right] - e^{i\theta}(1 + \tilde{k}^2)[\psi_T + \tilde{\omega}'_0(\tilde{k})\psi_Z] + \text{c.c.} \]

Solvability therefore implies

\[-(1 + \tilde{k}^2) \left[ \psi_T + \tilde{\omega}'_0(\tilde{k})\psi_Z \right] \sim \varepsilon g_1 + \cdots, \]

where we have introduced the higher order correction \( g_1 \). Solving for \( A_1 \), we include second harmonic and mean terms

\[ A_1 = \psi_2(Z, T)e^{2i\theta}/(3\tilde{k}\tilde{\omega}) + \text{c.c} + M(Z, T) \]

with \( M \) to be determined at the next order. Solvability with respect to constants at \( O(\varepsilon^3) \) yields \( M = (3\tilde{k} - 1)(1 + \tilde{k}^2)^{-1} |\psi|^2 \). Solvability with respect to the first harmonic yields for \( g_1 \),

\[-(1 + \tilde{k}^2) \left[ A_T + \omega'(k)A_Z \right] = \varepsilon \left\{ 2ikm |A|^2 A - ik^2 \omega m |A|^2 A - 2ikA_{ZT} \right. \]

\[ +i\omega A_{ZT} + 2ikBA^* - 9ik^2 B_A A^* \]

Upon entering the moving reference frame and scaling to long time \( \xi = Z - \tilde{\omega}'_0 T, \tau = \varepsilon T \), yields the Nonlinear Schödinger equation in the form

\[ i\psi_{\tau} + \frac{\tilde{\omega}''(\tilde{k})}{2} \psi_{\xi} + n(\tilde{k}) |\psi|^2 \psi = 0, \]  

(2.13)

where

\[ n(\tilde{k}) = \frac{3 + 5\tilde{k}^2 + 8\tilde{k}^4}{3\tilde{k}(\tilde{k}^2 + 1)(\tilde{k}^2 + 3)}. \]  

(2.14)

Rescaling according to

\[ \tau = \varepsilon^2 t, \quad \zeta = \frac{\varepsilon}{\sqrt{|\tilde{\omega}'_0|}} (z - \tilde{\omega}'_0 t), \quad B = \frac{\psi}{\sqrt{n}}, \]  

(2.15)

yields the NLS Equation for the complex envelope \( B(\zeta, \tau) \)

\[ iB_{\tau} + \frac{\sigma}{2} B_{\zeta} + |B|^2 B = 0, \]  

(2.16)
where \( \sigma = \text{sgn} \omega_0''(\tilde{k}) \) denotes the dispersion curvature. Then given a solution \( B \) of the NLS equation, an approximate solution to the conduit equation is

\[
a(z,t) \approx 1 + \varepsilon \left[ \sqrt{nB} e^{i\theta} + \text{c.c.} \right] + \varepsilon^2 \left[ \frac{nB^2}{3k\omega_0} e^{2i\theta} + \text{c.c.} + M \right],
\]

where \( \varepsilon \) is an amplitude scale.

Since

\[
\omega_0''(\tilde{k}) = \frac{4\tilde{k}(\tilde{k}^2 - 3)}{(1 + \tilde{k}^2)^3},
\]

and \( n(\tilde{k}) > 0 \) in equation (2.14), the NLS equation (2.16) is defocusing when \( 0 < \tilde{k} < \sqrt{3} \), and focusing for \( \tilde{k} > \sqrt{3} \). This result effectively splits periodic wave solutions of the conduit equation into two regimes. For the defocusing case, weakly nonlinear periodic waves are modulationally stable, and dark envelope soliton solutions are predicted, which, when combined with the ansatz (2.17), take the form (see, e.g., [1])

\[
B(\zeta,\tau) = e^{i\tau + i\psi_0} \left[ i \cos \alpha + \sin \alpha \tanh[\sin \alpha (\zeta - \cos \alpha \tau - \zeta_0)] \right],
\]

with arbitrary, real constants \( \zeta_0, \psi_0, \) and \( \alpha \), where \( 0 < \alpha \leq \pi/2 \) is half the phase jump across the soliton. This “gray soliton” reduces to the “black soliton” when \( \alpha = \pi/2 \) because \( B = 0 \) at the soliton center.

For the focusing case, periodic waves are modulationally unstable [87, 91]. Bright envelope soliton solutions for the NLS equation exist, which have the form

\[
B(\zeta,\tau) = e^{i\tau/2 + i\Theta_0} \text{sech}(\zeta - \zeta_0),
\]

where \( \zeta_0 \) and \( \Theta_0 \) are arbitrary, real constants.

In order to validate these approximate solutions, we numerically simulate the conduit equation (1.3) with envelope soliton initial conditions (2.17) and (2.18) or (2.17) and (2.19), depicted in figure 2.4(a,b). In figure 2.4(a), a black soliton is observed to coherently propagate, maintaining essentially the same shape. The NLS approximation is asymptotically valid up to times \( t = O(1/\varepsilon^2) \). For the
Figure 2.4: Evolution of weakly nonlinear envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate black soliton initial condition (2.18) with $\tilde{A} = 0.2$, $\tilde{k} = 1$. (b) Approximate bright soliton initial condition (2.19) with $\tilde{A} = 0.2$, $\tilde{k} = 3$. 
simulation in figure 2.4(a), $\varepsilon = \tilde{A}/4 = 0.05$ so that $1/\varepsilon^2 = 400$. The black envelope soliton shows no sign of instability over times up to $t = 1000$. Figure 2.4(b) shows the long-time evolution of an envelope bright soliton with the same $\varepsilon = 0.05$. The envelope appears to steepen and become peaked by $t = 1000$ but otherwise maintains its envelope structure. The observed speeds of propagation of the black and bright solitons are 0.0002 and -0.1589, respectively, very close to the predicted group velocities 0 and -0.16, respectively.

We also numerically studied the large amplitude regime with dark and bright envelope soliton initial conditions. Figure 2.5(a) shows the numerical evolution of dark envelope soliton initial data for $\tilde{A} = 1.6$, $\tilde{k} = 1$. The initial data apparently breaks up into three coherent structures. Two shallow amplitude modulations propagate in opposite directions and a large amplitude dip propagates very slowly. In order to verify the coherence of this large amplitude structure, we isolate it from the fast nonlinear waves by extracting the solution at $t = 750$ over the truncated domain $z \in [100, 275]$ and use this as an initial condition for the conduit equation. Additional periods of the unmodulated wave were prepended to the profile in order to increase the spatial domain. The evolution is shown in figure 2.5(b), displaying a remarkable persistence out to $t = 1000$.

Figure 2.6(a) depicts the evolution of bright envelope soliton initial conditions with $\tilde{A} = 0.6$, $\tilde{k} = 3$. The initial envelope appears to split into two coherent bright envelope structures and small amplitude dispersive radiation. The large amplitude wave is extracted from the solution at $t = 1000$ over the truncated domain $z \in [350, 360]$ and superimposed on a unit background then used as a new initial condition for the conduit equation. The result is shown in figure 2.6(b) that shows the persistence of a large amplitude envelope structure accompanied by the emission of small amplitude dispersive radiation.

These results reflect the fact that the NLS approximation models the envelope of a weakly nonlinear, dispersive carrier wave. Yet numerical evolution of large amplitude initial data present intriguing coherent structures deserving of further study. We now turn to the Whitham equations for an asymptotic description of nonlinear wave modulations in the moderate to large amplitude regime. However, the tradeoff for using these quasi-linear equations is their lack of dispersion at
Figure 2.5: Evolution of large amplitude dark envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate black soliton initial condition (2.18) with \( \tilde{A} = 1.6, \tilde{k} = 1 \) breaking up into multiple coherent “dark” wave structures. (b) The large amplitude dark structure from (a) is isolated and evolved, maintaining its coherence.

Figure 2.6: Evolution of large amplitude bright envelope soliton initial conditions for the conduit equation (1.3). (a) Approximate bright soliton initial condition (2.18) with \( \tilde{A} = 0.6, \tilde{k} = 3 \) breaking up into two coherent “bright” wave structures and small amplitude dispersive radiation. (b) The largest amplitude bright structure from (a) is isolated and evolved, maintaining its coherence.
the first order of approximation, consequently they cannot describe envelope solitons.

2.3 Whitham Equations

In order to describe modulated, large amplitude periodic waves, we appeal to the Whitham modulation equations. We have already introduced the conduit-Whitham equations in section 1.2.6 as equation (1.58). Note that the time scale of validity for the leading order Whitham equations is $O(1/\varepsilon)$, shorter than the $O(1/\varepsilon^2)$ time scale of the NLS equation (2.16). The benefit of the Whitham equations is that there is no amplitude restriction whereas the NLS equation considers $O(\varepsilon)$ amplitudes.

For completeness, we supply a synopsis of the multiple scales asymptotic derivation of the Whitham modulation equations. For the formal derivation here, we introduce slow space and time scales $Z = \varepsilon z$, $T = \varepsilon t$ and consider the ansatz $a(z,t) = A_0(\theta, Z, T) + \varepsilon A_1(\theta, Z, T) + \cdots$, $0 < \varepsilon \ll 1$, where $\theta_z = k$ and $\theta_t = -\omega$. Note that there is no amplitude restriction on $A_0$. Equality of mixed partials $\theta_{zt} = \theta_{tz}$ implies the conservation of waves $kT + \omega Z = 0$, one of the Whitham equations.

We insert the asymptotic ansatz into the conduit equation (1.3) and equate like orders in $\varepsilon$. The $O(1)$ equation is

\[-\omega A_{0,\theta} + 2k A_0 A_{0,\theta} - k^2 \omega A_{0,\theta} A_{0,\theta} + k^2 \omega A_0 A_{0,\theta\theta} = 0.\] (2.20)

Equation (2.20) is solved with a family of periodic traveling waves parameterized by $(k, A, \phi)$ (see section 2.1) where the parameters are assumed to depend on the slow variables $(Z, T)$. Note that in order to remove secularity at this order, the period of the solution in $\theta$ must be scaled to a constant $[53, 87]$, which we choose to be $2\pi$ without loss of generality: $A_0(\theta + 2\pi, Z, T) = A_0(\theta, Z, T)$.

At the next order, $O(\varepsilon)$, we obtain the linear problem $\mathcal{L}A_1 = f$ where

\[\mathcal{L}A_1 = -\omega A_{1,\theta} + (-k^2 \omega A_{0,\theta} A_{1,\theta} + 2k A_0 A_1)_\theta + k^2 \omega (A_{1,\theta\theta} A_0 + A_{0,\theta\theta} A_1),\]

\[f = -A_{0,T} - k^2 A_{0,\theta\theta} A_{0,T} + k^2 A_0 A_{0,\theta\theta T} - 2A_0 A_{0,Z} + 2k \omega A_{0,\theta} A_{0,\theta Z} - 2k \omega A_0 A_{0,\theta\theta Z}.\]

There are two solvability conditions in the form $\langle w, f \rangle \equiv \int_0^{2\pi} w(\theta) f(\theta) d\theta = 0$, where $w \in \text{Ker } \mathcal{L}^* = \ldots$
span\{1, A_0^{-2}\} for the adjoint operator

\[ \mathcal{L}^*w = \omega w_\theta + k^2 \omega \left[ -(A_0, \theta)w_\theta + (A_0w)_\theta + A_{3\theta}w - (A_0w)_{3\theta} \right] + 2k[A_0, \theta]w - (A_0w)_\theta, \]

with 2π-periodic boundary conditions. Note that there is a third, linearly independent function that is annihilated by \( \mathcal{L}^* \), but it is not 2π-periodic. Applying the two solvability conditions \( \langle 1, f \rangle = \langle A_0^{-2}, f \rangle = 0 \), performing some simplifications (primarily integration by parts), and adding the conservation of waves, we arrive at the Whitham equations

\begin{align*}
(\mathcal{A}_0)_T + \left( \frac{A_0^2}{A_0} - 2k\omega A_0^{2,\theta} \right)_Z &= 0, \\
\left( \frac{I_1}{A_0} + k^2 \frac{A_0^{2,\theta}}{A_0^2} \right)_T - 2 (\ln A_0)_Z &= 0, \\
k_T + \omega_Z &= 0,
\end{align*}

where \( g = \langle 1, g \rangle \). We can set \( \varepsilon = 1 \), and equivalently consider the Whitham equations in the long time \( t \gg 1 \) regime. Replacing \( A_0 \) with the periodic solution \( \phi \) of equation (1.56), we obtain the Whitham equations in conservative form

\[ \mathcal{P}_t + \mathcal{Q}_z = 0, \quad \mathcal{P} = \begin{bmatrix} \phi \end{bmatrix}, \quad \mathcal{Q} = \begin{bmatrix} I_1 \\ I_2 \\ k \\ \omega \end{bmatrix}, \]

where we have introduced the averaging integrals

\begin{align*}
I_1 &= \overline{\phi^{-1}} + k^2 \frac{g(\phi)}{\phi^2}, \quad I_2 = \overline{\phi^2} - 2k\omega g(\phi), \quad I_3 = -2 \ln \phi. 
\end{align*}

Alternatively, averaging of the conservation laws (1.50) is achieved by inserting the ansatz \( a(z, t) = \phi(\theta; k(z, t), \mathcal{A}(z, t), \phi(z, t)) \) and averaging the densities and fluxes over a period:

\[ \overline{\phi_t} + \left( \frac{\phi^2 + \omega k \phi^2 \overline{(\phi^{-1})_\theta}}{\phi} \right)_z = 0, \]

\[ \left( \frac{1}{\phi} + k^2 \frac{\phi^2}{\phi^2} \right)_t + \left( -\omega k \frac{\phi_{\theta\theta}}{\phi} + \omega k \frac{\phi_{\theta} \phi_{\theta}}{\phi^2} - 2 \ln \phi \right)_z = 0. \]

Integration by parts and the addition of conservation of waves yields the Whitham equations in the conservative form (2.24). Consequently we have shown that multiple scales and conservation law averaging yield the same modulation equations.
The density $\mathcal{P}$ and flux $\mathcal{Q}$ can be expanded in terms of the modulation variables $\mathbf{q} = (k, A, \bar{\phi})^T$ to obtain the quasi-linear form of the Whitham equations

$$\mathbf{q}_t + \mathbf{M}\mathbf{q}_z = 0,$$  

(2.26)

where

$$\mathbf{M} = \left( \frac{\partial \mathcal{P}}{\partial \mathbf{q}} \right)^{-1} \frac{\partial \mathcal{Q}}{\partial \mathbf{q}} = \begin{bmatrix}
\omega_k & \omega_A & \omega_0 \\
I_{3,k} - I_{1,k}\omega_k - I_{2,k}\bar{\omega}_k & I_{3,A} - I_{1,k}\omega_A - I_{2,A}\bar{\omega}_A & I_{3,0} - I_{1,k}\omega_0 - I_{2,0}\bar{\omega}_0 \\
I_{2,k} & I_{2,A} & I_{2,0}
\end{bmatrix}. \quad (2.27)$$

This non-conservative form of the Whitham equations is only valid where the matrix $\partial \mathcal{P} / \partial \mathbf{q}$ is invertible, which is the case for the parameter regimes considered in this thesis.

The scaling invariance (1.51) can be used so that the dependence on $\bar{\phi}$ in the Whitham equations is explicit and the averaging integrals need be computed only over the scaled variables $\tilde{k}$ and $\tilde{A}$. Then the integrals (2.25) can be written

$$I_1 = \tilde{I}_1 / \bar{\phi}, \quad I_2 = \bar{\phi}^2 \tilde{I}_2, \quad I_3 = \tilde{I}_3 - 2 \ln \bar{\phi}, \quad (2.28)$$

where $\tilde{I}_i = \tilde{I}_i(\tilde{k}, \tilde{A})$, $i = 1, 2, 3$. Therefore, computation of the averaging integrals is only required for $(\tilde{k}, \tilde{A})$. The Whitham equations in the scaled variables $\tilde{\mathbf{q}} = (\tilde{k}, \tilde{A}, \bar{\phi})$ are

$$\tilde{\mathbf{q}}_t + \tilde{\mathbf{M}}\tilde{\mathbf{q}}_z = 0, \quad \tilde{\mathbf{M}} = \left( \frac{\partial \mathbf{q}}{\partial \tilde{\mathbf{q}}} \right)^{-1} \mathbf{M} \frac{\partial \mathbf{q}}{\partial \tilde{\mathbf{q}}}, \quad \frac{\partial \mathbf{q}}{\partial \tilde{\mathbf{q}}} = \begin{bmatrix}
\bar{\phi}^{-1/2} & 0 & -\frac{1}{2}\bar{\phi}^{-3/2}\tilde{k} \\
0 & \bar{\phi} & \tilde{A} \\
0 & 0 & 1
\end{bmatrix}. \quad (2.29)$$

We will be interested in structural properties of the Whitham equations such as hyperbolicity (strict or non-strict), ellipticity, and genuine nonlinearity. All of these criteria rely on the eigenvalues $c$ and eigenvectors $\mathbf{r}$ of the Whitham matrix $\mathbf{M}$ satisfying

$$(\mathbf{M} - c\mathbf{I})\mathbf{r} = 0. \quad (2.30)$$
In general, we expect three eigenpairs \( \{(c_j, r_j)\}_{j=1}^3 \) with either all real eigenvalues \( c_1 \leq c_2 \leq c_3 \) when the Whitham equations are hyperbolic or, in the case of one real and two complex conjugate eigenvalues, the Whitham equations are elliptic. If the eigenvalues are all real and they are strictly ordered \( c_1 < c_2 < c_3 \), then the Whitham equations are strictly hyperbolic.

The coefficient matrix \( \tilde{\mathcal{M}} \) is a similarity transformation of \( \mathcal{M} \) so its eigenvalues are the same as those of \( \mathcal{M} \). \( \tilde{\mathcal{M}} \) exhibits the following property

\[
\tilde{\mathcal{M}}(\tilde{k}, \tilde{A}, \tilde{\phi}) = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \tilde{\phi}
\end{bmatrix}
\tilde{\mathcal{M}}(\tilde{k}, \tilde{A}, 1)
\begin{bmatrix}
\tilde{\phi} & 0 & 0 \\
0 & \tilde{\phi} & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

which can be used to show

\[
c(\tilde{k}, \tilde{A}, \tilde{\phi}) = \tilde{\phi}c(\tilde{k}, \tilde{A}, 1), \quad r(\tilde{k}, \tilde{A}, \tilde{\phi}) = \begin{bmatrix}
\tilde{\phi}^{-1} & 0 & 0 \\
0 & \tilde{\phi}^{-1} & 0 \\
0 & 0 & 1
\end{bmatrix} r(\tilde{k}, \tilde{A}, 1).
\]

Therefore, the hyperbolicity/ellipticity of the Whitham equations is independent of the mean \( \tilde{\phi} \).

The unit mean eigenvalues \( \tilde{c} \) and eigenvectors \( \tilde{r} \) are defined according to

\[
\tilde{c}(\tilde{k}, \tilde{A}) = c(\tilde{k}, \tilde{A}, 1), \quad \tilde{r}(\tilde{k}, \tilde{A}) = r(\tilde{k}, \tilde{A}, 1).
\]

Utilizing the identities in (2.32), we find that the quantity

\[
\mu \equiv \nabla_{\tilde{\phi}} c(\tilde{k}, \tilde{A}, \tilde{\phi}) \cdot r(\tilde{k}, \tilde{A}, \tilde{\phi}) = \begin{bmatrix}
\tilde{c}_k \\
\tilde{c}_A \\
\tilde{c}
\end{bmatrix} \cdot \begin{bmatrix}
\tilde{c}_k \\
\tilde{c}_A \\
\tilde{c}
\end{bmatrix}
\]

is independent of \( \tilde{\phi} \), i.e., \( \mu = \mu(\tilde{k}, \tilde{A}) \). If \( \mu \neq 0 \), then the Whitham equations are genuinely nonlinear [57]. For those values of \( \tilde{k} \) and \( \tilde{A} \) where \( \mu = 0 \), the Whitham equations are linearly degenerate. The sign definiteness of \( \mu \) corresponds to a monotonicity condition that is required for the existence of simple wave solutions to the Whitham equations, of particular importance for the study of DSWs [21].
2.3.1 Weakly Nonlinear Regime

Now consider equation (2.27) in the small $\mathcal{A}$ regime by inserting the Stokes expansion (2.10), (2.11), yielding

$$\mathcal{M} = \begin{bmatrix}
\omega_{0,k} & 2\mathcal{A}\omega_2 & \omega_{0,\phi} \\
\frac{4}{2^4}\omega_{0,kk} & \omega_{0,k} & \frac{4}{2^4}\frac{4(1+\overline{\phi}k^2+3\overline{\phi}^2k^4+\overline{\phi}^3k^6)}{(1+\overline{\phi}k^2)^3} \\
0 & 2\mathcal{A}\frac{1-3\overline{\phi}^2}{8(1+\overline{\phi}k^2)} & 2\overline{\phi}
\end{bmatrix} + \mathcal{O}(\mathcal{A}^2). \tag{2.35}
$$

The eigenvalues of $\mathcal{M}$ (characteristic velocities) via (2.32) evaluated at unit mean $\overline{\phi} = 1$ are

$$\tilde{c}_1 = \tilde{\omega}_{0,k} - \frac{\mathcal{A}}{4}\sqrt{-n\tilde{\omega}_{0,kk}} + \mathcal{O}(\mathcal{A}^2),$$
$$\tilde{c}_2 = \tilde{\omega}_{0,k} + \frac{\mathcal{A}}{4}\sqrt{-n\tilde{\omega}_{0,kk}} + \mathcal{O}(\mathcal{A}^2), \tag{2.36}$$
$$\tilde{c}_3 = 2 + \mathcal{O}(\mathcal{A}^2),$$

where $n = n(\tilde{k})$ is from equation (2.14). The complex characteristic velocities occur precisely when the NLS equation (2.16) is in the focusing regime, i.e., when $\tilde{k} > \sqrt{3}$. This is to be expected [87].

The requirement $-n\tilde{\omega}_{0,kk} > 0$ for modulational stability is sometimes referred to as the Benjamin-Feir-Lighthill criterion [91]. Note that we must use $-n(\tilde{k})$, as opposed to $\tilde{\omega}_2(\tilde{k})$ from the Stokes expansion (2.9), in the criterion because of the generation of a mean term (cf. [87]).

Next, we determine the approximate eigenvectors $\tilde{r}_j$ associated with the approximate eigenvalues (2.36) using standard asymptotics of eigenvalues and eigenvectors (see, e.g., [11]). These approximate results are used to compute $\mu_j$, $j = 1, 2, 3$ for $0 < \mathcal{A} \ll 1$ (2.34) (each $\mu_j$ is associated with its $c_j$)

$$\mu_1 = \frac{6k(k^2-3)}{(1+k^2)^3} + \frac{(2k^{10}+43k^8+35k^6+99k^4+243k^2-54)}{6k(k^2+1)^3(k^2+3)^{3/2}\sqrt{\frac{-8k^6}{3}+\frac{19k^4}{3}+4k^2+3}}\mathcal{A} + \mathcal{O}(\mathcal{A}^2),$$
$$\mu_2 = \frac{6k(k^2-3)}{(1+k^2)^3} - \frac{(2k^{10}+43k^8+35k^6+99k^4+243k^2-54)}{6k(k^2+1)^3(k^2+3)^{3/2}\sqrt{\frac{-8k^6}{3}+\frac{19k^4}{3}+4k^2+3}}\mathcal{A} + \mathcal{O}(\mathcal{A}^2),$$
$$\mu_3 = 2.$$
We find that \( \mu_1 = 0 \) when
\[
\hat{A} = 6\sqrt{\frac{2}{5}} 3^{3/4} \left( \sqrt{3} - \tilde{k} \right)^{3/2} + \mathcal{O} \left( \left( \sqrt{3} - \tilde{k} \right)^{5/2} \right), \quad 0 < \sqrt{3} - \tilde{k} \ll 1. \tag{2.37}
\]
Along the curve (2.37), the weakly nonlinear Whitham equations are linearly degenerate in the first characteristic field.

We also find linear degeneracy in the second characteristic field: \( \mu_2 = 0 \) when \( \hat{A} = 18\tilde{k}^2 + \mathcal{O} \left( \tilde{k}^4 \right), \quad 0 < \tilde{k} \ll 1. \) But the weakly nonlinear Whitham equations are nonstrictly hyperbolic when \( \hat{A} = 12\tilde{k}^2 + \mathcal{O} \left( \tilde{k}^4 \right), \quad 0 < \tilde{k} \ll 1, \) as shown by equating \( \hat{c}_2 = \hat{c}_3 \) from equation (2.36). Because nonstrict hyperbolicity implies linear degeneracy [13], there is apparently a contradiction. The reason for this is due to the Stokes approximation that requires \( \hat{A} \ll \tilde{k}^2 \) to maintain an asymptotically well-ordered approximation of equation (2.10) so that both \( \mu_2 = 0 \) and \( \hat{c}_2 = \hat{c}_3 \) are outside the asymptotic regime of validity.

2.3.2 Large Amplitude Regime

We now investigate modulations of large amplitude, periodic waves by direct computation of the Whitham equations. For this, we examine the Whitham equations in the form (2.29), so that the dependence on \( \tilde{\phi} \) is explicit. We numerically compute periodic solutions \( \tilde{\phi} \) and the corresponding nonlinear dispersion relation \( \tilde{\omega}(\tilde{k}, \hat{A}) \) and unit-mean averaging integrals \( \left\{ \tilde{I}_j(\tilde{k}, \hat{A}) \right\}_{j=1}^3 \) for the equispaced, discrete values \( (\tilde{k}_j, \hat{A}_l), \tilde{k}_j = j\Delta, \hat{A}_l = l\Delta, \quad j, l = 1, 2, \ldots, N. \) We chose \( N = 4000, \Delta = 0.001 \) so that \( \tilde{k}_N = \hat{A}_N = 4. \) Derivatives of \( \tilde{\omega} \) and \( \tilde{I}_j \) with respect to \( \tilde{k} \) and \( \hat{A} \), required in (2.26), are estimated with sixth order finite differences, yielding a numerical approximation of the coefficient matrix \( \tilde{\mathcal{M}} \) on the discrete grid.

Using our direct computation of the coefficient matrix \( \tilde{\mathcal{M}} \), we determine its eigenvalues \( \{\tilde{c}_j(\tilde{k}, \hat{A})\}_{j=1}^3 \) and plot in figure 2.7(a) the region in the \( \tilde{k} - \hat{A} \) plane where the Whitham equations are hyperbolic or elliptic. As shown by our weakly nonlinear analysis (2.36), the elliptic region appears for \( \tilde{k} > \sqrt{3} \), independent of \( \hat{A} \) for small \( \hat{A} \). But our computations show that the region depends strongly on the wave amplitude for larger \( \hat{A} \).
Figure 2.7: (a) Elliptic (gray) and hyperbolic (white) parameter regimes for the Whitham equations corresponding to complex or real characteristic velocities, respectively. Identified stable (dots) and unstable (squares) periodic waves according to direct numerical simulation of the conduit equation. (b) Contour plot of the imaginary part of the characteristic velocity $\tilde{c}_2$, the MI growth rate. The maximum, 0.04795, occurs for $(\tilde{k}, \tilde{A}) = (2.711, 1.204)$. 
As noted earlier, ellipticity of the Whitham equations implies modulational instability of the periodic traveling wave \cite{87}. In agreement with our weakly nonlinear analysis (2.36), we find that in the elliptic region, $\tilde{c}_1 = \tilde{c}_2^*$ (\(^*\) denotes complex conjugation) and $\tilde{c}_3 \in \mathbb{R}$. We confirm the hyperbolic/elliptic boundary by direct numerical simulation of the conduit equation (1.3) with slightly perturbed, periodic initial data. Random, smooth noise (band-limited to wavenumber 512 on a grid with at minimum 4000 points) of magnitude $O\left(10^{-3}\right)$ was added to a periodic traveling wave initial condition on a domain of over 100 spatial periods. This initial data was evolved either 100 temporal periods or to $t = 500$, whichever was longer. Some waves, especially those in the small-amplitude regime, were evolved for even longer time periods. The modulational (in)stability of several of these runs are shown in figure 2.7(a). We find excellent agreement with the MI predictions from Whitham theory. The long-time evolution of two particular waves are shown in figure 2.8 showing both a stable and an unstable case. The unstable case in figure 2.8(b) appears to show the formation of large amplitude, bright envelope coherent structures. This is additional numerical evidence for the existence of bright envelope soliton solutions of the conduit equation.

A periodic traveling wave solution of the conduit equation (1.3) corresponds to a constant solution $\tilde{q}(z, t) = \tilde{q}_0$ of the Whitham equations (2.29). If we consider the stability of this solution
by linearizing the Whitham equations according to \( \tilde{q}(z,t) = \tilde{q}_0 + b e^{i\kappa z + \sigma t}, |b| \ll 1 \), we obtain the growth rates

\[
\text{Re} \sigma_i = \kappa \text{Im} c_i, \tag{2.38}
\]

for each component of the perturbation in the eigenvector basis of \( \widetilde{M} \). The physical growth rate requires knowledge of the perturbation wavenumber \( \kappa \). Because the Whitham equations are quasi-linear, first order equations, any wavenumber is permissible (determined by the initial data), suggesting that the physical growth rate (2.38) is unbounded. In practice, there is a dominant wavenumber associated with the instability that is determined by higher order effects, which in this case is dispersion. The NLS equation (2.16) resolves this feature in the weakly nonlinear regime but we are interested in large amplitude modulations. We therefore identify the imaginary part of the characteristic velocity \( \tilde{c}_2 \) as a proxy for the growth rate of the instability and observe in figure 2.7(b) that there is a maximum of \( \text{Im}(\tilde{c}_2) \) for unit-mean periodic waves that occurs for the wave parameters \((\tilde{k}, \tilde{A}) = (2.711, 1.204)\). We confirm that these parameters do indeed approximately correspond to a maximally unstable periodic wave by performing numerical simulations of the conduit equation (1.3) with initially perturbed periodic traveling waves, utilizing the same process as that used in the determination of modulational (in)stability. The envelopes of these waves were extracted for each time step and then compared to the envelope of the initial condition, giving a deviation from the expected periodic wave evolution. The growth rate was calculated by fitting an exponential to the maximum of this deviation. From these numerics, the maximally unstable parameters are closer to \((\tilde{k}, \tilde{A}) = (2.7, 1.35)\) than the expected \((\tilde{k}, \tilde{A}) = (2.7, 1.2)\). The maximal growth rate for these parameters was found to be 0.0457, which is within 5% of the maximal growth rate found via the Whitham equations. Thus the perturbation wavenumber \( \kappa \) does not drastically affect the maximal growth rates.

Next, we compute the quantities \( \{\mu_j(\tilde{k}, \tilde{A})\}_{j=1}^3 \) from equation (2.34) on the discrete grid \( \{(\tilde{k}_j, \tilde{A}_l)\}_{j,l=1}^N \) using sixth order finite differencing. The results are depicted in figure 2.9(a) where the curves correspond to the largest value of \( \tilde{k} \), given \( \tilde{A} \), such that \( \mu \) changes sign. The curve
where $\mu_1$ changes sign bifurcates from the edge of the elliptic region at the point $(\tilde{k}, \tilde{A}) = (\sqrt{3}, 0)$, agreeing with the weakly nonlinear result (2.37) for sufficiently small $\tilde{A}$. The curve where both $\mu_{2,3}$ change sign apparently bifurcates from $(0, 0)$ and occurs for small $\tilde{k}$. These results demonstrate that the Whitham equations lack genuine nonlinearity when considered in the whole of the hyperbolic region.

In order to understand the small $\tilde{k}$ results better, we show in figure 2.9(b) a zoom-in of this region. The accurate determination of the loss of genuine nonlinearity in this region is numerically challenging because the characteristic velocities $\tilde{c}_{2,3}$ get very close to one another. A more numerically stable calculation is shown by the black dashed curve in figure 2.9(b) where, for each $\tilde{A}$, it corresponds to the largest $\tilde{k}$ at which $|\tilde{c}_3 - \tilde{c}_2| < 10^{-5}$. For parameters to the left of this curve, the characteristic velocities remain very close to one another. It is well-known that, for example, in the KdV-Whitham equations, the characteristic velocities get exponentially close to one another yet remain distinct in the small wavenumber regime [49, 33]. Because non-strict hyperbolicity implies loss of genuine nonlinearity [13], the proximity of $\tilde{c}_2$ and $\tilde{c}_3$ may be affecting the numerical results.

It remains to definitively determine if the Whitham equations lose strict hyperbolicity and/or genuine nonlinearity in the small $\tilde{k}$ regime. Note that the curve for which $\mu_1 = 0$ in figure 2.9(a) occurs in a strictly hyperbolic region.

2.4 Discussion and Conclusion

Our study of the structural properties of the conduit Whitham equations sheds some light on recent theoretical and experimental studies of dispersive shock waves. The DSW fitting method allows one to determine a dispersive shock’s harmonic and soliton edge speeds, even for non-integrable systems [18]. However, the method is known to break down when the Whitham equations lose genuine nonlinearity in the second characteristic field [52, 21]. It was observed in [52] that the fitting method failed to accurately predict conduit DSW soliton edge speeds for sufficiently large jump heights. Our results here suggest that this could be due to the loss of strict hyperbolicity and/or genuine nonlinearity in the small wavenumber (soliton train) regime.
Figure 2.9: (a) Loss of genuine nonlinearity in the Whitham equations. The curves correspond to regions in the $\tilde{k}$-$\tilde{\Lambda}$ plane where the computed quantities $\mu_{2,3}$ (solid) or $\mu_1$ (dashed) change sign. To the right of the solid (dashed) curve, $\mu_3 > 0$, $\mu_2 < 0$ ($\mu_1 > 0$). The dash-dotted curve corresponds to the prediction $\mu_1 = 0$ from the weakly nonlinear analysis equation (2.37). The elliptic region from figure 2.7 is also depicted (gray). (b) Zoom-in of the small $\tilde{k}$ region of (a) where $\mu_{2,3} \approx 0$ (red) approximately corresponds to the largest $\tilde{k}$, to the left of which $|\tilde{c}_3 - \tilde{c}_2| < 10^{-5}$ (black), i.e., approaching non-strict hyperbolicity.
In addition to the hyperbolic modulation regime where DSWs, and dark envelope solitons are prominent coherent structures, we have found an elliptic regime where the periodic wave breaks up into coherent wavepackets or bright envelope solitons. The accessibility of both hyperbolic and elliptic modulation regimes in one system motivates further study of each and the transition between the two. One potential future, novel direction is to explore the possibility of creating a soliton gas [23].

It remains to generate a periodic wave from an initially uniform conduit and explore its properties experimentally. Accurate control of wavebreaking via a dispersionless simple wave (a rarefaction wave) has been achieved by slow modulation of the conduit area from a boundary [56, 5]. One possibility is to utilize simple wave solutions of the Whitham equations to efficiently and smoothly transition between a constant conduit \( \dot{A} = 0 \) to a periodic conduit \( \dot{A} > 0 \). This also suggests the theoretical and experimental exploration of Riemann problems, step initial data, for the Whitham equations themselves. Our determination of linearly degenerate curves will inform the ability to construct simple waves connecting two generic wave states.

We have presented strong numerical evidence for the existence of large amplitude dark and bright envelope solitary waves in viscous fluid conduits, bifurcating from weakly nonlinear NLS solutions. Dark envelope solitons can have either positive or negative velocities. All bright envelope solitons for NLS associated with the conduit equation have negative velocities. It remains to be determined if this is true in the large amplitude case. Existing laboratory studies of viscous fluid conduits implement control of the conduit interface by varying the injected flow rate through a nozzle at the bottom of a fluid column, as detailed in section [1,4]. This allows for the creation of waves with positive (upward) propagation velocities such as dark envelope solitons. If bright envelope solitons only have negative velocities, then an alternative experimental approach will be required to create them.

We have shown that the non-convexity of the conduit linear dispersion relation leads to the existence of elliptic Whitham equations and modulational instability. This is just one possible implication of non-convex dispersion in dispersive hydrodynamics. We note that non-convex dis-
persion in other, higher order equations, has also been found to give rise to a resonance between the DSW soliton edge and linear waves, leading to the generation of radiating DSWs [11, 25, 73].
Chapter 3

Generation and Observation of Dispersive Shock Waves

The Whitham theory developed in chapter 2 and 52 is spectacularly realized during the process of wave breaking into dispersive shock waves for the viscous fluid conduit system. This system enables high fidelity studies of large amplitude DSWs, which are found to agree quantitatively with Whitham theory [87, 34, 50]. The following chapter is a reformatting of [56] and [5] to fit the scope and style of this thesis.

Figure 3.1(a) displays a typical time-lapse of our experiment. At time 0 s, the conduit exhibits a relatively sharp transition between narrower and wider regions. Due to buoyancy, the interface of the wider region moves faster than the narrower region. Rather than experience folding over on itself, the interface begins to oscillate due to dispersive effects as shown in figure 3.1(a) at 30 s. As later times in figure 3.1(a) attest, the oscillatory region expands while the oscillation amplitudes maintain a regular, rank ordering from large to small. By extracting the spatial variation of the normalized conduit cross-sectional area $a$ from a one frame per second image sequence, we display in figure 3.1(b) the full spatio-temporal interfacial dynamics as a space-time contour plot. This plot reveals two characteristic fronts associated with the oscillatory dynamics: a large amplitude leading edge and a small amplitude, oscillatory envelope trailing edge.

3.1 Generation of Wavebreaking Profiles

A major challenge for the experimental study of DSWs is the controlled realization of wave-breaking, e.g. generating the profile seen at $T = 0$ s in figure 3.1(a). One obstacle to the laboratory
Figure 3.1: Interfacial wave breaking of two Stokes fluids causing the spontaneous emergence of coherent oscillations, a DSW. The leading, downstream edge is approximately a large amplitude solitary wave whose phase speed is tied to the upstream conduit area. The trailing, upstream edge is a small amplitude wave packet moving at the group velocity whose wavenumber is tied to the downstream conduit area. (a) 90° clockwise rotated, time-lapse digital images (aspect ratio 10:1). (b) Space-time contour plot of the conduit cross-sectional area from (a). Nominal experimental parameters: $\Delta \rho = 0.0928 \text{ g/cm}^3$, $\mu^{(i)} = 91.7 \text{ cP}$, $\epsilon = 0.030$, downstream flow rate $Q_0 = 0.50 \text{ mL/min}$, and $\alpha_- = 2.5$. 
generation of a desired wavebreaking profile is its reliable initiation from only boundary control. Laboratory nonlinear dispersive wave environments constrained by boundary control include fluid environments such as shallow water wave tanks (see, e.g. [77]) and viscous fluid conduits [69]. Also included are non-fluid systems such as intense laser light propagation in optical fibers [89], magnetic spin waves [43], and granular crystals [10]. It can be difficult to achieve step-like conditions without boundary interactions. Here, we report on a simple mathematical observation that yields a feasible way to achieve a variety of wavebreaking profiles away from boundaries [5]. We track the dispersionless (long-wave) characteristics of the conduit equation backwards in time from the desired wavebreaking profile. The resulting solution is then used as a boundary condition for conduit experiments to realize a variety of wavebreaking profiles at desired spatial locations.

Changing between boundary and initial conditions is a useful tool in the study of nonlinear waves. The piston shock problem is a canonical boundary value problem in the theory of classical shock waves. G. B. Whitham reformulated the problem by tracing characteristics back from the piston to an equivalent initial value problem that was then solved via the method of characteristics [86]. Here, we do the reverse by converting a desired initial value problem into a boundary value problem in the context of dispersive shock waves. We use this approach to precisely realize several wavebreaking profiles in experiment: step, box, triangle, and N-wave configurations. We find that, despite neglecting short-wave dispersion, we can precisely control the location and time of wavebreaking as well as the long-wave characteristics that lead up to breaking. This is supported both theoretically by numerical simulations of the conduit equation and experimentally with our viscous conduit setup.

3.1.1 Theory

The simplest wavebreaking configuration is a step decrease in (dimensional) conduit area

\[ A(Z, T_b) = \begin{cases} A_2, & Z < Z_b \\ A_1, & Z \geq Z_b \end{cases} \]  

(3.1)
for some \( A_2 > A_1 = \pi R_0^2 \), where \( R_0 \) is the conduit radius, \( Z_b \) is the breaking location, and \( T_b \) is the breaking time. We can nondimensionalize the equation and rescale the leading area to unity via the scalings (1.42) to arrive at the conduit equation (1.3)

\[
a_t + (a^2)_z - \left(a^2 \left(a^{-1} a_t\right)_z\right)_z = 0.
\]

We represent the desired wavebreaking profile via the data \( a(z, t_b) = a_0(z) \). For example the step profile (3.1) is

\[
a_0(z) = \begin{cases} 
  a_b, & z < z_b, \\
  1, & z \geq z_b
\end{cases}, \quad z \in \mathbb{R},
\]

where \( a_b = A_2/A_1 > 1 \) is the jump ratio and \( z_b, t_b \) are the nondimensional breaking height and time, respectively. We also consider the box profile of amplitude \( a_b \) and width \( w \),

\[
a_0(z) = \begin{cases} 
  a_b, & z_b - w < z < z_b \\
  1, & \text{else}
\end{cases}, \quad z \in \mathbb{R},
\]

the triangle profile of amplitude \( a_b \), width \( w \), and hypotenuse slope \( m = \frac{a_b - 1}{w} \),

\[
a_0(z) = \begin{cases} 
  m z + (a_b - m z_b), & z_b - w < z < z_b \\
  1, & \text{else}
\end{cases}, \quad z \in \mathbb{R},
\]

and the N-wave profile of maximum amplitude \( a_{max} \), minimum amplitude \( a_{min} \), width \( w \), and slope \( m = \frac{a_{max} - a_{min}}{w} \),

\[
a_0(z) = \begin{cases} 
  m z + (a_b - m z_b), & z_b - w < z < z_b \\
  1, & \text{else}
\end{cases}, \quad z \in \mathbb{R}.
\]

For example profiles, see figure 3.2.

### 3.1.1.1 Inviscid Burgers Equation

In order to approximately realize the breaking configurations that give rise to \( a_0(z) \), e.g. (3.2)–(3.5), we seek to identify the spatio-temporal profile for times prior to breaking \( t < t_b \).
Figure 3.2: Characteristic plots (large plots) and wavebreaking profiles at time of breaking (small plots). The gray regions are areas where wavebreaking has occurred and small-scale dispersion is important so the inviscid Burger’s solution is no longer valid. Shown here are step (a), box (b), triangle (c), and N-wave (d) wavebreaking profiles.
We assume that prior to DSW formation, the third order dispersive term is negligible, which we justify with numerical and physical experiments. This is a long-wave assumption that is valid when $|a_z|/|a| \sim |a_t|/|a| \ll 1$, so that nonlinear effects dominate wave dispersion effects. We therefore neglect the dispersive term, $(a^2(a^{-1}a_t)z)_z$ in (1.3), and reverse time and shift space via

$$z = \zeta + z_b, \quad t = -(\tau - t_b), \quad a = u,$$

where $u(\zeta, \tau)$ now satisfies the time-reversed inviscid Burgers equation,

$$u_\tau - (u^2)_\zeta = 0, \quad \tau > 0, \quad \zeta \in \mathbb{R}, \quad u(\zeta, 0) = u_0(\zeta) = a_0(\zeta - z_b),$$

which has the implicit solution

$$u(\zeta, \tau) = u_0(\zeta + 2u(\zeta, \tau)\tau).$$

Then, converting (3.9) back to conduit equation variables and evaluating at the boundary $z = 0$, we have an implicit form of the boundary condition in terms of the known initial condition $a_0(z)$,

$$a(0, t) = a_0(-2a(0, t) t).$$

Observe the $\zeta$-derivative of $u(\zeta, \tau)$ in equation (3.9) is

$$u_\zeta = \frac{u_0'(\zeta + 2u(\zeta, \tau)\tau)}{1 + 2u_0'(\zeta + 2u(\zeta, \tau)\tau)\tau}.$$

Thus a necessary condition that precludes breaking for $0 < t < t_b$ is $a'_0(z) < 1/2t_b$ for all $z$.

We now consider the specific case of step data (3.2). For this case, the self-similar, rarefaction wave solution is operable

$$u(\zeta, \tau) = \begin{cases} u_- : \zeta \leq 2u_-\tau, \\ \frac{\zeta}{2\tau} : 2u_-\tau \leq \zeta \leq 2u_+\tau, \\ u_+ : \zeta \geq 2u_+\tau. \end{cases}$$

The substitution (3.6) along with

$$t_b = \frac{z_b}{2} \frac{a_{b-1}}{a_b}, \quad u_- = 1, \quad u_+ = a_b$$

(3.12)
yields the sought for boundary condition
\[
a(0,t) = \begin{cases} 
1 & : t \leq 0 \\
(1 - 2t/z_b)^{-1} & : 0 < t < \left(\frac{a_b-1}{2a_b}\right)z_b \\
a_b & : t \geq \left(\frac{a_b-1}{2a_b}\right)z_b 
\end{cases}
\] (3.13)

This solution and its evolution are shown in figure 3.3. Note that we have chosen the specific breaking time \(t_b\) in (3.12) so that \(a(0,t) = 1\) for \(t \leq 0\). Any desired breaking time can be achieved by a simple time shift.

### 3.1.1.2 Generalizations to Piecewise Linear Profiles

This method of neglecting the dispersive term can be used to generate a variety of initial conditions, the formulae for which are included in table 3.1.

In figure 3.2, we show characteristic plots based on the dispersionless approach to generate a step in figure 3.2(a), a box in figure 3.2(b), a triangle in figure 3.2(c), and an N-wave in figure 3.2(d).

There are some restrictions on the types of profiles we can generate. In order for an entire profile to be above the \(z = 0\) boundary at the time of breaking, we require the width of the profile
Table 3.1: Boundary conditions $a(0,t)$ resulting in approximate profiles of interest. All profiles have a breaking time $t_b$ based on the breaking height $z_b$ of $t_b = z_b/2$. 

<table>
<thead>
<tr>
<th>Profile</th>
<th>Formula</th>
<th>Restrictions</th>
</tr>
</thead>
</table>
| Step    | $a(0,t) = \begin{cases} 
1 & : t \leq 0 \\
(1 - 2t/z_b)^{-1} & : 0 < t < \frac{(a_b-1)}{2a_b}z_b \\
ap & : t \geq \frac{(a_b-1)}{2a_b}z_b 
\end{cases}$ | none |
| Box     | $a(0,t) = \begin{cases} 
1 & : t \leq 0 \\
(1 - 2t/z_b)^{-1} & : 0 < t < \frac{(a_b-1)}{2a_b}z_b \\
ap & : t \geq \frac{(a_b-1)}{2a_b}z_b 
\end{cases}$ | $t_b = z_b/2$. |
| Triangle | $a(0,t) = \begin{cases} 
1 & : t \leq \frac{2b}{w} \\
(1 - 2t/z_b)^{-1} & : \frac{(a_b-1)}{2a_b}z_b \leq t < \frac{w}{2} \\
1 - m(1-\frac{a_b}{a_{min}}) + 2mt & : \frac{(a_b-1)}{2a_b}z_b \leq t < \frac{w}{2} \\
1 & : t \geq \frac{w}{2} 
\end{cases}$ | $1 \leq \frac{z_b}{w} \leq \frac{1}{a_b-1}$ |
| N-wave  | $a(0,t) = \begin{cases} 
1 & : t \leq \frac{2b}{w} \\
(1 - 2t/z_b)^{-1} & : \frac{(a_{max}-1)}{2a_{max}}z_b \leq t < \frac{w}{2} \\
1 - m(1-\frac{a_{max}}{a_{min}}) + 2mt & : \frac{(a_{max}-1)}{2a_{max}}z_b \leq t < \frac{w}{2} \\
1 & : t \geq \frac{w}{2} 
\end{cases}$ | $1 \leq \frac{z_b}{w} \leq \frac{1}{a_{max}-a_{min}}$ |
to be less than or equal to \( z_b \). For triangle waves and N-waves, there is an additional width-height ratio that must be satisfied in order for the diagonal portions to be fully realized. These conditions are listed in table 3.1.

### 3.1.2 Experimental Methods

The experimental setup is as described in section 1.4, using glycerine. An example of conduit breaking is shown in figure 3.4.

In order to use the results from section 3.1.1, we rescale (3.13) from the nondimensional conduit equation (lower case variables) to physical parameters (upper case variables) as outlined in section 1.4.2 and map \( a(0, t) \) to the volumetric flow rate profile \( Q(t) \) for the desired wavebreaking configuration; see table 3.1. A camera near the nozzle takes images before and after the initiation of the boundary volumetric flow profile, so background conduit diameters are measured. Another camera near the breaking height takes several high-resolution images before, during, and after the time of breaking. After breaking occurs, the pump is reduced to the background rate \( Q_0 \), and the conduit is left to equilibrate before the next trial while fluid is extracted from the top of the fluid column.

The images from the camera are processed in MATLAB as described in section 1.4.2. We calibrate the ratio \( \mu^0/\Delta \) by fitting the observed diameter data to the Poiseuille flow relation (1.61). We then determine the experimental breaking height \( z_b \) and time \( t_b \). Note that near the point of breaking, dispersion is no longer negligible; as a result, a perfect Riemann step is not realized in the conduit system. Instead, we observe the generation of a DSW as seen in the experimental figure 3.4 and the numerical simulation of figure 3.5. Therefore, we introduce a definition of dispersive wavebreaking as follows.

By analyzing numerical simulations of the conduit equation (1.3), e.g. the contour plot in figure 3.5, we developed a robust method to determine the space-time location of wavebreaking using the slope of the wave front. We observe an inflection point in the slope over time that roughly corresponds to the expected breaking time, \( t_b \), as shown in figure 3.6. Then, we interpolate the
Figure 3.4: (a) Processed images from a glycerine trial. Measured parameter values are $\mu^{(i)} = 72 \pm 1\text{cP}$, $\rho^{(i)} = 1.222 \pm 0.001\text{g/cm}^3$, $\mu^{(e)} = 1190 \pm 20\text{cP}$, $\rho^{(e)} = 1.262 \pm 0.001\text{g/cm}^3$, and $Q_0 = 0.25 \pm 0.01\text{ml/min}$. The grayscale images are overlayed with the extracted conduit edges. (b) Nondimensional area plot corresponding to the images in (a). The vertical line indicates the measured breaking height obtained by the inflection criterion. The dashed line indicates the expected step in a dispersionless system. Predictions were fit to the found Poiseuille flow relation (1.61).

Figure 3.5: Numerical simulation of the conduit equation with initial condition $a(z,0) = 1$ and the boundary condition equation (3.13) with $z_b = 100$ and $a_b = 2$. The predicted $z_b$ and $t_b = 50$ are marked.
Figure 3.6: Numerics: slope of the front of the evolving structure over time. Inset: three profiles in space corresponding to the marked points in time. Observe dispersion is in full effect by the time the slope of the leading edge has ‘leveled out.’ The expected breaking time of the input boundary condition was \( t_b = 50 \).

For the step profile, thirteen trials were taken over the course of four hours. The main results of this experiment are shown in figure 3.7. The predicted breaking heights and times \((z_{b,in} \text{ and } t_{b,in})\) are very close to the experimentally observed values \((z_{b,out} \text{ and } t_{b,out})\). Figure 3.7 includes theory, numerics, and experiment for the breaking height (a) and the breaking time (b). All experiments were under 5% relative error in breaking height \( z_b \) and 2.5% relative error in breaking time \( t_b \). Therefore, a high degree of wavebreaking control is achieved by our approach.

Experiments were also performed for other wavebreaking profiles. The box profile generation and evolution will be covered in detail in chapter 4. Experiments on boundary conditions for generating triangle waves and N-waves showed qualitative fidelity to the expected shapes, as shown in figure 3.8. For the figure, we fit \( z_b \) and \( t_b \) to those found experimentally, then generated the predicted characteristics (contours) based on these values. We find this fitting method is equivalent...
Figure 3.7: Comparison of dispersionless (long-wave) theory (dashed lines), full conduit equation numerics (triangles) and glycerine experiments (squares) for the step wavebreaking configuration. (a) Breaking height results and (b) relative error for experiments as a function of jump ratio $a_b$, with the same fluid parameters as those in figure 3.4. (c) Breaking time results and (d) relative error for those same experiments. Note the breaking time error bars are smaller than the symbols used. The black squares correspond to an expected $z_b = 15.3$ cm, the gray to $z_b = 20.5$ cm, and the white to $z_b = 25.6$ cm.
to fitting $\mu^{(i)}/\Delta$ to the data, similar to what was done for the step profile.

### 3.1.4 Conclusions about Wavebreaking Profiles

We have performed numerical and physical experiments to validate the use of a long-wave hyperbolic model (inviscid Burgers’ equation) of nonlinear wave propagation at the interface of a viscous fluid conduit prior to wavebreaking. The pre-breaking validity of the hyperbolic model enables the precise creation of desired wavebreaking profiles in the interior of the dispersive hydrodynamic domain with only boundary control. Characteristics are propagated backward in time from a desired profile until they reach the boundary. So long as the backward characteristics do not overlap, it is possible to obtain a boundary condition whose forward propagation approximately results in the desired wavebreaking profile. For a step profile, the observed breaking values are within 5% and 2.5%, respectively, of their expected values. For more complex profiles—the triangle and N-wave configurations—we obtain good characteristic control observed in measured space-time contour plots. The method holds promise for other dispersive hydrodynamic media.

### 3.2 Post-Wavebreaking Interpretation

We can interpret the dynamics of a step post-wavebreaking as a DSW resulting from the physical realization of the Gurevich-Pitaevskii (GP) problem [34], a standard textbook problem for the study of DSWs [21] that has been inaccessible in other dispersive hydrodynamic systems. Here, the GP problem is the dispersive hydrodynamics of an initial jump in conduit area. Although we have only boundary control of the conduit width, our carefully prescribed injection protocol from section 3.1 enables delayed breaking far from the injection site. This allows for the isolated creation and long-time propagation of a “pure” DSW connecting two uniform, distinct conduit areas. Related excitations in the conduit system were previously interpreted as periodic wave trains modeling mantle magma transport [69]. As we now demonstrate, the interfacial dynamics observed here exhibit a solitary wave-like leading edge propagating with a well-defined nonlinear phase velocity, an interior described by a modulated nonlinear traveling wave, and a harmonic wave
Figure 3.8: Experimental data for (a) triangle wave and (b) N-wave boundary conditions. Overlay lines: fitted characteristic data for the respective experiments.
trailing edge moving with the linear group velocity. The two distinct speeds of wave propagation in one coherent structure are a striking realization of the double characteristic splitting from linear wave theory [87].

The long wavelength approximation of the interfacial fluid dynamics is the conduit equation (1.3) [69, 52]. Both the interface of the experimental conduit system and equation (1.3) exhibit the essential features of frictionless, dispersive hydrodynamics: nonlinear self-steepening (second term) due to buoyant advection of the intrusive fluid, dispersion (third term) from normal stresses, and no dissipation due to the combination of intrusive fluid mass conservation and negligible mass diffusion. The analogy to frictionless flow corresponds to the interfacial dynamics, not the momentum diffusion dominated flow of the bulk.

The study of DSWs involves Whitham modulation theory [87], as studied in chapter 2 as we treat a DSW as an adiabatically modulated periodic wave [34, 21]. Key conduit DSW physical features such as leading solitary wave amplitude and leading/trailing speeds have been determined [50]. For the jump in downstream to upstream area ratio \( a_\text{-} \), the conduit-Whitham equations (1.58) predict relatively simple expressions for the DSW leading \( s_+ \) and trailing \( s_- \) edge speeds (cf. equations (1.59))

\[
\begin{align*}
  s_+ &= \sqrt{1 + 8a_-} - 1, \\
  s_- &= 3 + 3a_- - 3\sqrt{a_- (8 + a_-)},
\end{align*}
\]

(3.14)
in units of the characteristic speed \( U \) in equation (1.34). The leading edge moving at speed \( s_+ \) approximately corresponds to an isolated solitary wave where the modulated periodic wave exhibits a zero wavenumber. Given the speed \( s_+ \), the solitary wave amplitude \( A_+ \) is implicitly determined from the solitary wave speed-amplitude relation \( s_+ = [A_+^2 (2 \ln A_+ - 1) + 1]/(A_+ - 1)^2 \) in equation (1.55).

At the trailing edge, the modulated wave limits to zero amplitude, corresponding to harmonic waves propagating with the group velocity \( s_- = \omega'(k_-) \), where \( \omega(k) \) is the linear dispersion relation (1.52) of equation (1.3) on a background conduit area \( a_- \) and \( k_-^2 = (a_- - 4 + \sqrt{a_- (8 + a_-)})/(4a_-) \) is the distinguished wavenumber determined from modulation theory [50] (see also [21]).
3.2.1 Methods

The conduit experimental data are obtained using the methods described in 1.4.2 with the interior fluid an approximately 7:2:1 mixture of corn syrup, water, and black food coloring and the exterior fluid pure corn syrup. The fluid temperature near the top of the fluid column was measured to be 22.2 ± 0.7 deg C across all experimental trials. We allowed the conduit to stabilize (straighten) by steady injection over a period of 36 hours for the data in figure 2 and 15 hours for the other data. Three cameras were utilized, two outfitted with macro lenses positioned just above the injection site and at approximately 120 cm above the injection site. The third camera, outfitted with a zoom lens, was used to image the entire vertical length of 120 cm from the injection site. Digital images of the conduit are processed as described in 1.4.2. Since these are the first experiments done using the setup in 1.4.2, we confirmed various assumptions, including Poiseuille flow and negligible mass diffusion.

3.2.2 Poiseuille Flow

The quantitative data presented here exhibits typical conduit diameters of one to four millimetres and Reynolds numbers in the range \( \text{Re} = \rho^{(i)} U_0 L_0 / \mu^{(i)} \in (0.06, 2.6) \), where \( \rho^{(i)} \) is the intrusive fluid density. We confirm the Poiseuille flow relation \( D = \alpha Q^{1/4} = (2^7 \mu^{(i)} Q)^{1/4} / (\pi g \Delta \rho)^{1/4} \) by measuring the conduit diameter \( D \) approximately 6 cm above the fluid injection site with no fitting parameters (figure 3.9 [82]). In figure 3.10, we show the fit of the Poiseuille flow relation to the same conduit, imaged approximately 120 cm above the injection site. The difference between the externally measured viscosity \( \mu^{(i)} = 80.4 \text{ cP} \) and the value \( \mu^{(i)} = 104 \text{ cP} \) from a fit to the Poiseuille flow relation can be explained by the non-Newtonian, thixotropic (shear thinning) properties of corn syrup. At the injection site, the diluted corn syrup experiences heightened shearing, similar to our rotational viscometer measurements. Further up the fluid column, there is less shearing so the fluid increases in viscosity and leads to a dilation of the conduit. The conduit consistently has a measured diameter in the upper fluid column that is 7% larger than its value near the injection
site as shown in figure 3.11. The results reported here use the measured value of \( \Delta \rho \) and the fitted value \( \mu^{(i)} = 104 \text{ cP} \). Although corn syrup is thixotropic, later experiments with glycerine appear to show this behavior as well, and we interpret this effect in a different way in chapters 4 and 5.

### 3.2.3 Mass Diffusion

The injected and external fluids are miscible so there is unavoidable mass diffusion across an interface between the two. Using a procedure similar to that described in [64], we estimate the diffusion constant \( \tilde{D} \) between a 7:3 corn syrup, water mixture and pure corn syrup (Karo brand light) to be approximately \( 1.2 \times 10^{-6} \text{ cm}^2/\text{s} \). Combining this with typical flow parameters, we estimate the Péclet numbers, which are the ratios of the thermal energy convected to the fluid to the thermal energy conducted within the fluid, and Schmidt numbers, which are the ratios of momentum diffusivity and mass diffusivity for the fluid flow. For the trials of figure 2, these lie in the range \( \text{Pe} = L_0 U_0 / \tilde{D} \in (2.1 \times 10^{4}, 7.9 \times 10^{5}) \) and \( \text{Sc} = \text{Pe} / \text{Re} \approx 5.2 \times 10^{5} \). The advective time scale for figure 2 trials is in the range \( T_0 \in (1.6, 5.6) \text{ s} \). We therefore estimate that mass diffusion begins to play a role after approximately 9 hours (\( \text{Sc} T_0 \)), whereas the time scale of an experimental trial is less than 10 minutes.

### 3.2.4 Results and Discussion

The leading edge of the DSW amplitude, normalised to the downstream area, is determined from the digital images of the upper camera without appealing to any fluid parameters. The number of pixels across the diameter of the leading edge DSW peak is calculated and normalized by the diameter of the downstream conduit. Squaring this quantity gives the leading edge DSW amplitude shown in figure 3.12. We calculated the leading edge DSW speed from the images of the full camera images toward the end of the trial. We nondimensionalise the speed by the characteristic speed \( U = L/T = g A_0 \Delta \rho / (8\pi \mu^{(i)}) \) (cf. equation (1.34)), where we use the measured values of the downstream flow area \( A_0 \) from the upper camera and \( \Delta \rho \). The fitted value for \( \mu^{(i)} \) is used, as described in the earlier section on Poiseuille flow.
Figure 3.9: Demonstration of Poiseuille flow in a steady viscous fluid conduit. Log-log plot of measured conduit diameter $D$ near injection site versus volumetric flow rate $Q$ (dots) and the relation $D = \alpha Q^{1/4}$ with the measured value $\alpha = 0.2557$ (cm-min)$^{1/4}$ (solid) corresponding to $\mu^{(i)} = 80.4$ cP, $\Delta \rho = 0.1305$ g/cm$^3$. A least squares fit gives $\alpha = 0.2548$ (cm-min)$^{1/4}$, which translates to the fitted viscosity $\mu^{(i)} = 79.0$ cP, within the 2% error tolerance of our rotational viscometer.

Figure 3.10: Poiseuille flow fit approximately 120 cm up the fluid column. Downstream conduit diameters $D$ extracted from digital images (dots) and a least squares fit to the Poiseuille flow relation $D = \alpha Q^{1/4}$ with $\alpha = 0.2688$ (cm-min)$^{1/4}$ (solid). The fit corresponds to the interior viscosity $\mu^{(i)} = 104$ cP, an increase from its measured value $\mu^{(i)} = 80.4$ cP. This can be explained by the shear thinning properties of corn syrup.
Figure 3.11: Comparison of conduit diameter at different locations along the fluid column. Measurements (dots) and the linear fit $D_{\text{top}} = mD_{\text{bottom}}$ (solid) with $m = 1.07$ corresponding to a 7% increase in the conduit diameter. The lower (upper) diameter was measured approximately 6 cm (120 cm) above the injection site.
In figure 3.12, we compare the leading edge amplitude and speed predictions with experiment, demonstrating quantitative agreement for a range of jump values $a_-$. Whitham theory is known to break down at large amplitudes \cite{50} so we also include direct determination of the speed and amplitude from numerical simulation of equation (1.3), demonstrating even better agreement (for numerical methods see Appendix A.2). In order to obtain the reported dimensionless speeds of figure 3.12(a), we divide the measured speeds by $U$ with $\mu^{(i)}$ determined by fitting the downstream conduit area to a Poiseulle flow relation. This enables us to self-consistently account for the shear-thinning properties of corn syrup. All the remaining fluid parameters take their nominal, measured values. The deviation between experiment and theory at large jump values is consistent with previous measurements of solitary waves, where the solitary wave dispersion relation was found to underpredict observed speeds at large amplitudes \cite{62}.

In addition to single DSWs, our experimental setup allows us to investigate exotic, coherent effects predicted by equation (1.3) for the first time. For example, backflow is a feature of dispersive hydrodynamic systems whereby a portion of the DSW envelope propagates upstream. This feature occurs here when the group velocity of the trailing edge wave packet is negative. From the expression for $s_-$ in (3.14), we predict the onset of backflow when $a_-$ exceeds $8/3$. In figure 3.13, we utilize our injection protocol to report the observation of this phenomenon in the viscous conduit setting. Waves with strictly positive phase velocity are continually generated at the trailing edge but the envelope group velocity is negative. This behavior is reminiscent of slow light in optical systems where manipulation of the propagation medium’s dispersion properties enables the effective slowing down or stopping of light \cite{39}. We estimate the crossover to backflow for the experiments reported in figure 3.12 at $a_- \approx 3$, consistent with a slightly larger crossover than theory ($8/3$) due to sub-imaging-resolution of small amplitude waves.

Viscous liquid conduits are a model system for the coherent dynamics of one-dimensional superfluid-like media with microscopic-scale fluid dynamics \cite{84}, mesoscopic-scale solitary waves \cite{40} and macroscopic-scale DSWs as fundamental nonlinear excitations. The viscous liquid conduit system is a new environment in which to investigate complex, coherent dispersive hydrodynamics
Figure 3.12: Comparison of observed and predicted leading edge DSW amplitude and speed. Observations (circles), Whitham modulation theory (solid), and numerical simulation of the conduit equation (dashed) for (a) DSW leading edge speeds $s_+$ and (b) DSW leading amplitude $A_+$ versus downstream area ratio $a_-$. Nominal experimental parameters: $\Delta \rho = 0.1305 \text{ g/cm}^3$, $\mu^{(i)} = 80.4 \text{ cP}$ (measured), $\mu^{(i)} = 104 \text{ cP}$ (fitted as described in section 3.2.2), $\epsilon = 0.0024$. 

Figure 3.13: Time-lapse images (aspect ratio 1:1) of large amplitude wave breaking leading to upstream propagation of the DSW trailing edge envelope: DSW backflow. Nominal experimental parameters: $\Delta \rho = 0.0983 \text{ g/cm}^3$, $\mu^{(i)} = 93.5 \text{ cP}$, $\epsilon = 0.029$, $a_\sigma = 4$, and $Q_0 = 0.50 \text{ mL/min}$. 
that have been inaccessible in other superfluid-like media. We show here the fidelity of this experiment to predictions for conduit equation dispersive shock waves and accessibility for more exotic initial conditions.
Chapter 4

Solitary Wave Fission of a Large Disturbance in a Viscous Fluid Conduit

Solitary wave fission or soliton fission covers a wide range of problems with a multitude of applications. For example, while intense earthquakes can lead to the vertical displacement of the ocean surface by several meters, its horizontal extent can reach 10–100 kilometers [29], which, under appropriate shallowness conditions, can evolve into a large number of surface solitary waves [58, 6]. Another important example is the generation of large amplitude internal ocean solitary waves with two identified soliton fission mechanisms: 1) an initial, broad displacement of internal temperature and salinity [63] and 2) the propagation of a large internal solitary wave onto a shelf [27, 78]. In both scenarios, the result is the same—the generation of a large number of rank-ordered solitary waves. In fact, the well-known soliton fission law by [16] for scenario 2 was obtained by modeling it with an initial, broad disturbance to the constant coefficient Korteweg-de Vries (KdV) equation. More generally, the disintegration of a broad disturbance into solitary waves is the inevitable result of boundary or topography interaction with an undular bore or dispersive shock wave (DSW) that results from a sharp gradient [22].

Because of its ubiquity, we seek a deeper understanding of soliton fission that results from a broad initial condition. Because the method used to describe solitary wave fission in [24] is not reliant on integrability of the underlying PDE and yields concrete predictions for the number of solitary waves and their amplitude distribution that resolve from broad initial disturbances, we refer to it as the “solitary wave resolution method.”

We will first study the solitary wave fission problem experimentally. The work presented
here is part of a manuscript in preparation. Previous laboratory observations were primarily in water waves in the weakly nonlinear, long-wave KdV regime [35, 36, 76]. More recent water wave experiments were performed in a wave tank and physically recreated the Zabusky-Kruskal numerical experiment, observing recurrence as well as soliton fission [76]. These experiments exhibit excellent agreement with WKB theory applied to the inverse scattering transform, which in turn aligned with the original numerical experiment [14]. The IST-WKB approach has also been applied to NLS, resulting in the number and amplitudes of emergent solitons [15]. However, none of these methods are applicable to non-integrable equations.

This chapter presents soliton fission experiments and theory for the conduit equation (1.3)

\[ a_t + (a^2)_z - (a^2 (a^{-1} a_t)_z)_z = 0. \]

Equation (1.3) fails the so-called Painlevé test for integrability [38] and has a finite number (two) conservation laws [37], therefore it is an excellent candidate to test the more broadly applicable solitary wave resolution method on the initial value problem consisting of (1.3) and

\[ a(z, 0) = 1 + a_0(z), \quad \lim_{|z| \to \infty} a_0(z) = 0, \quad (4.1) \]

where \( a_0(z) \) is a broad, localized disturbance with exactly one critical point at the maximum

\[ a_m = \max_{z \in \mathbb{R}} a_0(z). \quad (4.2) \]

Note that \( a = a_m + 1 \) at the maximum, i.e., \( a_m \) measures the amplitude of the disturbance exceeding the unit background area ratio \( a = 1 \). We will quantify the profile’s broadness more precisely later on but for \( a_0(z) \) in the shape of a box, then a sufficiently wide box will do. Formally, \( a_0 \in C^\infty(\mathbb{R}) \) (infinitely continuously differentiable functions of a real variable) as well, but the relaxation of this assumption still aligns with the theoretical results. We shall assume that the support of \( a_0(z) \) is \([-w, 0]\) where \( w > 0 \) is the box width. The method utilizes the characteristics of the Whitham modulation equations to estimate the number of solitary waves and the solitary wave amplitude distribution resulting from a large-scale initial condition. An example initial condition and its numerically evolved state according to the conduit equation (1.3) are shown in figure 4.1. The
theoretically predicted solitary wave number (12) is correct and the predicted amplitudes fall well within the ranges determined from the quantization of the continuous amplitude distribution. These predictions will be derived in section 4.2.

As shown in section 1.2.2, the conduit equation (1.3) can be approximated by the KdV equation (1.2) in the small-amplitude, long-wavelength regime by the transformation (cf. (1.47))

\[ t = \delta^{3/2} t, \quad x = \delta^{1/2} 2^{-1/3} (z - 2t), \quad v = 2^{2/3} \delta (a - 1), \]

(4.3)

where the small parameter \( \delta > 0 \) is the wave amplitude above a background of 1. Thus the KdV results for soliton fission in equation (1.27) can be applied to the conduit equation when rescaled according to equation (4.3), provided \( \delta \) is small. We seek an approximate solution outside of this relatively narrow regime through the application of the solitary wave resolution method to the conduit equation, with results for the number of solitary waves and amplitude distribution for initial conditions of the class outlined above.

### 4.1 Observation of Solitary Wave Fission

We motivate our analysis by first presenting viscous fluid conduit experiments on solitary wave fission.
\[ \mu^{(i)} = 36.6 \text{ cP} \]
\[ \mu^{(e)} = 1296 \text{ cP} \]
\[ \rho^{(i)} = 1.198 \pm 0.001, \text{ g cm}^{-3} \]
\[ \rho^{(e)} = 1.260 \pm 0.001, \text{ g cm}^{-3} \]
\[ \varepsilon = 0.0283 \]
\[ Q_0 = 0.5 \text{ mm min}^{-1} \]

Table 4.1: Densities, viscosities, viscosity ratio, and background flow rate from the experiments reported in chapter 4.

### 4.1.1 Experimental Setup

The experimental setup is the same as that in section 1.4 and the fluids consist of a glycerine base. One camera fitted with a macro lens is used to capture the initial box profile and another is near the top of the apparatus (the far-field) to capture the long-time dynamics. The parameter values used in the experiments presented here are those in table 4.1. The area of the full conduit over time was captured by a camera with a zoom lens, and a representative trial is shown in the contour plot figure 4.2.

### 4.1.2 Methods

We use the characteristic method described in [5] and section 3.1 to generate a volumetric flow rate profile resulting in a box-like structure in the lower part of the column with a specified width \( w \) and nondimensional cross-sectional area \( a_m + 1 \). The lower camera takes several images before, during, and after the predicted box development time. After the box forms, the pump rate is reduced to the background rate \( Q_0 \), and the box evolves into oscillations, rising up the conduit. Once the leading oscillation reaches the upper camera imaging window, images are taken at 0.2 Hz for several minutes, to ensure all waves that originated from the box have had time to propagate through the viewing window. Images are processed via the method detailed in section 1.4.2.

We use the lower camera to determine the box shape. Note that near the point of breaking, dispersion is no longer negligible; as a result, a pure box is difficult to realize in the conduit system [5]. We use the method defined in [5] and section 3.1.2 to extract the time of box profile formation,
Figure 4.2: Experimental development and dispersion of a box over the full experiment.
and use the nondimensionalized version of that profile as the initial condition in further analyses of the conduit equation. An example, approximate box profile is shown in figure 4.3(a).

For the upper camera, a wave-tracking algorithm was implemented to follow all wave peaks across the imaging window. An experimental time-trace of a solitary wave train is shown in figure 4.3(b). Each candidate peak’s amplitude and position are validated against the conduit equation’s solitary wave amplitude-speed relation during the temporal window that the peak is in view. The elevation solitary wave amplitude $A_s > 1$ is measured from zero area, hence must be larger than the background area $a = 1$. Since solitary waves in the conduit equation exhibit the speed lower bound $c(A_s) > 2$, any wave peak with a speed lower than that was discarded as small amplitude, dispersive wave phenomena.

**4.1.3 Results**

A total of 30 experimental trials were executed according to the experimental protocol described in section 3.1.2. We generated the box widths $\{20, 25, 30, 35, 40\}$ cm, corresponding to nondimensional widths $w \in \{90, 112, 134, 156, 178\}$, and box heights $a_m \in \{1, 2, 3\}$. The results are
Figure 4.4: Observed number of solitary waves $N$ from experimental boxes of differing dimensional widths and nondimensional heights $a_m$. Least-square linear fits for each dataset are included.

shown in figures 4.4 and 4.5. Figure 4.4 depicts the observed number of solitary waves as a function of box width and amplitude. For fixed amplitude, the data exhibit an approximately linear increase with width. Figure 4.5 reports the normalized cumulative distribution functions (cdfs) $F_{a_m}(A; w)$ for solitary wave amplitudes resulting from a box of fixed amplitude $a_m$ and variable width $w$. In particular, $F_{a_m}(A; w)$ is the number of observed solitary waves with amplitude less than or equal to $A$ and $F_{a_m}(A) = F_{a_m}(A; w)/N_{a_m}(w)$, where $N_{a_m}(w)$ is the total number of observed solitary waves from a box of amplitude $a_m$ and width $w$. The coincidence of the normalized cdfs is remarkable and will be explained with theory.

### 4.2 Conduit Equation Solitary Wave Fission

Initially, the edges of the initial value problem (4.1) can be treated as two Riemann problems. In short time, the leading edge will evolve similar to a DSW, and the trailing edge similar to a rarefaction wave (RW). However, the evolution in both directions results in interactions with the other structure due to the finite size of the box. Then neither DSW or RW expands indefinitely, and the difference in this analysis as opposed to that done for DSWs is that the box is of finite width and thus will have a finite number of oscillations.
Figure 4.5: Experimental cdfs for solitary wave amplitudes $\mathcal{F}_{am}(A; w)$, for different boxes. Each plot corresponds to a different input $a_m$ and darker lines correspond to narrower boxes.
4.2.1 Number of Solitary Waves

We assume the initial value problem (4.1) will result in a slowly modulated wavetrain [24]. Given enough time, the individual wave crests will separate with minimal overlap, i.e., will result in a non-interacting solitary wavetrain. To count these waves, note that they are separated by exactly their wavelength, defined in terms of the wavenumber as \(2\pi/k\). Thus \(k/2\pi\) is a wave density and the total number of waves in a wavetrain at time \(t\) can be computed according to

\[
N(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} k(z, t) \, dz, \tag{4.4}
\]

if we treat \(k\) as a slowly varying modulation variable. This integral is finite for \(t = 0\), as the localized nature of the disturbance means \(k \to 0\) as \(|z| \to \infty\). Within the context of modulation theory, \(N\) is conserved in time. Then the total number of waves are determined by simply the wavenumber function associated with the initial condition.

Whitham modulation theory can now be utilized to find a relationship between the initial condition—interpreted here as the initial wave mean \(\bar{\phi}\) and the wavenumber \(k\). The Whitham equations (1.58) are supplemented with conditions that ensure continuity of the modulation solution at the leading and trailing edges of the wavetrain for all \(t\). Denoting these edges \(z_-(t)\) and \(z_+(t)\), respectively,

\[
z = z_-(t) : \mathcal{A} = 0, \quad \bar{\phi} = \beta_-(t),
\]

\[
z = z_+(t) : k = 0, \quad \bar{\phi} = \beta_+(t) = 1, \tag{4.5}
\]

Here, \(\beta_{\pm}(t) = \beta(z_{\pm}(t), t)\), where \(\beta(z, t)\) is a solution of the Hopf equation

\[
\beta_t + 2\beta\beta_z = 0, \quad \beta(z, 0) = 1 + a_0(z). \tag{4.6}
\]

This is the dispersionless conduit equation, which has been shown to approximate the system behavior when there are no oscillations [5]. Therefore, this equation is assumed to be valid outside the region influenced by the disturbance, i.e. \((-\infty, z_-(t)) \cup (z_+(t), \infty)\).

Note that there exist only two ways for the modulation solution to continuously match the dispersionless limiting equation for \(\beta\): \(k \to 0\) or \(\mathcal{A} \to 0\). The choice \(k \to 0\) in the solitary wave
limit and \( A \to 0 \) is the small amplitude, harmonic wave limit. These limits both manifest in the modulation solution for a DSW, with \( k \to 0 \) at the rightmost edge and \( A \to 0 \) at the leftmost edge. Because the early time evolution leads to the generation of a DSW, \( k \to 0 \) at \( z = z_+(t) \) and \( A \to 0 \) at \( z = z_-(t) \). When \( A \to 0 \), the modulation system then reduces to (see section 1.1.4):

\[
A = 0 : \quad \bar{\phi}_t + 2\bar{\phi}\bar{\phi}_z = 0, \quad k_t + \left( \omega_0(\bar{\phi}, k) \right)_z = 0.
\] (4.7)

Since the disturbance is initially non-oscillatory, we have \( \bar{\phi}(z,0) = 1 + a_0(z), \, z \in \mathbb{R} \). However, because there are no initial oscillations, \( A(z,0) = 0, \, z \in \mathbb{R} \), the initial wavenumber is not well-defined. We must appeal to properties of the disturbance’s evolution in order to uniquely define \( k(z,0) \). We do so by identifying a simple wave relationship \( k = k_-(\bar{\phi}) \) between the wavenumber and mean so that \( k(z,0) = k_-(\bar{\phi}(z,0)) \). The rationale for the use of the simple wave relation is detailed in [22] and is based on the fact that the DSW trailing edge is a characteristic. Equation (4.7) has two families of characteristics,

\[
\frac{dz}{dt} = 2\bar{\phi}, \quad \frac{dz}{dt} = \omega_{0,k}.
\] (4.8)

The first family corresponds to evolution of the mean flow equation (4.6) and coincides with the slowly varying evolution of the disturbance, e.g. the initial RW, while the second family characterizes the small amplitude oscillations that emerge from the disturbance with an envelope that moves with the group velocity. It is the second characteristic family that captures the evolution of the emergent solitary wavetrain. In order to obtain the relationship between \( k \) and \( \bar{\phi} \) along the second characteristic family, we make the simple wave assumption \( k = k_-(\bar{\phi}) \) along \( z = z_-(t) \) where \( dz/dt = \omega_{0,k} \), which combined with the modulation equations (4.7) results in the ODE (recall the differential form in section 1.1.4)

\[
\frac{dk_-}{d\bar{\phi}} = \left[ \frac{\omega_{0,\bar{\phi}}}{2\bar{\phi} - \omega_{0,k}} \right]_{k=k_-}.
\] (4.9)

Substituting the linear dispersion relation (1.52) into this equation and integrating yields an expression for \( k_- \) in terms of the wave mean \( \bar{\phi} \) and an integration constant, \( \lambda \)

\[
k_-(\bar{\phi}; \lambda)^2 = \frac{1}{2} \left( \lambda - \frac{2}{\bar{\phi}} + \sqrt{\frac{\lambda}{\bar{\phi}}(4 + \bar{\phi}\lambda)} \right).
\] (4.10)
Figure 4.6: Wavenumber $k_-$ versus the wave mean $\bar{\phi}$, with fixed integration constant $\lambda = 1/2$. The solid line shows $k_-$ from the conduit equation, and the dashed line is the result from the KdV equation (1.26), rescaled for the conduit equation via (4.3). This monotonic relationship determines the mean-to-wavenumber mapping of the initial box disturbance.

Matching to equation (4.6) at the disturbance’s initial termini $z \in \{0, w\}$, $k_-(\bar{\phi} = 1; \lambda) = 0$, thus $\lambda = 1/2$. This choice of integration parameter results in the same expression for $k_-$ as found at the DSW’s harmonic edge from DSW fitting theory; see equation (1.60). Figure 4.6 shows the change in $k_-$ based on varying $\bar{\phi}$. The number of solitary waves are asymptotically determined by this relationship and equation (4.4)

$$N = \frac{1}{2\pi} \int_{-\infty}^{\infty} k(z, 0) \, dz$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} k_- \left( 1 + a_0(z); \frac{1}{2} \right) \, dz. \quad (4.11)$$

For the case of a box of height $a_m$ and width $w$ above a background of 1, this can be integrated exactly

$$a_0(z) = \begin{cases} a_m, & -w < z < 0, \\ 0, & \text{else} \end{cases}$$

$$N = \frac{w}{4\pi} \sqrt{\frac{a_m - 3}{1 + a_m} + \frac{9 + a_m}{1 + a_m}}. \quad (4.12)$$

We can now precisely state the asymptotic requirement for the applicability of the solitary wave resolution method: $N \gg 1$, guaranteeing a large number of solitary waves. The small $a_m$ approxi-
formation depends on both $w$ and $a_m$

$$N \sim \frac{w}{\pi} \sqrt{\frac{a_m}{6}} - \frac{5w}{9\pi} \sqrt{\frac{a_m^3}{6}} + O \left( w \frac{a_m^{5/2}}{m^6} \right)$$

(4.13)

whose leading order behavior agrees with the result for KdV in equation (1.27). The large $a_m$ approximation, on the other hand, only weakly depends on $a_m$

$$N \sim \frac{w}{4\pi} \left( \sqrt{2} - \frac{2\sqrt{2}}{a_m^3} \right) + O \left( \frac{w}{a_m^3} \right)$$

(4.14)

Otherwise, equation (4.11) can be integrated numerically for generic disturbances $a_0(z)$.

### 4.2.2 Distribution of Solitary Wave Amplitudes

Next, we seek an estimate for the amplitudes of the generated solitary waves. We can assume after sufficiently long time the overlap between waves is exponentially small, and thus each wave crest can be treated as a solitary wave. Because the conduit solitary wave speed (1.55) is monotonically increasing with amplitude, the solitary waves are rank-ordered. We find a relationship between the initial condition $1 + a_0(z)$ and the solitary wave amplitude distribution via analysis of the level curve $k_-(\phi; \lambda) = 0$ because $k \to 0$ is the solitary wave limit. Solving equation (4.10) for $k_- = 0$ yields $\lambda = 1/(2\phi)$, a monotone decreasing function of $\phi$, as shown in figure 4.7. For an initial profile described by equation (4.1) and $a_m = \max_z a_0(z) \geq 0$, if we let $\phi$ vary with $a_0$, then $\lambda$ has range $[1/(2(1 + a_m)), 1/2]$.

We can now extend the calculation of the total number of solitary waves $N$ to the number of solitary waves $G(\phi_{\min})$ that emerge from the section of the initial profile of amplitude of at least $\phi_{\min}$. We truncate the initial condition to that profile section and integrate $k_-$ over $z$ with $\lambda = 1/(2\phi_{\min})$ obtained from the level curve $k_-(\phi_{\min}; \lambda) = 0$. Then

$$G(\phi_{\min}) = \frac{1}{2\pi} \int_{z_1(\phi_{\min})}^{z_2(\phi_{\min})} k_-(1 + a_0(z); \frac{1}{2\phi_{\min}}) \, dz, \text{ for } \phi_{\min} \in [1, 1 + a_m],$$

(4.15)

$$z_1(\phi_{\min}) \leq z_2(\phi_{\min}) \text{ such that } 1 + a_0(z_{1,2}(\phi_{\min})) = \phi_{\min}.$$
Figure 4.7: Plot of the solitary wave level curve corresponding to $k_- = 0$ in $(\lambda, \bar{\phi})$-space.
at which $\bar{\phi} = 1/(2\lambda)$ and $G(\lambda)$ as the total number of solitary waves that emerge from the section of the initial profile of total amplitude at least $1/(2\lambda)$

$$G(\lambda) = \frac{1}{2\pi} \int_{z_1(\lambda)}^{z_2(\lambda)} k_-(1 + a_0(z); \lambda) \, dz,$$

(4.16)

$z_1(\lambda) \leq z_2(\lambda)$ such that $1 + a_0(z_1, z_2(\lambda)) = 1/(2\lambda)$.

Note $G(\lambda)$ is a decreasing function of $\lambda$, and its maximum is $N$, so we define the normalized cumulative density function (cdf) $\mathcal{G}(\lambda)$ in $\lambda$ as

$$\mathcal{G}(\lambda) = 1 - \frac{G(\lambda)}{N} \in [0, 1], \text{ for } \lambda \in \left[ \frac{1}{2(1 + a_m)}, \frac{1}{2} \right].$$

(4.17)

Taking the box and its evolution from figure 4.1 as an example, truncations of the profile for different values of $\lambda$ are shown in figure 4.8(a) and the expected solitary waves from each truncation are shown color-coded in figure 4.8(b). The integral endpoints $z_1$ and $z_2$ for the initial condition of figure 4.1 are shown as a function of $\lambda$ in figure 4.9.

We now perform an analysis of the solitary wave limit of the Whitham equations that is analogous to the harmonic limit analysis of equation (4.7). We seek a relationship $A = A(\bar{\phi})$ valid along the characteristic family associated to the propagation of solitary waves. From DSW fitting
Figure 4.9: Integral endpoints $z_{1,2}$ as a function of the integration constant, $\lambda$, for the initial condition of figure 4.1.
theory, we obtain this relationship by a convenient change of variables.

We consider equation (1.58) in the solitary wave limit \( k \to 0 \), where the first two equations reduce to (see section 1.1.4)

\[
k = 0 : \quad \tilde{\phi}_t + 2\tilde{\phi}\tilde{\phi}_z = 0, \quad \mathcal{A}_t + c(\mathcal{A},\tilde{\phi})\mathcal{A}_z + g(\mathcal{A},\tilde{\phi})\tilde{\phi}_z = 0, \tag{4.18}
\]

where \( g \) is a coupling function that we can bypass determining. A convenient change of variables is to use the conjugate wavenumber,

\[
\tilde{k} = \pi \left( \int \phi_2 \frac{d\phi}{\sqrt{-g(\phi)}} \right)^{-1}, \tag{4.19}
\]

where \( \phi_{1,2} \) are the two smaller roots of the right side of the periodic wave ODE equation (1.56). The modulation parameter \( k \) is then replaced with \( \Lambda = k/\tilde{k} \).

This conjugate wavenumber is a construction based on the idea of a conjugate conduit equation, where \( \tilde{a}(\tilde{z},\tilde{t}) = a(i\tilde{z},i\tilde{t}) \) is substituted into equation (1.3)

\[
\tilde{a}_t + \tilde{a}\tilde{a}_z + (\tilde{a}^2 (\tilde{a}^{-1}\tilde{a}_t))_z = 0. \tag{4.20}
\]

The parameter \( \tilde{k} \) is the wavenumber of the conjugate traveling wave,

\[
(\tilde{\phi}_{\tilde{\theta}}) = -g(\tilde{\phi}), \quad \tilde{\phi}(\tilde{\theta} + 2\pi) = \tilde{\phi}(\tilde{\theta}) \quad \tilde{\theta} = \tilde{k}\tilde{z} - \tilde{\omega}\tilde{t}, \tag{4.21}
\]

with the conjugate linear dispersion relation

\[
\tilde{\omega}_0(\tilde{k}) = \frac{2\tilde{k}\tilde{\phi}}{1 - \tilde{k}^2\tilde{\phi}^2}. \tag{4.22}
\]

We require that periodic solutions \( \phi(\theta) \) and \( \tilde{\phi}(\tilde{\theta}) \) to equations (1.7) and (4.21) have identical phase velocities \( c_p = \omega/k = \tilde{\omega}/\tilde{k} \), thus \( \omega = \Lambda\tilde{\omega} \). The benefit of this formulation is the solitary wave limit of the conduit equation is the harmonic limit of the conjugate conduit equation, and can be leveraged as such. By substituting \( k = \Lambda\tilde{k}, \omega = \Lambda\tilde{\omega} \) into the equation for conservation of waves \( k_t + \omega_z = 0 \), we obtain.

\[
\tilde{k}\Lambda_t + \tilde{\omega}\Lambda_z + \Lambda \left( \tilde{k}_t + \tilde{\omega}_z \right) = 0. \tag{4.23}
\]
Taking the $k \to 0$ limit, $\Lambda \to 0$ and assuming $\Lambda \ll \Lambda_t, \Lambda_x$ for the solutions of interest (see [18]), the equation to leading order is

$$\Lambda_t + \frac{\omega_0}{k} \Lambda_z = 0. \quad (4.24)$$

This equation is satisfied along the characteristic

$$\frac{dz}{dt} = \frac{\omega_0(\phi, \tilde{k})}{\tilde{k}} = c_p. \quad (4.25)$$

The specific characteristic where $\Lambda = 0$ corresponds to $k = 0$ and is the solitary wave edge of the DSW. Along $\Lambda = 0$, the characteristic speed $c_p$ is equal to the solitary wave speed given by the speed-amplitude relation (1.55). This relation $c_p = \tilde{\omega}(\tilde{k})/\tilde{k} = c_s(A, \phi)$ relates $\tilde{k}$ and $A$ for well-separated solitary waves

$$\tilde{k}^2 = \frac{1}{\phi} - \frac{2}{c_s(A, \phi)}. \quad (4.26)$$

The next order equation is the equation for conservation of waves in this limit

$$\tilde{k}_t + (\tilde{\omega}_0 z) = 0, \quad \text{on} \quad \frac{dz}{dt} = \frac{\omega_0(\phi, \tilde{k})}{\tilde{k}}. \quad (4.27)$$

Similar to $k_-$ for harmonic waves, the combination of the simple wave assumption ($\tilde{k} = \tilde{k}_+(\phi)$), $\tilde{\omega}_0(\tilde{k})$, and integration results in the relationship

$$\tilde{k}_+^2(\phi, \tilde{\lambda}) = \frac{1}{2} \left( \tilde{\lambda} + \frac{4}{\phi} + \sqrt{\frac{\tilde{\lambda}}{\phi}(4 + 4\tilde{\phi})} \right), \quad (4.28)$$

where $\tilde{\lambda}$ is the integration constant. The full system of equations for the wavenumber in the two distinguished limits of the modulated wave can now be written

$$I_1 = \begin{cases} A = 0, & k_-^2 = \frac{1}{2} \left( \lambda - \frac{2}{\phi} + \sqrt{\frac{\lambda}{\phi}(4 + \phi\tilde{\lambda})} \right), \quad \text{on} \quad \frac{dz}{dt} = \frac{\omega_0(\phi, k)}{k}, \end{cases} \quad (4.29)$$

$$I_2 = \begin{cases} k = 0, & k_+^2 = \frac{1}{2} \left( \tilde{\lambda} + \frac{4}{\phi} + \sqrt{\frac{\tilde{\lambda}}{\phi}(4 + \tilde{\phi}\tilde{\lambda})} \right), \quad \text{on} \quad \frac{dz}{dt} = \frac{\tilde{\omega}_0(\phi, \tilde{k})}{\tilde{k}}. \end{cases} \quad (4.30)$$

For compatibility between the short-time prediction of $I_1$ and the long-time prediction of $I_2$, these equations must agree when $k_-(\phi; \lambda) = 0 = \tilde{k}_+(\phi; \tilde{\lambda})$. By eliminating $\phi$, this yields an expression relating the integration constants of $\tilde{\lambda} = -8\lambda$. 
In long time, the solitary waves are traveling on unit background, so inserting $\varphi = 1, \tilde{\lambda} = -8\lambda$ into equation (4.28) relates $\lambda$ to $\tilde{k}$:

$$-8\lambda(\tilde{k}) = \frac{(\tilde{k}^2 - 1)^2}{\tilde{k}^2 - 2}. \quad (4.31)$$

Equations (4.26) and (4.31) combined describe a relationship between $\lambda$ and $A$, the total solitary wave amplitude

$$\lambda(A) = \frac{1}{2c_s(A, 1)^2 + 4c_s(A, 1)}. \quad (4.32)$$

Note since $\lambda \in [1/2(1 + a_m), 1/2]$, $A$ is limited to the values $[1, A_{\text{max}}]$, where $A_{\text{max}}$ is defined such that $\lambda(A_{\text{max}}) = 1/2(1 + a_m)$. Then $G(\lambda)$ from equation (4.16) can be written in terms of $A$

$$F(A) = G(\lambda(A)) = \frac{1}{2\pi} \int_{z_1(\lambda(A))}^{z_2(\lambda(A))} k_-(1 + a_0(z); \lambda(A)) \, dz, \quad A \in [1, A_{\text{max}}] \quad (4.33)$$

And the normalized cdf of the amplitude distribution is

$$F(A) = 1 - \frac{F(A)}{\mathcal{N}}, \quad A \in [1, A_{\text{max}}]. \quad (4.34)$$

Since this distribution is continuous, and we have an integer number of solitary waves, we will use the quantiled discretization of this distribution for comparison with experiment and numerics.

We now attempt to explain what is seen in figure 4.10(b), that initial conditions of differing widths but the same height have the same normalized cdf. To do so, we approximate the initial condition as a box of width $w$ and height $a_m$. Thus the cdf in $\lambda$ is

$$G(\lambda) = 1 - \frac{\int_0^w k_-(1 + a_m, \lambda) \, dz}{\mathcal{N}}. \quad (4.35)$$

Since there is no variation in $z$, the numerator can be integrated exactly

$$G(\lambda) = 1 - \frac{w}{2\pi} \left[ \frac{1}{2} \left( \lambda - \frac{2}{1 + a_m} + \sqrt{\frac{\lambda}{1 + a_m} (4 + (1 + a_m)\lambda)} \right) \right] / \mathcal{N}. \quad (4.36)$$

Then $\mathcal{N}$ from equation (4.12) leads to no $w$-dependence in the normalized cdf

$$G(\lambda) = 1 - \sqrt{\frac{2\lambda a_m + 2\lambda - 4 + 2\sqrt{\lambda(1 + a_m)(4 + (1 + a_m)\lambda)}}{a_m - 3 + \sqrt{(9 + a_m)(1 + a_m)}}}, \quad \lambda \in [1/(2(1 + a_m)), 1/2]. \quad (4.37)$$
This approximation is valid as long as the edges of the disturbance transition over a small $z$ relative to $w$.

Then the normalized cdf of the amplitude distribution is

$$F(A) = 1 - \sqrt{\frac{2\lambda(A)a_m + 2\lambda(A) - 4 + 2\sqrt{\lambda(A)(1 + a_m)(4 + (1 + a_m)\lambda(A))}}{a_m - 3 + \sqrt{(9 + a_m)(1 + a_m)}}}, \ A \in [1, A_{max}] \ (4.38)$$

where $\lambda(A)$ is from equation (4.32).

**4.2.3 General Method**

The above derivation is readily generalized. Consider the initial value problem for a general dispersive hydrodynamic equation

$$u_t + V(u)u_x = D[u]_x, \ x \in \mathbb{R}, \ t > 0,$$

$$u(x, 0) = u_0(x), \ u_0(x) \to u_\infty,$$

with linear dispersion relation $\omega_0(k, \bar{u})$. Then introduce $k_-(\bar{u}, \lambda)$ as the solution of the ODE

$$\frac{dk_-}{du} = \left[\frac{\omega_{0, \bar{u}}}{V(\bar{u}) - \omega_{0, k}}\right]_{k=k_-}, \ (4.40)$$

with $\lambda$ a constant of integration The number of solitary waves can then be calculated

$$N = \frac{1}{2\pi} \int_{-\infty}^{\infty} k(u_0(x); \lambda_\infty) \ dx, \ (4.41)$$

where $\lambda_\infty$ is found from $k_-(u_\infty; \lambda_\infty) = 0$. For a box of width $w$ and height $u_m$,

$$N = \frac{w}{2\pi} k(u_m; \lambda_\infty). \ (4.42)$$

For the solitary wave amplitudes, we have the generic formula in terms of the relationship between the integration constant $\lambda$ and the cutoff mean $\bar{u}$

$$F(A) = 1 - \frac{1}{2\pi N} \int_{x_1(\lambda)}^{x_2(\lambda)} k_-(u_0(x); \lambda) \ dx,$$

$$x_1(\lambda) \leq x_2(\lambda) \text{ such that } u_0(x_1(\lambda)) = \bar{u}(\lambda). \ (4.43)$$

Then to obtain $\lambda = \lambda(A)$, one first solves the ODE

$$\frac{d\tilde{k}_+}{d\bar{u}} = \left[\frac{\tilde{\omega}_{0, \bar{u}}}{\tilde{V}(\bar{u}) - \tilde{\omega}_{0, \tilde{k}}}\right]_{\tilde{k}=\tilde{k}_+}, \ (4.44)$$
where $\tilde{\omega}_0(\tilde{k}, \bar{\omega}) = -i\tilde{\omega}_0(i\tilde{k}, \bar{\omega})$. The solution of equation (4.44) is $\tilde{k}_+(\bar{\omega}, \tilde{\lambda})$, where $\tilde{\lambda}$ is a constant of integration. Setting $k(\bar{\omega}; \lambda) = \tilde{k}(\bar{\omega}, \tilde{\lambda}) = 0$ gives the relation between $\lambda$ and $\tilde{\lambda}$. Substituting $\tilde{k} = \tilde{k}(\bar{\omega}; \tilde{\lambda}(\lambda))$ into $\tilde{\omega}/\tilde{k} = c_s(A, \bar{\omega})$ yields the desired $\lambda = \lambda(A)$.

Two of the main results of this paper do not depend on the system under study. When using equation (4.4) on a pure box initial condition, the result is always linear in the box width. Finally, the normalized cumulative amplitude distribution for a box $F(A)$ is independent of box width.

### 4.2.4 Numerical Methods

Direct numerical simulations of the conduit equation were undertaken following the method described in Appendix A.2 [55]. Numerical results presented show how the box evolution changes with width in figure 4.10 and with height in figure 4.11. We observe the number of solitary waves produced changes linearly with the width but does not change very much with box height past a certain height. We observe the normalized cdfs change with box height but not with width.

### 4.2.5 Comparison to Experiment

Theory predictions for the physical experiments are shown in figures 4.12 and 4.13. The prediction from KdV analysis is also shown in figure 4.13. We calculate $N$ from a smoothed version of the profile at the time of wavebreaking (see figure 4.3(a)). We observe excellent agreement between experiment and theory, with the observed number of solitary waves being at most two away from the predicted value. We therefore observe a clear decrease in the relative error as the total number of solitary waves increases, as shown in figure 4.12(b). Filled dots and the vertical axis in figure 4.12(a) report the number of observed solitary waves for each trial. The number of emergent solitary waves ranges from 8 to 20, well within the large $N$ regime where Whitham theory applies [24].

For the normalized cdf $F(A)$, any non-monotone decrease from the initial profile’s maximum results in unphysical predictions, which is unavoidable in experiment. Therefore, instead of using the observed initial condition, we use an idealized version, similar to that used in numerical exper-
Figure 4.10: (a) Numerical simulations of boxes of different widths $w = 100, 200, 300, 400$ with fixed $a_m = 2$ and the ensuing solitary waves. Note the evolutions here are at different times and shifted to align, to better illustrate the similarities and differences in the amplitude distributions. (b) (solid) Amplitude distributions from the same simulations, (dashed) Predicted amplitude distribution from equation (4.34) for the smoothed box, and (dash-dotted) predicted amplitude distribution from equation (4.38) for a pure box.

Figure 4.11: (a) Numerical simulations of boxes of different heights $a_m \in 1, 2, 3, 4$ with fixed $w = 150$ and the ensuing solitary waves. The evolutions here are at different times, to better illustrate the similarities and differences in the amplitude distributions. The expected solitary wave counts do not change much past a certain initial condition amplitude, as expected from equation (4.14). (b) (solid) Amplitude distributions from the same simulations, and (dashed) Predicted amplitude distribution from equation (4.34) for the smoothed box.
Figure 4.12: (a) Number of solitary waves from experiment (circles) versus the number expected from equation 4.4. The dashed and dot-dashed lines represent one and two solitary waves away from the expected 1:1 relationship. (b) Relative error versus the expected number of solitary waves. Note the relative error goes down dramatically as $N$ increases.

Figure 4.13: Cdfs of amplitude distributions from selected experiments (solid line), with the asymptotic expectation from using the conduit equation 4.34 for the smoothed box (dashed line) and KdV (dotted line). Each step in the experimental cdf corresponds to a solitary wave. Box parameters: (a) width=20 cm, $a_m = 2$ (b) width=40 cm, $a_m = 4$. 
Figure 4.14: Experimental amplitude cdfs (stairs) versus (dashed) Predicted amplitude distribution from equation (4.34) for the smoothed box, and (dash-dotted) predicted amplitude distribution from equation (4.38) for a pure box. Color scale corresponds to initial conditions where $a_m = 2$ and (light to dark) widths 25, 30, 35, 40 cm.

We fit the box amplitude $a_m$, width $w$, and steepness of the edges to the experimental profile via least squares.

We also observe a change in conduit diameter of roughly 15% from the bottom of the apparatus to the location of solitary wave data-taking. While this does not affect $N$, this is observed to have a profound affect on $F(A)$. To mitigate this, we use the amplitude prediction from [54] for a solitary wave on a changing background for the conduit equation. We measure error via the $\infty$-norm, as this relates to the Kolmogorov-Smirnov test for comparing cdfs. Across all trials, the conduit prediction has roughly half the error as the prediction from rescaled KdV.

We also compare our results to the explicit formula (4.37) in figure 4.14. We observe as the initial condition width increases, we approach the expected distribution.

4.3 Conclusion

Characterizing large disturbances in dispersive hydrodynamic systems, including nonintegrable ones, can be done effectively by treating the disturbance as a slowly modulated wavetrain. By assuming matching conditions at the ends of the disturbance we can get a full picture of the long-time asymptotic evolution of the initial condition into a train of rank-ordered solitary waves.
Predictions from this solitary wave resolution method are the number of solitary waves in the train as well as a model for the distribution of their amplitudes.

We have performed physical experiments to validate this method, which, to the best of our knowledge, have not previously been undertaken in any medium. We find the long-time evolution of the initial profiles is well captured by the solitary wave resolution method, particularly for boxes of large width. All observed solitary wave counts are within 1-2 waves of their expected values, or to within 10% relative error for boxes producing at least 12 waves. Amplitude predictions agree reasonably well and those coming directly from the conduit equation have more predictive power than those rescaled from KdV. These promising results in the model conduit system will hopefully encourage future studies on this category of initial conditions in more complex systems.
Despite their common origins, solitons and dispersive hydrodynamic structures such as DSWs have been primarily studied independently. Motivated by the ease with which DSWs and solitons can be created in the viscous liquid conduit system, we now investigate novel coherent, nonlinear wave interactions. The focus here is on solitary waves that exhibit solitonic behavior, i.e., elastic or near-elastic interaction, henceforth we refer to them as solitons. This chapter is primarily from [54], with some experimental results reported in [56], as well as some previously unpublished results in section 5.4. Unlike other chapters, here the wave amplitude will be represented by $a$ instead of $A$ and the field variable for the conduit equation (cross-sectional area) will be $u(x,t)$ instead of $a(z,t)$.

5.1 Observation of Soliton Interactions with Dispersive Hydrodynamic Structures

In figure 5.1, we report solitary wave-DSW and DSW-DSW interactions from our conduit experiment [56]. As in previous experiments [62 40], an isolated conduit solitary wave is created by the pulsed injection of fluid on top of the steady injection that maintains the background conduit. Figures 5.1(a,b) depict the generation of a DSW followed by a solitary wave. Because solitons propagate with a nonlinear phase velocity larger than the linear wave phase and group velocities [62], the solitary wave eventually overtakes the DSW trailing edge. The solitary wave-DSW interaction results in a sequence of phase shifts between the solitary wave and the crests.
of the modulated wavetrain. The solitary wave emerges from the interaction with a significantly increased amplitude and decreased speed due to the smaller downstream conduit upon which it is propagating. The initial and final slopes of solitary wave propagation in figure 5.1(b) demonstrate that the solitary wave has been effectively refracted by the DSW. Meanwhile, the DSW experiences a small–relative to the large, expanding width–phase shift, and is otherwise unchanged.

The opposite problem of a solitary wave being overtaken by a DSW is displayed in figure 5.1(c). After multiple phase shifts during interaction, the solitary wave is slowed down and effectively absorbed within the interior of the DSW, while the DSW is apparently unchanged except for a phase shift in its leading portion. Such behavior is consistent with the interpretation of a DSW as a modulated wavetrain with small amplitude trailing waves that will always move slower than a finite amplitude solitary wave.

Figure 5.1(d) reveals the interaction of two DSWs. The interaction region results in a series of effective phase shifts due to solitary wave-like interactions that form a quasiperiodic or two-phase wavetrain as shown in the inset. This nonlinear mixing eventually subsides, leaving a single DSW representing the merger of the original two. The trailing DSW has effectively been refracted by the leading DSW.

We may consider the overtaking interaction of two DSWs using an extension of DSW theory. Denote the midstream and upstream conduit areas $a_1 < a_2$ relative to the downstream area $a_0 = 1$. Equation (3.14) implies the leading edge speeds of the first and second DSWs are $s_1 = \sqrt{1 + 8a_1} - 1$, $s_2 = a_1(\sqrt{9 + 8(a_2 - 1)}/a_1 - 1)$. Motivated by previous DSW interaction studies [2], we assume merger of the two DSWs and thus obtain the leading edge speed of the merged DSW $s_m = 4\sqrt{\frac{1}{2}(a_1 + a_2) - 1} - 1$ connecting conduit areas $a_0$ to $a_2$. One can verify the interleaving property $s_1 < s_m < s_2$, demonstrating the refraction (slowing down) of the second DSW.

While we can assume the solitary wave is a limiting case of a DSW, we found it is more illuminating to use the solitary wave limit of the Whitham equations themselves for a detailed analytical study [54].
Figure 5.1: Interactions of solitons and DSWs. Time-lapse images with aspect ratio 10:1 (a) and space-time contour (b) of DSW-solitary wave interaction revealing solitary wave refraction by a DSW with $\alpha_1 = 3$. (c) Space-time contour of the absorption of a solitary wave by a DSW with $\alpha_1 = 3$. (d) DSW-DSW interaction and merger causing multiphase mixing (inset) and the refraction of the trailing DSW by the leading DSW with $\alpha_1 = 2.5$, $\alpha_2 = 5$. Nominal experimental parameters: $\Delta \rho = 0.0971 \text{ g/cm}^3$, $\mu = 99.1 \text{ cP}$, $\epsilon = 0.029$, $Q_0 = 0.2 \text{ mL/min}$. 
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\[ \mu^{(i)} = 51 \pm 1 \text{ cP} \]
\[ \mu^{(e)} = 1200 \pm 200 \text{ cP} \]
\[ \rho^{(i)} = 1.2286 \pm 0.0001, \text{ g cm}^{-3} \]
\[ \rho^{(e)} = 1.2587 \pm 0.0001, \text{ g cm}^{-3} \]
\[ \varepsilon = 0.0425 \]
\[ Q_0 = 0.25 \text{ mm min}^{-1} \]

Table 5.1: Densities, viscosities, viscosity ratio, and background flow rate from the experiments reported in chapter 5.

5.1.1 Experiment Setup and Methods

To further focus our interest, experiments are performed using the viscous fluid conduit setup described in 1.4 with glycerine-based fluids with the parameters given in table 5.1. For each trial, a volumetric flow rate profile \( Q(t) \) is generated based on these fluid properties that results in a long box followed by a soliton of chosen amplitude (cf. chapter 3). The smaller conduit diameter is set by the background flow rate \( Q = 0.25 \text{ mL/min} \). The maximum flow rate for the long box is \( Q = 0.7656 \text{ mL/min} \). These two flow rates correspond to a nondimensional jump in cross-sectional area from \( u^- = 1 \) to \( u^+ = 1.75 \). The box is sufficiently long that the trailing edge acts as a RW and leading edge acts as a DSW at the time of their respective interactions with the soliton.

Data acquisition of \( \bar{u}_\pm \) and \( a_\pm \) is performed using three high resolution cameras, two equipped with macro lenses and one with a zoom lens. The macro lens cameras are near the bottom and top of the conduit, and the zoom lens near the middle, for extracting precise conduit diameter and soliton amplitude information. The cameras take several high-resolution images of the soliton as it passes through their respective viewscreens, as well as pictures of the background conduit before and after the hydrodynamic structure has passed.

Calculations suggest that density variations of 1% in the exterior fluid can lead to a 10% change in the background conduit diameter. We observe an increase in the conduit diameter for the top camera, relative to the bottom and middle cameras by 10.1%, which we attribute to density variation of the external glycerine fluid, as opposed to the non-Newtonian, thixotropic effects in the corn syrup used in previous experiments [56]. Because the model assumes no density variation,
we accommodate this discrepancy by scaling all amplitude measurements from the top camera by the factor $1.101^2 = 1.212$.

5.1.2 Results

Observations of the hydrodynamic transmission and trapping of solitons resulting from their interaction with RWs and DSWs are depicted in figure 5.2. The contour plots in 5.2(b,f) show that transmitted solitons exhibit a smaller (larger) amplitude and faster (slower) speed post interaction with a RW (DSW). The transmitted solitons experience a phase shift due to hydrodynamic interaction, defined as the difference between the post and pre interaction spatial intercept. Our measurements show a negative (positive) phase shift for the soliton transmitted through a RW (DSW). Sufficiently small incident solitons in figure 5.2(d,h) do not emerge from the RW or DSW interior during the course of experiment, remaining trapped inside the hydrodynamic state. We now develop a mathematical description of these highly nontrivial nonlinear wave dynamics.

5.2 Solitonic Dispersive Hydrodynamics

Utilizing the scale separation between extended hydrodynamic states and localized solitons (see figure 5.3), we propose a general theory of solitonic dispersive hydrodynamics encapsulated by a set of effective partial differential equations for the hydrodynamic mean field $\bar{\eta}$, the soliton’s amplitude $a$, and its phase. We identify two adiabatic invariants of motion and show that they lead to two pivotal predictions. First, the soliton trajectory is a characteristic of the governing equations that is directed by the mean field, a nonlinear analogue of wavepacket trajectories in quantum mechanics [88]. This implies that solitons are either trapped by or transmitted through a hydrodynamic state, depending on the relative amplitudes of the soliton and the hydrodynamic “barrier”.

The second prediction we term hydrodynamic reciprocity. Given an incident soliton amplitude and the far-field mean conditions, the adiabatic invariants are used to predict when the soliton is trapped or transmitted and, in the latter case, what its transmitted amplitude and phase shift
Figure 5.2: Experiments demonstrating soliton transmission and trapping with hydrodynamic states. Representative image sequences (a,c,e,g) and space-time contours (b,d,f,h) extracted from image processing are shown. The contour intensity scale is the dimensionless conduit cross-sectional area relative to the smallest area. a,b) Soliton-RW transmission. c,d) Soliton-RW trapping. e,f) Soliton-DSW transmission. g,h) Soliton-DSW trapping.
Figure 5.3: Representative initial configuration and evolution (top to bottom) for solitonic dispersive hydrodynamics. The narrow soliton on the uniform mean field $\pi_-$ is transmitted through the broad hydrodynamic flow if it reaches and propagates freely on the uniform mean field $\pi_+$. The hydrodynamic flow exhibits expansion (rarefaction) and compression that leads to a dispersive shock wave.

Hydrodynamic reciprocity means that the trapping, transmission amplitude/phase relations are the same for soliton interactions with smooth, expanding rarefaction waves (RWs) and compressive, oscillatory DSWs. We stress that the theory presented is general and applies to a wide range of physical media [42, 79, 60, 56, 77, 89, 43].

We begin by considering a general dispersive hydrodynamic medium with nondimensional scalar quantity $u(x,t)$ (e.g., conduit cross-sectional area) governed by

$$u_t + V(u)u_x = D[u]_x, \quad x \in \mathbb{R}, \quad t > 0.$$  \hspace{1cm} (5.1)

$V(u)$ is the long-wave speed, $D[u]$ is an integro-differential operator, and equation (5.1) admits a real-valued, linear dispersion relation with frequency $\omega(k, \pi)$ where $k$ is the wavenumber and $\pi$ is the background mean field. We assume $V'(u) > 0$ so that the dispersive hydrodynamic system has convex flux [22]. The dispersion is assumed negative ($\omega_{kk} < 0$) for definiteness. We also assume that equation (5.1) satisfies the prerequisites for Whitham theory, an approximate description of modulated nonlinear waves that accurately characterizes dispersive hydrodynamics in a wide-range of physical systems [87, 21].

Many models can be expressed in the form (5.1). We will perform calculations for the Korteweg-de Vries (KdV) equation (1.2), which has $V(u) = u$, $D[u] = -u_{xx}$, a universal model of weakly nonlinear, dispersive waves, and the conduit equation (1.3), which has $V(u) = 2u$, ...
$D[u] = u^2(u^{-1}u_t)_x$, an accurate model for our experiments [52].

The dynamics of DSWs, RWs, and solitons for equation (5.1) can be described using Whitham theory [87], where a nonlinear periodic wave’s mean $\bar{u}$, amplitude $a$, and wavenumber $k$ are assumed to vary slowly via modulation equations. The modulation equations admit an asymptotic reduction in the non-interacting soliton wavetrain regime $0 < k \ll 1$ [30, 33].

\begin{align*}
\bar{u}_t + V(\bar{u})\bar{u}_x &= 0, \quad (5.2a) \\
an_t + c(a, \bar{u})an_x + f(a, \bar{u})\bar{u}_x &= 0, \quad (5.2b) \\
k_t + [c(a, \bar{u})k]_x &= 0. \quad (5.2c)
\end{align*}

The first equation is for the decoupled mean field, which is governed by the dispersionless, $D \to 0$, equation (5.1). The second equation describes the soliton amplitude $a$, which is advected by the mean field according to the soliton amplitude-speed relation $c(a, \bar{u})$ and the coupling function $f(a, \bar{u})$. The final equation expresses wave conservation [87] and describes a train of solitons with spacing $2\pi/k \gg 1$. The soliton train here is a useful, yet fictitious construct because we will only consider the soliton limit $k \to 0$ of solutions to equation (5.2). Equation (5.2) with $c(a, \bar{u}) = a/3 + \bar{u}$ and $f(a, \bar{u}) = 2a/3$ corresponds to the soliton limit of the KdV-Whitham system of modulation equations, shown in [19] to be equivalent to the soliton modulation equations determined by other means [30] with application to shallow water soliton propagation over topography in [30, 20, 32, 31].

For the conduit equation, we have (5.2) with $c_s$ given in equation (1.55) and some $f(a, \bar{u})$ that can be calculated but we will not need it here. The general case of equation (5.2) was derived in [33] and can be interpreted as a mean field approximation for the interaction of a soliton with the hydrodynamic flow. In contrast to standard soliton perturbation theory where the soliton’s parameters evolve temporally [46], solitonic dispersive hydrodynamics require the soliton amplitude $a(x, t)$ be treated as a spatio-temporal field. We note that the equations in (5.2) can be solved sequentially by the method of characteristics [30].
5.2.1 Riemann Invariants

It will be physically revealing to diagonalize the system of equations in (5.2) by identifying its Riemann invariants \[87\]. First, we notice that equations (5.2a) and (5.2b) are decoupled from (5.2c), and have two distinct, real characteristic velocities \(V < c\). This \(2 \times 2\) subsystem of quasi-linear equations is thus strictly hyperbolic and can be diagonalized for any coupling function \(f(a, \overline{u})\) \[87\].

The mean field equation (5.2a) is already in diagonal form with the Riemann invariant \(\overline{u}\) associated with the velocity \(V\). The second Riemann invariant, \(q = q(a, \overline{u})\) is associated with the characteristic velocity \(c\). It can be found by integrating \(fd\overline{u} + (c - V)da\) (see, e.g., \[87\]).

The coupling function \(f(a, \overline{u})\) is not always readily available, and its direct computation generally requires the determination of a singular, soliton limit in the full system of Whitham modulation equations (5.1) \[33\]. Below, we use a convenient change of variables proposed in Ref. \[18\] that enables one to circumvent explicit determination of the coupling function \(f\) in the derivation of the Riemann invariant \(q\), utilizing only the known linear dispersion relation \(\omega(k, \overline{u})\) and the soliton amplitude-speed relation \(c(a, \overline{u})\).

Following Ref. \[18\], and similar to chapter \[4\] we introduce a conjugate (soliton) wavenumber \(\tilde{k} = \tilde{K}(a, \overline{u})\), implicitly determined via the soliton amplitude-speed relation

\[
c(a, \overline{u}) = \tilde{\omega}(\tilde{k}, \overline{u})/\tilde{k},
\]

where \(\tilde{\omega}(\tilde{k}, \overline{u}) = -i\omega(i\tilde{k}, \overline{u})\) is the conjugate dispersion, whose phase velocity coincides with the speed of a soliton. The conjugate dispersion relation is realized by linearizing the governing dispersive hydrodynamic equation (5.1) with respect to the soliton solution in the far-field. Very often, one can explicitly determine the soliton amplitude-speed relation \(c(a, \overline{u})\) hence also the change of variables \(\tilde{k} = \tilde{K}(a, \overline{u})\) via equation (5.3).

As a simple example, for the KdV equation we have \(\omega = k\overline{u} - k^3\), \(c(a, \overline{u}) = \overline{u} + a/3\), therefore \(\tilde{k}^2 = a/3\).
For the conduit equation, recall the dispersion and soliton amplitude-speed relations are

\[
\omega(k, \bar{u}) = \frac{2\pi k}{1 + \bar{u}k^2},
\]

\[
c_s(a, \bar{u}) = \frac{\bar{u}}{a^2} (a + \bar{u})^2 (2 \ln(1 + a/\bar{u}) - 1] + \bar{u}^2) .
\]

The conjugate wavenumber transformation (5.3) then yields \( \tilde{k}^2 = 1/\bar{u} - 2/c_s(a, \bar{u}) \).

In the variables \((\tilde{k}, \bar{u})\), simple wave solutions of equations (5.2a) and (5.2b) satisfy the ordinary differential equation (ODE) [18]

\[
\frac{d\tilde{k}}{d\bar{u}} = \frac{\tilde{\omega}}{V(\bar{u}) - \tilde{\omega}}.
\]  (5.5)

For the KdV equation, the ODE (5.5) is readily integrated to yield \( 2\bar{u} + 3\tilde{k}^2 = q \), where \( q \) is a constant. For the conduit equation, integration of (5.5) gives an implicit determination of \( \tilde{k}(\bar{u}) \)

\[
\frac{\bar{u}(2 - \pi\tilde{k}^2)}{(\pi\tilde{k}^2 - 1)^2} = q,
\]  (5.6)

where \( q \), again, is a constant of integration.

Generally, \( q = q(a, \bar{u}) \) is constant along the characteristic \( dx/dt = C(q, \bar{u}) \), where \( C(q(a, \bar{u}), \bar{u}) \equiv c(a, \bar{u}) \), and so is a Riemann invariant. For the KdV equation, we find \( q = a + 2\pi \) and \( C = (q + \bar{u})/3 \).

For the conduit equation, we obtain

\[
q(a, \bar{u}) = c(a, \bar{u})(c(a, \bar{u}) + 2\bar{u})/\bar{u},
\]  (5.7)

\[
C(q, \bar{u}) = -\bar{u} + \sqrt{\bar{u}(q + \bar{u})}.
\]

The change of variables \( q = q(a, \bar{u}) \) diagonalizes (5.2)

\[
\bar{u}_t + V(\bar{u})\bar{u}_x = 0, \quad (5.8a)
\]

\[
q_t + C(q, \bar{u})q_x = 0, \quad (5.8b)
\]

For mean flows \( \bar{u}(x, t) \) that evolve according to equation (5.2a), the Riemann invariant \( q(a, \bar{u}) \) is an adiabatic invariant of the dynamics. It is the dispersive hydrodynamic analog of the conserved soliton amplitude in soliton-soliton interactions. Under these conditions, there is a second adiabatic invariant, labeled \( r(q, \bar{u}, k) \), also associated with the characteristic velocity \( C(q, \bar{u}) \). It is readily
found in the form \( r = kp(q, \overline{u}) \) where \( p(q, \overline{u}) \) is given by the general expression
\[
p(q, \overline{u}) = \exp \left( - \int_{\overline{u}_0}^{\overline{u}} \frac{C_u(q, u)}{V(u) - C(q, u)} \, du \right),
\]
where \( C(q(a, \overline{u}), \overline{u}) \equiv c(a, \overline{u}) \). For KdV, \( p(q, \overline{u}) = (q - \overline{u})^{-1/2} \), and for the conduit equation,
\[
p(q, \overline{u}) = \exp \left( \frac{1}{2} \text{arctanh} \left( \frac{3}{\sqrt{q+\overline{u}}} \right) \sqrt{\frac{\pi}{\sqrt{q+\overline{u}}}} \right) \sqrt{\frac{\pi}{(8\overline{u} - q)^{1/4}}},
\]
(5.10)

5.2.2 Initial Value Problem for Diagonalized System

We seek solutions to equation (5.8) subject to an initial mean field profile \( \overline{u}(x, 0) = \overline{u}_0(x) \) and an initial soliton of amplitude \( a_0 \) located at \( x = x_0 \). But we require initial soliton and wavenumber fields \( a(x, 0) \) and \( k(x, 0) \) for all \( x \) in order to give a properly posed problem for (5.2). Admissible initial conditions are obtained by recognizing this as a special solution, a simple wave in which \( q \) and \( r \) are constant \[87\]. The mean flow therefore satisfies \( \overline{u} = \overline{u}_0(x - V(\overline{u})t) \). The initial soliton amplitude and position determine the constant Riemann invariant \( q_0 = q(a_0, \overline{u}_0(x_0)) \). An initial wavenumber \( k_0 \) determines the other constant adiabatic invariant \( k_0p_0 = k_0p(q_0, \overline{u}_0(x_0)) \). As we will show, the value of \( k_0 > 0 \) is not relevant so can be arbitrarily chosen. We now show how this solution physically describes soliton-mean field interaction.

A smooth, initial mean field, e.g., in figure 5.3 will evolve according to the obtained implicit solution until wavebreaking occurs. Our interest is in the interaction of a soliton with the expansion and compression waves that result. In dispersive hydrodynamics, the simplest examples of these are RWs and DSWs, respectively, which are most conveniently generated from step initial data \[34\]. We therefore analyze the obtained general solution subject to step initial data
\[
\overline{u}(x, 0) = \overline{u}_x, \ a(x, 0) = a_x, \ k(x, 0) = k_x, \ \pm x > 0,
\]
(5.11)
that model incident and transmitted soliton amplitudes \( a_- \) and \( a_+ \) through the mean field transition \( \overline{u}_- \) to \( \overline{u}_+ \) for soliton train wavenumbers \( k_- \) and \( k_+ \). The mean field dynamics depend upon the ordering of \( \overline{u}_- \) and \( \overline{u}_+ \). When \( \overline{u}_- < \overline{u}_+ \), the mean field equation admits a RW solution, otherwise
an unphysical, multi-valued solution. Short-wave dispersion regularizes such behavior and leads to
the generation of a DSW. We consider each case in turn.

5.2.3 Rarefaction Wave Results

The transmission of a soliton through a RW is shown experimentally in figure 5.2(a,b). The
incident soliton "climbs" the RW and emerges from the interaction with altered amplitude and
speed. Our aim is to determine the range of parameter values \( a_{\pm}, \bar{\pi}_{\pm} \) for such an interaction to
occur and, if so, the amplitude \( a_+ \) of the transmitted soliton in terms of the other parameters. If
not transmitted, we show that the soliton decays and is trapped by the RW.

The mean field is the self-similar, RW solution with \( u(x,t) = \bar{\pi}_{\pm} \) for \( x > \pm V_{\pm} t \) and
\[
\bar{\pi}(x,t) = V^{-1}(x/t), \quad V_- t \leq x \leq V_+ t, \tag{5.12}
\]
where \( V_{\pm} = V(\bar{\pi}_{\pm}) \) and \( V^{-1} \) is the inverse of \( V \). Constants \( q \) and \( kp \) correspond to adiabatic
invariants of the soliton-mean field dynamics that yield constraints on the amplitude, mean field,
and wavenumber parameters we call the transmission and phase conditions
\[
q(a_-, \bar{\pi}_-) = q(a_+, \bar{\pi}_+), \quad \frac{k_-}{k_+} = \frac{p(q_+, \bar{\pi}_+)}{p(q_-, \bar{\pi}_-)}. \tag{5.13}
\]
The first adiabatic invariant \( q(a, \bar{\pi}) \) determines the transmitted soliton amplitude \( a_+ \) in terms
of the incident soliton amplitude \( a_- \) and the mean fields \( \bar{\pi}_{\pm} \). The second adiabatic invariant
determines the ratio \( k_-/k_+ \), which in turn yields the soliton’s phase shift due to hydrodynamic
interaction. Equation (5.13) is the main theoretical result of this chapter and describes the trapping
or transmission of a soliton through a RW and a DSW.

The necessary and sufficient condition for soliton transmission is a positive transmitted soliton
amplitude \( a_+ > 0 \), which places a restriction on the incident soliton amplitude \( a_- \). For the conduit
equation, equation (5.7) implies \( c_- > c_{cr} = -\pi_- + (\pi_-^2 + 8\pi_- \pi_+)^{1/2} \). For KdV, \( a_- > a_{cr} = 2(\pi_+ - \pi_-) \). In both cases, we find that the transmitted soliton’s amplitude is decreased, \( a_+ < a_- \)
and its speed is increased, \( c_+ > c_- \). We now derive the extension of this result to the general
dispersive hydrodynamic system equation (5.1), assuming \( V'(u) > 0 \).
In the mean field, simple wave approximation, the transmission of a soliton through a RW is determined by the conservation of the second Riemann invariant, \( q(a, \pi) \), of the solitonic hydrodynamic system [5.8]. We are interested in the sign of the derivative \( a_x \) in the course of soliton transmission. Expressing \( a(q, \pi) \), we obtain \( a_x = a\pi \pi_x \) (since \( q \) is constant). Now, using equation [5.12], we have \( \pi_x = 1/(tV'(x/t)) > 0 \). Next, \( a\pi = -q\pi/q_a \). Hence, \( \text{sgn} a_x = -\text{sgn} (q\pi q_a) \) and therefore, \( \text{sgn} (a_+ - a_-) = -\text{sgn} (q\pi q_a) \) assuming \( q\pi \neq 0, q_a \neq 0 \). Say, for KdV \( q = a + 2\pi \) so \( \text{sgn} (a_+ - a_-) = -1 \) as already observed.

In a similar manner, the acceleration or deceleration of soliton-RW transmission can be determined by the positivity or negativity of \( C_x \). By a similar argument, \( \text{sgn}[C_x] = \text{sgn} (C\pi) \). For KdV, \( C\pi = 1/3 \), and for the conduit equation, \( C\pi = c^2/[2\pi(c + \pi)] > 0 \), so a transmitted soliton in both cases is accelerated by the RW. Thus we have shown \( \text{sgn}(a_+ - a_-) = -\text{sgn}(q\pi q_a) \) and \( \text{sgn}(c_+ - c_-) = \text{sgn}(C\pi) \).

The soliton phase shift is \( \Delta = x_+ - x_- \) where \( x_\pm \) are the \( x \)-intercepts of the soliton pre (−) and post (+) hydrodynamic interaction. Given the initial soliton position \( x_- \), the contraction/expansion of the soliton train determines the phase shift as \( \Delta/x_- = k_-/k_+ - 1 = p_+/p_- - 1 \). Hence, the ratio \( k_-/k_+ \) in the phase condition [5.13], not the arbitrary initial wavenumber \( k_- \), determines the soliton phase shift. Our use of a fictitious soliton train is therefore justified.

We also determine the soliton-RW trajectory. A soliton with position \( x(t) \) propagates through the mean field along a characteristic of the modulation system [5.2]

\[
\frac{dx}{dt} = C(q, \pi(x, t)), \quad x(0) = x_-,
\]

where the soliton amplitude \( a(x, t) \) varies along the trajectory according to the adiabatic invariant \( q(a(x, t), \pi(x, t)) = q(a_-, \pi_-) \). The phase shift from integration of [5.14] equals \( \Delta \) from the adiabatic invariant in [5.13], as expected. When \( a_+ \leq 0 \) in [5.13], the soliton is trapped by the RW, as in experiment, figure [5.2] (c,d).
5.2.4 Dispersive Shock Wave Results

If $u_− > u_+$, a DSW is generated. Soliton-DSW transmission is experimentally depicted in figure 5.2(e,f). An incident soliton propagates through the DSW, exhibiting a highly non-trivial interaction, ultimately emerging with altered amplitude and speed.

In contrast to the soliton-RW problem, the modulation equations (5.2) are no longer valid throughout the soliton-DSW interaction. Instead, the mean field equation is replaced by the DSW modulation equations [34, 21]. We seek a simple wave solution for soliton-DSW modulation. Because DSW generation occurs only for $t > 0$, the soliton-DSW modulation system for $t < 0$ reduces exactly to equation (5.2), i.e., that of soliton-RW modulation. For $t < 0$, the adiabatic invariants (5.13) hold. By continuity of the modulation solution, these conditions must hold for $t ≥ 0$ as well.

In particular, soliton-RW and soliton-DSW interaction both satisfy the same transmission and phase conditions (5.13). This fact, termed hydrodynamic reciprocity, is due to time reversibility of the governing equation (5.1) and is depicted graphically in figure 5.4.

Equations (5.7) and (5.13) for the conduit equation indicate that solitons incident upon DSWs exhibit a decreased transmitted speed $c_− < c_+ < c_−$ and an increased transmitted amplitude $a_+ > a_− > a_+$. The amplitude and speed of the DSW’s soliton leading edge are precisely $a_−$ and $c_−$ [50]. Hydrodynamic reciprocity therefore implies that the transmitted soliton’s amplitude is decreased (increased), its speed is increased (decreased), and its phase shift is negative (positive) relative to the soliton incident upon the RW (DSW), as observed experimentally in figure 5.2. Using the transmission and phase conditions (5.13), we accurately predict the conduit soliton trajectory post DSW interaction without any detailed knowledge of soliton-DSW interaction.

In contrast to soliton-RW transmission, solitons with amplitude $a_+$ initially placed to the right of the step will interact with the DSW if $a_+ < a_−$. Then the transmission condition (5.13) implies $a_− < 0$, i.e., the soliton cannot transmit back through the DSW. Instead, the soliton is effectively trapped as a localized defect in the DSW interior as observed experimentally in figure 5.2(g,h).
Figure 5.4: Graphical depictions of hydrodynamic reciprocity. (a) Space-time contour plot of soliton-DSW ($t > 0$) and soliton-RW ($t < 0$) interaction with two solitons satisfying the transmission condition \([5,13]\). For \(|t|\) sufficiently large, the soliton speeds are the same. (b) If the soliton post DSW interaction (top, left to right) is used to initialize soliton-RW interaction (bottom, right to left), the post RW interaction soliton has the same properties as the pre DSW interaction soliton.
5.3 Comparison to Experiment

The transmission and phase conditions (5.13) for the conduit equation are shown in figure 5.5. For soliton-RW interaction, the abscissa and ordinate are $a_-$ and $a_+$, respectively reversed for soliton-DSW interaction. Hydrodynamic reciprocity implies that the transmission condition on these axes is the same for soliton-RW and DSW transmission. Reciprocity is confirmed by experiment and numerical simulations of the conduit equation in figure 5.5(a), that slightly deviate from soliton-mean field theory as the amplitudes increase, consistent with previously observed discrepancies [50, 56]. Reciprocity of the phase shift is also confirmed by conduit equation numerics in figure 5.5(b). Our experiments provide definitive evidence of soliton-hydrodynamic transmission, trapping, reciprocity, and the theory’s efficacy.

5.4 Soliton Phase Shift through a General Disturbance

The following work is new and not part of the paper [56]. We have found that the phase condition from equation (5.13) can be used for more generic initial profiles. Recall the soliton phase shift is $\Delta = \phi_+ - \phi_-$, where $\phi_\pm$ are the $x$-intercepts of the soliton post- and pre- hydrodynamic interaction ($x_\pm$ has been changed to $\phi_\pm$ for clarity in later equations). Then the phase shift can be determined for the general equation (5.1) as

$$\Delta = \phi_- \left( \frac{k_-}{k_+} - 1 \right) = \phi_- \left( \frac{p_+}{p_-} - 1 \right),$$

(5.15)

where $p_\pm = p(q_\pm, \bar{u}_\pm)$, and subsequently the soliton’s new $x$-intercept is

$$\phi_+ = \Delta + \phi_- = \frac{\phi_- p_+}{p_-}.$$  

(5.16)

Note that this equation assumes the hydrodynamic jump is at $x = 0$ and must be shifted accordingly for jumps at other locations. Recall for KdV, $p = \sqrt{2/a}$, which when combined with the transmission condition (5.13) gives $p_+ = \sqrt{2/(a_- + (\pi_- - \pi_+))}$. For the conduit equation, the expression for $p$ was given in equation (5.10). Then, for a box of height $a_m$ with support $[0, w]$, we can calculate the $x$-intercept $\phi_{Box}$ of the soliton post interaction with a box by assuming the back
Figure 5.5: Transmitted soliton properties due to conduit soliton-RW and DSW interaction for a hydrodynamic transition from $\bar{u} = 1$ to $\bar{u} = 1.75$. a) Soliton amplitude from eq. (5.13) (curve), experiment (filled squares, triangles), and numerical simulations (open squares, triangles). b) Soliton phase shift from eq. (5.13) (curves) and numerical simulations (symbols).
of the box acts as a RW and the front as a DSW. Letting the mean flow and adiabatic invariants on the background be \((\bar{u}_0, q_0, k_0p_0)\) and those on top of the box be \((\bar{u}_1, q_1, k_1p_1)\), and using the soliton’s initial \(x\)-intercept \(\phi_0\), we first directly calculate the soliton phase shift from the step up (RW) to be \(\phi_{RW} = \frac{\phi_0p_1}{p_0}\), as in equation (5.16). The soliton phase shift from a DSW of the same size centered at 0 would be \(\phi_{DSW} = \frac{\phi_0p_0}{p_1}\). Then, in order to calculate \(\phi_{Box}\), we must insert into \(\phi_{DSW}\) the new \(x\)-intercept \(\phi_{RW}\) and shift everything by \(w\), the actual location of the step down in the mean flow:

\[
\phi_{Box} - w = (\phi_{RW} - w) \frac{p_0}{p_1} = \phi_0 - wp_0 \frac{p_0}{p_1}.
\]

Therefore

\[
\phi_{Box} = \phi_0 + w \left(1 - \frac{p_0}{p_1}\right).\]

For a KdV soliton with initial total amplitude \(a_0\), the phase shift is

\[
\Delta = \phi_{Box} - \phi_0 = w \left(1 - \sqrt{\frac{a_0 - 2(\bar{u}_1 - \bar{u}_0)}{a_0}}\right). \tag{5.17}
\]

An additional benefit of this method is that it can be generalized. Consider a disturbance \(\bar{u}(x)\) with support on \([0, W]\) connecting constant states \(\bar{u}_0\) for \(x < 0\) and \(\bar{u}_W\) for \(x > W\). First, if \(\bar{u}(x)\) consists of \(n\) boxes of width \(w\) and heights \(\bar{u}_k\), \(k = 1, \ldots, n\), then the new phase \(\phi_n\) for a soliton with initial phase \(\phi_0 < 0\) and invariants \((\bar{u}_0, q_0, k_0p_0)\) can be found in a similar way to the box, by inserting the previous phase shift into equation (5.16) and shifting by the box width \(w\). This results in a recursive relation for \(\phi_{k+1}\) of

\[
\phi_{k+1} - kw = (\phi_k - w) \frac{p_{k+1}}{p_k}. \tag{5.18}
\]

It can be shown via induction that the solution to this relation is

\[
\phi_{k+1} = \phi_0 \frac{p_{k+1}}{p_0} + w \sum_{i=1}^{k} \left(1 - \frac{p_{k+1}}{p_i}\right). \tag{5.19}
\]
Then for a continuous $\overline{u}(x)$, i.e. sending $n \to \infty$, $w = W/n \to 0$, we obtain the Riemann integral

$$\phi(x) = \phi_0 \frac{p(x)}{p(\phi_0)} + \int_{\phi_0}^x \left(1 - \frac{p(x)}{p(x')}\right) dx'.$$

(5.20)

where $p(x) = p(q(a_0, \overline{u}(x)), \overline{u}(x))$ is the associated with the adiabatic invariant $kp$ evaluated on the initial disturbance $\overline{u}(x)$.

The most general case is when $\overline{u}(x)$ has support $[a, b]$ and the soliton is large enough to travel entirely through it, i.e. the transmission condition is satisfied for all $\overline{u}(x)$, $x \in [a, b]$. If we assume the initial and final mean are $\overline{u}(a)$ and $\overline{u}(b)$, respectively, then there is no contribution to the integral term outside of $x \in (a, b)$. Additionally, $p(x) = p(a)$ for $x \in (-\infty, a)$, and $p(x) = p(b)$ for $x \in (b, \infty)$, so the phase shift is

$$\Delta \phi = \phi_0 \left(\frac{p(b)}{p(a)} - 1\right) + \int_a^b \left(1 - \frac{p(b)}{p(x)}\right) dx.$$  

(5.21)

For KdV, the phase shift is

$$\Delta \phi = \phi_0 \left(\sqrt{\frac{a_0 - 2(\overline{u}(b) - \overline{u}(a))}{a_0}} - 1\right) + \int_a^b \left(1 - \sqrt{\frac{a_0 - 2(\overline{u}(x) - \overline{u}(a))}{a_0}}\right) dx.$$  

(5.22)

We have tested both the KdV box formula (5.17) and the KdV general formula (5.22) numerically; the results are shown in figures 5.6 and 5.7. We find remarkable agreement when compared to other methods, such as approximating the box as a train of solitons with amplitudes from solitary wave fission (for KdV, equation (1.27)) or using IST, neglecting the contribution from radiation as in equation (1.25) to gain a similar result [2]. The total soliton phase shift is then estimated by the sum of all two-soliton phase shifts with the soliton train. The relative error associated with these approximations is shown in figure 5.7. The error in the soliton tunneling general prediction is consistently under 5%, and within 0.1% for all but one trial. The error is maximized for narrow boxes and large solitons. Other methods of prediction exhibit considerably more error and require knowledge of the two-soliton phase shift formula, e.g. equation (1.6) for KdV.

The KdV phase shift equation (5.22) can be readily applied to a wide variety of initial conditions. It has no dependence on whether the initial condition is positive or negative; the only
Figure 5.6: Comparison of predicted soliton phase shifts from the soliton fission prediction equation (1.27) (x’s), IST box approximation (neglecting radiation) equation (1.25) (squares), equation (5.17) (o’s), and (5.22) (triangles) with numerics.

Figure 5.7: Percent relative error associated with predicted soliton phase shifts from the soliton fission prediction equation (1.27) (x’s), IST box approximation (neglecting radiation) equation (1.25) (squares), equation (5.17) (o’s), and (5.22) (triangles) compared to numerics as a function of (a) box width $w$, with soliton amplitude $a_s = 5$ and (b) test soliton amplitude $a_s$, with width $w = 200$. 
restriction is $a_0 \geq 2 \max_x p(x)$. To test this, we took the initial condition and soliton shown in figure 5.8 and evolved numerically. We observed a numerical phase shift of approximately 17.24, which is within 0.3% of the predicted 17.29 from equation (5.21). For other generic, slowly varying profiles, we observe similar accuracy.

5.5 Conclusion

We have introduced a general framework for soliton-mean field interaction. The dynamics exhibit two adiabatic invariants that describe soliton trapping or transmission. The existence of the same adiabatic invariants for soliton-mean field interactions of compression (DSW) and expansion (RW) imply hydrodynamic reciprocity. This describes a conceptually new notion of hydrodynamic soliton “tunneling” where the potential barrier is the mean field, obeying the same equations as the soliton [74]. We have found through extensive study of these formulae that they apply to a wide range of initial disturbances, far beyond the case considered of an initial step. This theory presents an appealing methodology to control soliton propagation by manipulation of the mean field.
Figure 5.8: Example of a generic localized profile evolving according to KdV and its interaction with a soliton. (a) At different times (b) Space-time contour plot. Note the subtle phase shift identified by the difference between the $t$-intercepts of the dashed curve and solid line.
Chapter 6

Conclusion

This thesis is pushing forward the analytical description and physical interpretation of non-integrable dispersive hydrodynamics. Many of the results here were previously known only for integrable systems through IST, but we have bypassed the requirement of complete integrability here. The structures and interactions studied appear in a multitude of areas, including fluids, optics, condensed matter, and quantum mechanics. This thesis has set up a general framework for exploring these types of problems.

Whitham modulation theory has been shown to not only posit simple predictions for a wide range of phenomena, but also shows excellent agreement with both numerics and experiment. This invites further investigation of dispersive hydrodynamic problems. We highlight one such problem currently being studied: linear wavepacket-mean flow interaction [12]. This is currently under investigation for viscous fluid conduits, where diagonalization of the $2 \times 2$ system

\[
\begin{align*}
\phi_t + 2\phi\phi_z &= 0, \\
n_t + (\omega_0(k,\phi))_z &= 0,
\end{align*}
\]  

results in an adiabatic invariant describing the change in the wavenumber $k$ due to the mean $\bar{\phi}$

\[
q(\bar{\phi}, k) = \frac{(1 + \bar{\phi}k^2)^2}{\bar{\phi}(2 + \bar{\phi}k^2)}. \tag{6.2}
\]

Preliminary numerical studies of the conduit equation confirm that $q$ is invariant to changes in the mean flow. It remains to study this problem experimentally.
This work has broad implications for more complex dispersive hydrodynamic systems. While we studied a scalar dispersive hydrodynamic equation here, this framework can be extended to a system of (1+1)-dimensional equations (e.g. NLS) or for (2+1)-dimensional equations, such as the KP equation, which describes, for example, two-dimensional shallow water waves

\[(u_t + uu_x + u_{xxx})_x + \lambda u_{yy} = 0, \quad \lambda = \pm 1, \quad x, y \in \mathbb{R}, \quad t > 0, \tag{6.3}\]

where \(\lambda = -1\) is called the KPI equation, and \(\lambda = 1\) is the KPII equation. Work on these types of equations are already underway in the Dispersive Hydrodynamics Laboratory. NLS has been studied in the context of solitonic dispersive hydrodynamics [74], and a study of KPII soliton modulations using the KP-Whitham equations derived in [3] is presently underway. The modulation theory framework generalizes neatly to fundamental problems in dispersive hydrodynamics.
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Appendix A

Numerical Methods

A.1 Periodic Solutions

We compute unit-mean conduit periodic traveling wave solutions $\tilde{\phi}(\theta)$ for specified $(\tilde{k}, \tilde{A})$ with a Newton-GMRES iterative method [45] on the first integral of equation (2.1)

$$A + \tilde{\omega}\tilde{\phi} - \tilde{k}\tilde{\phi}^2 - \tilde{\omega}\tilde{k}^2\tilde{\phi}\tilde{\phi}'' + \tilde{\omega}\tilde{k}^2(\tilde{\phi}')^2 = 0,$$

(A.1)

where $A \in \mathbb{R}$ is an integration constant. We use a spectral method to compute the unit-mean cosine series representation $\tilde{\phi}(\theta) = 1 + \sum_{n=1}^{N} 2a_n \cos n\theta$. Equation (A.1) is discretized in spectral space $\{a_n\}_{n=1}^{N}$ with the fast and accurate computation of derivatives achieved via fast cosine transforms (DCT II in [80]). The projection of (A.1) onto constants determines $A$, which we do not require because of our imposition of unit mean. Projection of equation (A.1) onto cos$(n\theta)$ for $n = 1, \ldots, N$ yields $N$ equations for the $N+1$ unknowns $(a_n)_{n=1}^{N}, \tilde{\omega})$. The amplitude constraint $\tilde{\phi}(\pi) - \tilde{\phi}(0) = -4\sum_{n \text{odd}} a_n = \tilde{A}$ closes the system of equations. We precondition the spectral equations by dividing each by the sum of linear coefficients, shifted by $2\tilde{k} + 1$, i.e., by $\tilde{\omega} + n^2\tilde{\omega}\tilde{k}^2 + 1$. The accurate resolution of each solution is maintained by achieving an absolute tolerance of $10^{-13}$ in the 2-norm of the residual and choosing $N$ so that $|a_n|$ is below $5 \cdot 10^{-12}$ for $n > 3N/4$. The number of coefficients required strongly depends on the wavenumber $\tilde{k}$. For example, when $0.5 \leq \tilde{k} \leq 4$, we find $N = 2^6$ provides sufficient accuracy whereas for $0.002 \leq \tilde{k} \leq 0.01$, we use $N = 2^{12}$.

With the cosine series coefficients of $\tilde{\phi}(\theta)$ in hand, we compute the unit-mean averaging integrals $\bar{I}_j, j = 1, 2, 3$ in equations (2.28), (2.25) using the spectrally accurate trapezoidal rule. We
Figure A.1: Maximum absolute error in the direct numerical simulation of the conduit equation, achieving fourth order spatial accuracy as expected. The solution used in validation was a periodic wave with $k = 3$ and $a = 0.5$ generated with accuracy $10^{-8}$, and was simulated over 50 spatial periods and 5 temporal periods. The reference line is $C(\Delta z)^{-4}$.

then use sixth order finite differencing to compute derivatives of $\tilde{I}_j$ and $\tilde{\omega}$ on a grid of wavenumbers and amplitudes as explained in section 2.3.2 This numerically determines the Whitham equations in the form (2.29).

A.2 Time Stepping

For the direct numerical simulation of the conduit equation (1.3), it is convenient to write it in the form of two coupled equations:

$$\begin{cases}
\mathcal{P} = A^{-1}A_t, \\
AP + (A^2)_z - (A^2\mathcal{P}_z)_z = 0.
\end{cases} \tag{A.2}$$

The first equation is a temporal ODE in time and the second equation is a linear, elliptic problem $\mathcal{L}(A)\mathcal{P} = -(A^2)_z$ in space. We solve for $\mathcal{P}$ using an equispaced fourth-order finite difference discretization and direct inversion of the resulting banded linear system. We implement time-dependent boundary conditions with prescribed $A(0, t)$ and $A(L, t)$ so that the first equation in (A.2) yields the boundary conditions for $\mathcal{P}$. Time-stepping is achieved with a fourth-order, explicit Runge-Kutta method with variable timestep (MATLAB’s ode45). The solver was validated against computed periodic traveling wave solutions. The maximum error between the numerical solution and the periodic traveling wave solution is reported in figure A.1.