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This thesis presents experiments probing the physics of strongly interacting fermionic atoms in the BCS-BEC crossover. Ultracold atom experiments bring the ability to arbitrarily tune interatomic interactions, which allows for unprecedented access to the regime of strongly interacting physics. The majority of cold atom experiments, however, are carried out in an atom trap that imprints an inhomogeneous density on the cloud of atoms. Many phenomena, especially the signatures of phase transitions, are significantly modified by this non-uniform density. In this thesis, I present a novel imaging technique that allows us to probe a region of nearly homogeneous density within a larger, inhomogeneous cloud. Using this technique, I present new results for strongly interacting fermionic atoms, including the first measurements of the contact and the occupied spectral function of a homogeneous Fermi gas, and the first direct observation of the “textbook” momentum distribution of an ideal Fermi gas.
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Chapter 1

Introduction

This thesis tells the story of recent work at JILA in the field of ultracold Fermi gases. The ability to create and study degenerate Fermi gases of atoms is less than two decades old, and in that time research in this area has grown from a small offshoot of the larger field of Bose-Einstein condensates to a huge community comprised of many groups around the world. Studying these gases gives us important insights into the basic quantum nature of matter, and the precision and controllability offered by ultracold gas experiments makes them very well suited for studying fundamental questions. In particular, the ability to arbitrarily tune interactions between particles allows unprecedented access to the regime of strongly correlated physics.

Even after a decade of research using ultracold strongly interacting Fermi gases and nearly a century of theoretical and experimental investigations of strongly correlated matter, there are basic questions about the nature of systems of strongly interacting particles that remain unresolved. This is due in part to the incredible richness and complexity of strongly correlated materials. In addition, many strongly correlated systems are notoriously difficult to control or access; a neutron star, for example, has this problem. Moreover, theoretical description of such complicated systems is a very challenging undertaking.

The community of ultracold Fermi gas experiments attempting to answer these questions has grown exponentially in the last few years and now includes more than 50 experiments worldwide. When I joined the JILA group in 2008, the technique of rf photoemission spectroscopy in ultracold atoms had just been developed [1]. The next year, Tan’s Contact was introduced in the context of
ultracold atoms [2, 3], and in the year after, the equation of state of a strongly interacting Fermi gas was first measured [4, 5]. In the intervening time, new experiments around the world starting probing Fermi gases in novel geometries and using exotic atomic species [6, 7, 8]. This thesis covers a very small part of the progress in understanding the fundamental physics of strongly interacting fermions.

1. Strongly correlated fermions

1.1 Context: the nature of matter

All known particles can be divided into two groups based on their intrinsic total spin. Particles with integer spin (including zero spin) are classified as bosons and are generally the carriers of forces; they include the photon, which carries the electromagnetic force, the phonon, which quantizes motion, and the Higgs boson, which is linked to mass and the gravitational force. Particles with half-integer spin are classified as fermions. Electrons, protons, and neutrons, which are the constituents of visible matter, are all fermions.

The basic behavioral difference between fermions and bosons comes from the symmetry of their respective wavefunctions and is most easily seen in the character of their respective ground states. Identical bosons have wavefunctions that are symmetric under two-particle exchange, meaning that the total wavefunction will not change if any two bosons swap states. This has the effect that, at very low temperature, all bosons in a system of identical bosons will occupy the same energy state, which results in a “macroscopic wavefunction” of many particles called a Bose-Einstein condensate (BEC) (shown in figure 1.1a). Identical fermions, however, must form wavefunctions that are antisymmetric under exchange, and therefore no two identical fermions can share an energy state. At zero temperature, N identical fermions will occupy the N lowest energy states of the system, one fermion per state. The energy of the highest occupied state is called the Fermi energy ($E_F$) (shown in figure 1.1b). This fundamental difference between bosons and fermions underlies and explains many familiar physical phenomena—for instance, why electrons (fermions) in atoms
Figure 1.1: The zero temperature ground states of bosons and fermions in a one-dimensional harmonic potential. (a) The ground state of identical bosons is a macroscopically occupied single-particle wavefunction—a BEC. (b) N identical fermions in their ground state will occupy the N lowest energy states, one per state. Only distinguishable fermions can occupy the same state at the same time.

occupy multiple energy orbitals, resulting in the diversity of elements found in the periodic table, and why photons (bosons) can form massively occupied coherent states, as seen in lasers.

1.1.2 Interacting fermions in the wild

While the physics of non-interacting (ideal) fermions is well understood, “exotic” matter with interesting and useful properties often consists of fermions with very strong interparticle interactions. Strongly interacting fermions are crucial to our understanding of such phenomena as high temperature superconductivity, Landau Fermi liquids, and certain novel photovoltaics [9]. Fermions with very strong interactions are also the constituents of astrophysical phenomena such as neutron stars, the high density remnants of supernovae, and the quark-gluon plasma, which is the predicted state of matter in the universe after the Big Bang and just before the formation of protons and neutrons.

The direct study of many of these exotic systems is very challenging. Neutron stars are remote and not subject to scientific manipulation. Quark-gluon plasmas have been achieved in the Brookhaven Relativistic Heavy Ion Collider (RHIC) [10], but the short lifetime of the plasma and the lack of many available probes present challenges to understanding these plasmas. Even high-\(T_C\) superconductors, for which a large pool of experimental data has been collected since their
discovery in 1986, are very complex materials with multiple and possibly competing phases and non-trivial geometry, which makes identifying the underlying physics difficult \[11\] [12].

Theoretical description of fermions with very strong interactions also faces many challenges. While perturbative approaches have been shown to work very well for weak interparticle interactions, sufficiently strong interactions (as in the above phenomena) require a non-perturbative many-body approach. In some cases, a phenomenological theory that maps the complex, strongly interacting system onto a simpler system can be successful, such as Landau’s Fermi liquid theory. However, in many cases, even a phenomenological understanding is elusive. For this reason, experimental measurements are very important to benchmark and guide theoretical progress.

The challenges and limitations listed above explain the need for a simple, controllable experimental system in which to investigate the behavior of strongly interacting fermions. At first, the study of cold, dilute gases of atoms may seem unrelated to the big, unanswered questions of high-$T_C$ superconductivity and quark-gluon plasmas. It is true in many respects that relatively simple atomic physics experiments are not sufficient for gaining a complete understanding of these much more complex phenomena. However, the basic question underpinning these systems—how does an ensemble of fermions with very strong interactions behave?—remains open. Despite the simplicity and fundamental importance of the question, the answer is still a hotly contested area of debate. Experimental studies of ultracold Fermi gases are well positioned to answer this question.

1.2 Studying strong correlations in Fermi gases

The experimental realization of an ultracold Fermi gas occurred in 1999 [13], six years after the first BECs were realized in ultracold Bose gases [14, 15, 16]. Around the same time, the discovery of Fano-Feshbach resonances in atomic gases [17] added the ability to arbitrarily tune the strength and sign of the interactions between atoms. For a history of these developments in the field and particularly at JILA, one should read the PhD theses of Brian DeMarco and Cindy Regal [18, 19]. These two achievements (cooling to degeneracy and controlling interactions) were the two necessary ingredients for creating a strongly correlated, superfluid Fermi gas. The theory
that describes such a system is called the BCS-BEC crossover [20, 21, 22].

### 1.2.1 The BCS-BEC crossover

The ground state of interacting fermions is very different from the non-interacting case. Imagine an ensemble of fermions with an equal population of two spin states and with some interaction between fermions in the two spin states. In 1957, John Bardeen, Leon Cooper, and Bob Schrieffer ("BCS") showed that for such a system at zero temperature, even very weak attractive interactions would lead to pairing of the fermions about the Fermi surface [23]. These pairs, called, “Cooper pairs”, are generally very large and loosely bound. However, their total spin is an integer value, and, being effective bosons, the pairs will condense to form a superfluid. This is the basic idea behind conventional, or BCS, superfluidity.

Starting with a BCS superfluid, imagine increasing the strength of the interactions between the two spin states. The Fermi surface will become broader, and more fermions will participate in the pairing. The pairs become more and more tightly bound, such that the pairs are more localized. For very strong interactions, the pair will become a tightly bound bosonic molecule, and the ground state of the system will be a superfluid Bose-Einstein condensate (BEC).

The BCS-BEC crossover unites these two types of superfluidity. As expressed above, the important variable for moving from a BCS superfluid of Cooper pairs to a molecular BEC is the strength of the interparticle interactions, which can be parameterized by a two-particle scattering length, \(a\). Figure 1.2 shows the phase diagram of the BCS-BEC crossover. For all interaction strengths, the zero temperature ground state of the system is a superfluid of paired fermions. In essence, the crossover tells us that the ground state of interacting fermions is always a superfluid condensate—just like bosons!

The phase transition to a superfluid in the BCS-BEC crossover was first experimentally demonstrated in 2004 by Debbie Jin’s group at JILA and again in the same year by Wolfgang Ketterle’s group at MIT [25, 26]. Scientists working with \(^{40}\)K at JILA and \(^{6}\)Li at MIT were able to cool mixtures of two spins states of their atoms while simultaneously turning on strong interactions.
Figure 1.2: **Phase diagram of the BCS-BEC crossover, reproduced from Ref. [24]**. In the leftmost (BCS) limit, the particles have a weak attractive interaction and form a superfluid of Cooper pairs below the critical temperature, $T_C$. In the rightmost (BEC) limit, bosonic dimers with large binding energies form above $T_C$ and form a Bose-Einstein condensate below $T_C$. $T_{\text{pair}}$ is a theoretical boundary delineating a crossover from a region of the normal phase that has pairs to a region without. The dashed $\mu = 0$ line shows the expected point at which the chemical potential crosses from positive (on the BCS side) to negative (as it is in the BEC limit).

between atoms in different spin states. An essential step forward for accessing the crossover regime was the discovery of magnetic Fano-Feshbach resonances, which allow experimentalists to use an external magnetic field to tune the scattering length that characterizes interparticle interactions to arbitrarily large values. Using these resonances, both groups were able to measure the expected superfluid phase diagram of the crossover (figure 1.3), and researchers at MIT further demonstrated superfluidity by rotating the gas and imaging vortices (figure 1.4).

The physics of the BCS-BEC crossover is universal, and should be observed in any group of strongly interacting fermions, regardless of the type of atom, or even whether the fermion is subatomic, as in the case of a neutron star, a quark-gluon plasma, or an electron in a crystal.
Figure 1.3: **Condensate fraction throughout the BCS-BEC crossover.** The contour plot shows the fraction of condensed atoms at various interaction strengths and temperatures. In this plot, the BCS limit is on the far right and the BEC limit is on the far left. \((T/T_F)^0\) and \(k_F^0\) were taken from the initial conditions of the weakly interacting gas. Figure reproduced from Ref. \[19\].

Figure 1.4: **Superfluidity seen throughout the crossover.** Reproduced from Ref. \[27\].
lattice\textsuperscript{1}. The central region of the phase diagram, where \(-1 \gtrsim (k_F a)^{-1} \gtrsim 1\), has the property that the two-particle scattering length, \(a\), is as large as or larger than the average interparticle spacing, \((k_F)^{-1}\). \((k_F\) is the Fermi wavevector and is related to the Fermi energy by \(E_F = \frac{\hbar^2 k_F^2}{2m}\), where \(m\) is the atomic mass and \(\hbar\) is Planck’s constant.) In this region, the gas behaves much more like a liquid, exhibiting hydrodynamic flow and other collective effects of strong interactions. Gases at these scattering lengths are said to be in the “crossover regime.” In this regime, the two-body scattering length is no longer sufficient to characterize the particles’ behavior, and as the gas approaches \(a = \infty\) (“unitarity”) and zero temperature, the only relevant length scale remaining is the interparticle spacing. This regime of interactions is the most interesting for us to access, not only due to the universal behavior, but because these are the interaction strengths at which perturbation theory breaks down, and the behavior of the gas is difficult to predict. The crossover regime provides us the greatest chance to observe new physics and guide new theoretical description.

\[\] 1.2.2 Our system

While the advent of hydrodynamic Fermi gases in the unitary regime has caused the original Fermi gas community to grow to include more exotic geometries and conditions, our lab has mainly stuck to the recipe originally set by the first JILA crossover studies—a gas of \(^{40}\text{K}\) atoms in an equal mixture of two spin states with a Fano-Feshbach resonance controlling interactions. The clouds generally consist of \(5\text{–}30 \times 10^4\) atoms at \(0.1\text{–}0.5 T_F\). The atoms are trapped in a 3D geometry using a crossed-beam optical dipole trap, and the final cloud has a cigar shape with a roughly 1:10 aspect ratio.

In order to cool the atoms to quantum degeneracy, we use a series of trapping potentials and cooling techniques. We first gather \(^{40}\text{K}\) atoms in a magneto-optical trap using the LVIS loading technique developed at JILA \cite{28}. We then load the atoms into a Ioffe-Pritchard magnetic trap in a cloverleaf configuration. We evaporatively cool in this trap by using a single microwave frequency

\[\text{The key assumption for this universality is that the scattering length, } a, \text{ is much larger than the range of the physical interaction. For atoms, this requirement means that } a \text{ should be much larger than the van der Waals length, } r_0. \text{ For } ^{40}\text{K}, r_0 = 60 \text{ Bohr radii, which is much smaller than } a \text{ at the interaction strengths we investigate.}\]
to remove the hottest atoms from the trap and letting the remaining atoms re-thermalize. When the atom gas temperature has reached about 6 $\mu$K, we load the atoms into the optical dipole trap, where the final evaporation occurs. The final temperatures reached are generally at or below 100 nK. Further details about the construction of the apparatus and about the magnetic trap are found in Brian DeMarcos thesis [18].

During the final stages of cooling in the dipole trap, we apply a uniform bias magnetic field to the atoms to bring them close to a Fano-Feshbach resonance. This both allows us to improve evaporation at the coldest temperatures and to set the interactions between the atoms when we perform our science, which gives us access to the crossover regime. The resonance for $^{40}$K occurs at 202.2 G. It enhances interactions between two Zeeman states, $|F, m_F\rangle = |9/2, -9/2\rangle$ and $|F, m_F\rangle = |9/2, -9/2\rangle$, where $F$ is the total atomic spin, $F = 9/2$ is the lowest hyperfine state, and $m_F$ is the projection onto the axis of the magnetic bias field. Loading into an optical dipole trap (as opposed to staying in a magnetic trap) allows us to prepare our atoms in these two spin states, which are not magnetically trappable. For more details about our optical dipole trap and the $^{40}$K Fano-Feshbach resonance, see the theses of Cindy Regal and Jayson Stewart [19, 20].

1.2.3 Density inhomogeneity: an advantage or a disadvantage?

Confining atoms in a potential well is a necessary step to carrying out BCS-BEC crossover experiments (and many others types of atomic physics experiments as well). The most commonly used atom traps, whether magnetic, optical, or both, create a potential that approximates that of a harmonic oscillator. These bowl-shaped potentials allow for the high densities ($10^{12}$ atoms per cm$^3$—“high” for a quantum gas) needed for the quantum degenerate regime. In such a potential, the spatial extent of the trapped gas depends on its total energy, with more energetic atoms traveling farther from the center of the trap. For a Fermi gas, even a T=0 cloud will have as many occupied energy states as there are atoms, due to Fermi statistics. This means that the atoms will be distributed non-uniformly, with the highest density of atoms at the trap center and the lowest densities at the edges of the bowl. This spread of densities is always present in trapped atom
experiments to some extent.\(^2\)

This density inhomogeneity has important consequences. The energy scale of Fermi gases is \(E_F\), the Fermi energy. This energy is directly determined by the density:

\[
E_F = \frac{\hbar^2}{2m} (6\pi^2 n)
\]

(1.1)

where \(m\) is the mass of the atom, \(\hbar\) is Planck’s constant, and \(n\) is the number density of atoms in a single spin state. Several other quantities depend on the Fermi energy in turn:

\[
k_F = \frac{\sqrt{2mE_F}}{\hbar^2}
\]

(1.2)

\[
T_F = \frac{E_F}{k_B}
\]

(1.3)

where \(k_F\) and \(T_F\) are the Fermi wavevector and temperature, respectively, and \(k_B\) is the Boltzmann constant.

Since all of these quantities depend upon the local density, they vary across the atom cloud. In a harmonic trap, for example, the condition \(T/T_F = T_C\) (where \(T_C\) is the critical temperature of the superfluid phase transition) will only ever be true for a single ellipsoidal, equipotential surface. The atoms enclosed by that surface will be below the transition temperature, and the atoms outside will be above.

In some cases, the spread of densities in a harmonically trapped gas can be an advantage. From one spatially resolved image of the atom cloud, one can extract measurements at many densities. This has been particularly useful in recent measurements of the equation of state \([4, 35, 5, 36]\).

Some measurements, however, cannot differentiate between signal that comes from the more dense center of the trap or the relatively dilute edges. Measurements done after the trapping

\(^2\) In 2013, a group in Cambridge trapped a BEC in a uniform optical potential, or “box trap”. This technique solved the problem of density inhomogeneity and has enabled the group to measure the dynamics of the BEC phase transition with great accuracy. A box trap for fermionic Li\(^6\) atoms has very recently been demonstrated at MIT in the group of Martin Zwierlein. \([30, 31, 32, 33, 34]\).
Figure 1.5: **Momentum distributions of weakly interacting fermions.** Images of fermionic atoms taken after a time of flight expansion from a harmonic trap reveal the momentum distribution. The distribution of momenta can be fit to determine $T/T_F$. The dashed line is the expected Boltzmann distribution for the same number of atoms. Note the lack of a sharp Fermi surface, even for the coldest clouds. Figure reproduced from Ref. [37].

potential has been turned off and the atoms have expanded for some time of flight are of this type. In this case, the quantity measured will reflect a sum over all the densities of the trap. If a sharp signal is expected at the transition temperature or at the Fermi surface, this “trap averaging” will broaden that signal, and even completely wash it out in some cases.

This effect of trap averaging has been present since the first measurements of a degenerate Fermi gas. Figure [1.5] shows the first evidence of Fermi degeneracy in $^{40}$K. The expected momentum distribution for a non-interacting Fermi gas in a harmonic trap can be analytically determined as a function of $T/T_F$, and the data can be fit to determine the temperature. However, the spread in $k_F$ throughout the cloud means that, instead of a sharp step the Fermi momentum, $\hbar k_F$, that gets sharper with decreasing temperature, even very cold clouds look nearly Gaussian in shape. In addition, while the momentum distribution of a non-interacting gas can be calculated, the momentum distribution of a Fermi gas with interactions is still an open question. In the case of the strongly interacting Fermi gas, recovering features washed out by trap averaging can prove impossible.
1.2.4 Imaging from a uniform density sample

The experiments within this thesis all have one thing in common. In each, we have taken pains to eliminate the effects of trap averaging and extract a signal that, to a good approximation, comes from a single density.

We do this not by creating a cloud with a single density, but by altering our measurement such that we only measure a small portion of the cloud at a time. This spatial selectivity is typically performed immediately after the atoms are released from the trap and before they have had a chance to expand in time of flight. In this way, our technique allows us to perform measurements of the momentum distribution of the atoms while retaining the knowledge of where in the trap the signal came from.

1.3 Contents

In this thesis, I will explain the work our group has done since developing spatially selective imaging. In some sense, the experiments presented here have largely already been carried out without the benefit of spatial selectivity. For each experiment, however, I will attempt to show how measuring a single density has enhanced our understanding of the physics of interacting fermions and uncovered new behavior that had been buried by trap-averaging.

In chapter two, I will present the spatially selective imaging technique. In chapter three, I will present the first experiments using spatially selective imaging, in which we probed an ideal Fermi gas and saw, for the first time, a sharp step in the momentum distribution of the gas. This chapter will also contain much of the work the we did to characterize this technique, which relied upon our knowledge of the form of the momentum distribution of a non-interacting gas. Chapter four presents measurements of the contact of a homogeneous Fermi gas at unitarity, including a few interpretations of the contact and why probing a single density is of particular importance for this measurement.

The next two chapters will focus on measurements of the occupied spectral function of a
strongly interacting Fermi gas using atom photoemission spectroscopy, which has been the largest focus of my PhD work. In chapter five, I will present the work we’ve done investigating the normal phase of the gas in the BCS-BEC crossover by preparing a gas just above $T_C$ and varying the interaction strength. This chapter will also include a small introduction to crossover physics and a description of the interest and controversy surrounding the character of the normal phase. Chapter six will discuss our preliminary investigations focusing on how the spectral function of a normal phase gas changes with temperature.
Chapter 2

Spatially selective imaging

In this chapter, I present the details of our spatially selective imaging technique. This technique uses two Laguerre-Gaussian (LG) mode beams created from light tuned to an optical pumping transition. These ring-shaped beams are focused on our atoms along the z (axial) and y (vertical) directions and are carefully aligned such that they optically pump atoms from the low density regions at the edge of the cloud. The signal in our images comes from the atoms that were not optically pumped. These were at higher and more uniform density and can be approximated as coming from a homogeneous density gas. This technique is used in all the experiments that make up the main body of this thesis.

2.1 Laguerre-Gaussian mode beams

Laguerre-Gaussian spatial mode beams have recently been of interest to the ultracold atom community for their unique intensity and phase patterns. These beams have an intensity of zero at their center and are often called “donut” mode beams for their ring-shaped cross section. (Around the lab, we refer to our spatially selective imaging as the “donut beam technique”, and in this thesis, I’ll use these interchangeably.) This shape comes from a non-zero orbital angular momentum $\ell \hbar$, which is separate from the spin (polarization) of the photons and which results in a phase winding around the donut.

At the focus, the light intensity of a Laguerre-Gaussian mode beam with angular momentum
index, $l$, is given by

$$I(r) = \frac{2}{\pi l!} \frac{P}{w^2} \left(\frac{2r^2}{w^2}\right)^l e^{-\frac{2r^2}{w^2}}$$

(2.1)

where $P$ is the total optical power, $r$ is the radial coordinate transverse to the direction of beam propagation, and $w$ is the waist. (LG beams can also have more than one radial node, which results in a spatial mode with several concentric rings. The number of radial nodes is given by a radial index, $p$. In equation 2.1 $p = 0$, and the beam profile has only one ring.) LG mode beams can be generated a variety of ways, depending upon the desired efficiency and mode purity [38, 39, 40, 41, 30].

We found that printing an absorptive diffraction pattern in chromium onto a glass slide was a cheap and quick solution that produced acceptable beams for our purpose. Figure 2.1 shows 3 such gratings and images of the resulting beams. The gratings show 1, 2, or 3 forked dislocations in the center of the pattern, which produce beams with an angular index of $l = 1$, 2, or 3, respectively. After printing, the width of a black line in each grating is 75 µm, and the total pattern extends over a 1 inch circular slide. A collimated laser beam, which is much smaller than the slide, is centered on the dislocation, and the diffracted order is imaged (bottom row in figure 2.1).

### 2.2 Experimental setup of LG mode beams

Our spatially selective imaging technique involves the use of two donut-mode beams carefully focused and aligned onto our atoms. These beams are each created with a grating with angular index of $l = 2$. One beam is sent along the vertical (y) axis and another along the horizontal axis along the long direction of the optical trap (z-axis) (see figure 2.2). Both donut-mode beams propagate along the same axes as the 1064 nm optical trapping beams, and they are focused onto the atoms using the same lenses that focus the trapping beams. Figure 2.3 shows the path of the horizontal donut beam as it is first collimated to a 5.5 mm diameter waist, sent through the grating,

---

$^1$ It is important to note that, for our purposes, we care only about the intensity of the LG mode beam near its center—specifically that the intensity in the center reaches zero and that the “inner walls” of the beam follow equation 2.1. We do not care much about the phase properties or the mode purity beyond this, and one can see in figure 2.1 that we generate a small amount of intensity in $p \neq 0$ modes, leading to faint outer rings around the main ring.
Figure 2.1: **Forked diffraction gratings.** These gratings have central dislocations that determine the angular index, $l$, of the Laguerre-Gaussian beam they create. The patterns on the top row were printed on glass slides, and the bottom row shows the resulting far field diffraction for each. Note that the LG beams with higher $l$ have larger central holes with sharper inner edges.

Reflected off a mirror with motorized control, and combined with the horizontal optical trap path using a dichroic slide. This beam is focused onto our atoms using a 200 mm lens. The vertical donut beam is similarly collimated, sent through a grating, focused on the atoms using a 250 mm lens, and then combined with the vertical optical trapping beam via a polarizing beamsplitter cube. The vertical donut beam is aligned onto the atoms by hand rather than by motorized micrometers, but we have found that the alignment of this beam is stable for months, while the horizontal donut beam must have its alignment checked before and after each data set. (A typical data set takes 2.5 hours.)
2.3 Optical pumping transitions

The spatially selective imaging technique works by optically pumping the edges of the atom cloud into a state invisible to our imaging such that only the central atoms at relatively uniform density are imaged.\footnote{The technique of using shaped optical pumping beams to select atoms for imaging has been used previously. For an example, see Ref. [42].} The atoms that are optically pumped are shelved in the $F = 7/2$ hyperfine manifold during imaging, and only the atoms that remain in their original state in the $F = 9/2$ manifold are imaged. We have two optical pumping transitions that we generally use, depending on the initial state of the atoms and the choice of experiment.

Figure 2.4 shows the two optical pumping transitions utilized in this thesis. Transition a, used for the Fermi surface and homogeneous contact experiments (chapters 3 and 4), pumps atoms from the $|F, m_F\rangle = |9/2, -7/2\rangle$ hyperfine ground state to the $|F', m_F\rangle = |5/2, -5/2\rangle$ excited state. Transition b is used for photoemission spectroscopy experiments (chapters 5 and 6) and pumps...
Figure 2.3: **Setup of the horizontal donut beam.** The horizontal donut-mode beam (propagating along the z-direction) is collimated to a 5.5 mm diameter before it is sent through a forked diffraction grating that gives the beam an $l = 2$ Laguerre-Gaussian mode in the far field.

![Diagram of setup](image)

Figure 2.4: **Optical pumping transitions.** The straight lines indicate the two optical pumping transitions used in the donut beam technique. The squiggly lines indicate the most likely spontaneous decay path of an optically pumped atom.

![Diagram of optical pumping transitions](image)
atoms from the $|F, m_F⟩ = |9/2, −5/2⟩$ hyperfine ground state to the $|F', m_F⟩ = |5/2, −3/2⟩$ excited state. Further characterization of the details these two transitions, including the chance of an atom to return to the imaging state and the possibility of colliding with an optically pumped atom, are investigated at the end of chapter 3.

2.4 Fitting the LG mode beams

![Image of the horizontal donut beam at the atoms.](image)

As part of characterizing our LG beams, we image the beams at their focus, where they overlap with the atom cloud. The horizontal LG beam propagates along an imaging axis, so it is easy for us to image the beam at the atoms using the camera and imaging system already in place. Figure 2.5 shows a 2D cross section of the horizontal LG beam at the atoms. By fitting to find the center of the beam and finding the distance of each pixel from that center, we construct a profile of the intensity, $I(r)$, which can be fit to equation 2.1 (see figure 2.6). From this fit, we see that the horizontal LG beam is well approximated by an $l = 2$ mode beam with a waist of $w = 16.8\mu m$.

We also found the waist of the donut beam propagating in the vertical direction. Unlike the horizontal donut beam, the vertical donut beam removes signal along only the one axis (the $z$-axis, along which the cloud is longest). In other words, the vertical donut can be approximated
by a one dimensional intensity profile, I(z), with two peaks of high intensity and a center going to zero intensity. (The horizontal beam is, in contrast, modeled as I(x,y).) We imaged the focus of the vertical donut beam using a beam profiling camera from DataRay Inc. (figure 2.7). Noticing that the beam was slightly elliptical and wanting to know the I(z) seen by the atoms (which was difficult to determine from our setup), we found the principal axes of the beam and plotted the perpendicular cross sections. Figure 2.8 shows the two perpendicular cross sections of the vertical donut beam. Both cross sections were fit to an $l = 2$ mode beam, and they returned waists of $w = 186\, \mu m$ and $w = 151\, \mu m$, giving us lower and upper limits for the size of the vertical donut at the atoms.

We then decided to use our atoms themselves to measure the vertical donut size. Looking along the x-direction (perpendicular to the long direction of the trap), we took an image of the atoms in the trap with and without removing signal using the vertical donut (figure 2.9a). Summing along the y-direction, we calculated the removal as a function of z:

\[
\text{Fraction of atoms not optically pumped}(z) = \frac{\text{Atoms imaged after pumping}(z)}{\text{Atoms imaged before pumping}(z)}
\]  

(2.2)
Figure 2.7: **Image of the vertical donut beam.** The cross hairs indicate the principal axes of the image and correspond to the two cross sections shown in figure 2.8. The line which is closer to horizontal corresponds to figure 2.8b, which we found the oriented along the z axis of the trap. The other cross hair is along the x axis. As z is the elongated axis of our cigar-shaped trap, and as the vertical donut beam has a waist of 186 µm, this beam only removes signal along the z-direction. This image was captured using a DataRay beam profiling camera and software.

The fraction of atoms left in the signal by the vertical donut beam is shown in figure 2.9b.

To determine the size from figure 2.9, we used a very simple model of optical pumping by the donut beam. In this model, we assumed that the probability for an atom to be optically pumped was proportional to $\exp[-I(z)]$, where $I(z)$ is the intensity of the vertical donut along z, given by equation 2.1. The solid black line in figure 2.9b shows the expected fraction of atoms that remain in the imaging state based on this model. For this calculation, we use the measured profile of the atoms without optical pumping (figure 2.9) and subject them to removal by an $l = 2$ LG beam with a 186 µm waist. We see that this simple model reproduces the probability of the atoms to remain in the imaging state quite well, apart from a slight asymmetry on the right side of figure 2.9b. We believe that this asymmetry comes from a similar asymmetry in the vertical donut beam, seen in the inset of figure 2.8b. We do not expect a feature of this size to have much effect on the final measurements of the gas using the donut technique.
Figure 2.8: Cross sections of the vertical donut beam. These cross sections correspond to the crosshairs in figure 2.7. The insets zoom in on the zero intensity center of the beam. The inset of a was fit to an $l = 2$ LG beam with waist $w = 151\mu m$, and the inset of b fits to an $l = 2$ LG beam with waist $w = 186\mu m$. From our measured removal of signal in our atom cloud, we find that the atoms see an intensity profile closer to b (see figure 2.9).

### 2.5 Aligning the LG beams onto the atom cloud

Properly aligning the donut-mode beams onto the atom cloud has two stages. For rough alignment, we image the cloud of atoms after optically pumping away signal with only one beam to make sure that the center of the cloud is in the same position and has the same optical depth (OD) as it does before signal is removed. As the donut beam is moved across the cloud, the number of
Figure 2.9: **The removal of signal by the vertical donut beam.**  
**a.** Density profiles before and after application of the vertical donut beam. Note that the number of atoms imaged in the center is unchanged, with signal only being removed from the cloud’s edges. This shows good alignment of the donut beam onto the atoms.  
**b.** The fraction atoms remaining in the signal is shown as a function of $z$ (dots). This is compared to a very simple model predicting the amount of removal from an $l = 2$ LG beam with a waist of 186 $\mu$m (black solid line). This model fits the data well. The slight asymmetry in the removal seen on the upper right side of the data comes from a slight asymmetry in the donut beam profile itself, just visible in figure 2.8b. This is further evidence that the cross section fit by a 186 $\mu$m waist corresponds to the correct intensity profile seen by our atoms.

---

Figure 2.10: **Moving the donut beam across the atoms.** Here, we shift the position of the horizontal donut beam with respect to the cloud and measure how many atoms remain in the imaging state. We see two dips in atom number, corresponding to positions when either side of the “donut” crosses through the center of the trap. The beam is best aligned somewhere between these two dips, when the center of the atom cloud sits in the center of the LG beam.
atoms not optically pumped should have a “W” pattern, where the best alignment is found in the center of the W (figure 2.10).

Once we have established a rough alignment, we use the pendulum-like motion of atoms in the harmonic trap for fine alignment. By optically pumping at some time, $t$, before the trap is turned off, we can look for a “slosh” in the atoms that remain. This is not truly a slosh, as we have not given the atoms a directional kick; instead, it comes from the usual motion of atoms in a harmonic trap—atoms away from the center of the trap feel a restoring force towards the center. If the beam is selecting atoms at the edge of the trap, we measure a large oscillation in their center positions, but if the beam is perfectly centered, the center of the selected atom cloud should not change. (In either case, we also see a “breathe” in the atoms’ width at twice the frequency.) We have found that aligning the horizontal (vertical) beam to minimize the center-of-mass motion in the radial (axial) direction results in very precise alignment. In addition, we often use this technique to measure the frequencies of the trap, as it is the most non-perturbative way we have found to do so. Figure 2.11 shows one such frequency measurement taken during donut alignment.

2.6 Summary

In terms of new experimental techniques, the spatially selective imaging was fairly simple to set up. A minimal number of optics were added to the system, the optical pumping frequencies were chosen, the shapes of the donut-mode beams were characterized, and the beams were carefully aligned onto the atoms.

In the next chapter, I present our first experiment with spatially selective imaging—the direct observation of the momentum distribution of a non-interacting Fermi gas. The rest of the characterization of the “donut beam technique” is discussed in the context of this experiment, including the possibility of collisions with optically pumped atoms, the validity of assuming our measurements are taken at a single density, and the development of a robust model for the removal of signal using this technique.
Figure 2.11: **Donut alignment technique.** a. When a hollow light beam is slightly misaligned from the center of the atoms, we observe a small center of mass oscillation in the visible sample as a function of time held in the trap after optical pumping. As a final alignment step, we minimize this oscillation. We have also found this to be a good way to measure the trapping frequency. In these data, we find the trapping frequency to be 266(2) Hz in the x-direction. b. We measure the width of the atom cloud in time of flight after some time held in the trap. We observe the in-trap pendulum-like oscillations of the atoms as they exchange potential and kinetic energy. This “breathe” oscillation occurs at twice the trapping frequency and is present even for a perfectly aligned beam.
The ideal homogeneous gas: uncovering the Fermi step function

The first experiment carried out with our new spatially selective imaging technique was a measurement of the momentum distribution of an ideal (non-interacting) Fermi gas. This experiment revealed the iconic step in the momentum distribution of a degenerate Fermi gas. To our knowledge, this was the first time that the “textbook” momentum distribution of a Fermi gas was directly observed. In addition, the momentum distribution of an ideal Fermi gas is well understood, and our results allowed us to fully characterize the donut beam technique. Much of the content of this chapter was published in Ref. [43].

3.1 The momentum distribution of a homogeneous Fermi gas

The homogeneous Fermi gas is a widely used model in quantum many-body physics and is the starting point for theoretical treatment of interacting Fermi systems. The momentum distribution for an ideal Fermi gas is given by the Fermi-Dirac distribution:

\[ n(k) = \frac{1}{e^{(\frac{k^2k_F^2}{2m}\mu)/k_BT} + 1}, \]

where the \( n(k) \) is the average occupation of a state with momentum \( hk \), \( m \) is the fermion mass, \( \mu \) is the chemical potential, \( k_B \) is Boltzmann’s constant, and \( T \) is the temperature. Surprisingly, to our knowledge, the momentum distribution of an ideal Fermi gas, with its sharp step at the Fermi momentum, \( h k_F \), has not previously been directly observed in experiments. One reason for this is that the vast majority of Fermi systems, such as electrons in materials, valence electrons in...
atoms, and protons and/or neutrons in nuclear matter, are interacting. For ultracold atom gases, the interactions can be made very strong or very weak, and the momentum distribution can be directly probed.

### 3.2 Experiment sequence

We begin with a quantum degenerate gas of \( N = 9 \times 10^4 \) \(^{40}\)K atoms in an equal mixture of the \(|F, m_F\rangle = |9/2, -9/2\rangle\) and \(|9/2, -7/2\rangle\) spin states, where \( F \) is the quantum number denoting the total atomic spin and \( m_F \) is its projection. The atoms are confined in an approximately cylindrically symmetric trap, created by two orthogonal 1075 nm beams, one with a 30 \( \mu \)m waist and one with a waist of 200 \( \mu \)m. We measure a radial trap frequency \( \nu_r \) of 214 Hz and an axial trap frequency \( \nu_z \) of 16 Hz. We take data at \( B = 208.2 \) G where the scattering length \( a \) between atoms in the \(|9/2, -9/2\rangle\) and \(|9/2, -7/2\rangle\) states is approximately \(-30 \ a_0 \) \( [1] \), where \( a_0 \) is the Bohr radius. Here, the gas is very weakly interacting, with a dimensionless interaction strength of \( k_F a = -0.011 \).

Once we create an ideal Fermi gas, the sequence for spatial selection and probing the momentum distribution is as follows. We first turn off the trap suddenly and illuminate the atoms with the vertical donut beam, followed immediately by pulsing on the horizontal beam. The power in the beams is on the order of 10s to 100s of nW and is varied to control the fraction of atoms that are optically pumped out of the imaging state (\(|9/2, -7/2\rangle\)). Each beam is pulsed on for 10 to 40 \( \mu \)s, with the pulse durations chosen such that the fraction of atoms optically pumped by each of the two beams is roughly equal (within a factor of two). We then image the remaining atoms in the imaging state, usually after some time of flight.

In this experiment, we probe the \(|9/2, -7/2\rangle\) spin component. The hollow light beams are resonant with the transition from the \(|9/2, -7/2\rangle\) state to the electronically excited \(|5/2, -5/2\rangle\) state (see figure 3.1). Atoms in this excited state decay by spontaneous emission with a branching ratio of 0.955 to the \(|7/2, -7/2\rangle\) ground state and 0.044 to the original \(|9/2, -7/2\rangle\) state. After releasing the trap and applying the hollow light beams, we allow the cloud to expand for 10 or 12 ms time of flight. To optimize the signal-to-noise ratio in the image, we use an rf \( \pi \)-pulse to transfer
Figure 3.1: **Optical pumping transition driven by the LG mode beams.** Schematic level diagram showing the optical pumping transitions. The relevant states at \( B = 208.2 \) G are labeled with the hyperfine quantum numbers of the \( B = 0 \) states to which they adiabatically connect.

the remaining \(|9/2, -7/2\rangle\) atoms to the \(|9/2, -9/2\rangle\) state and then image with light resonant with the cycling transition. Just prior to this rf pulse, we clean out the \(|9/2, -9/2\rangle\) state by optically pumping these atoms to the upper hyperfine ground state \((f=7/2)\). The imaging light propagates along the \(z\) direction, and we apply an inverse Abel transform to the 2D image (assuming spherical symmetry in \(k\)-space) to obtain the 3D momentum distribution, \(n(k)\).

### 3.3 Seeing the Fermi step

In figure 3.2 we show momentum distributions measured with and without using the hollow light beams. As shown in figure 1.5 and Ref. 13, the trap-averaged momentum distribution for the Fermi gas is only modestly distorted from the Gaussian distribution of a classical gas. The dashed
Figure 3.2: **Measured momentum distribution for a weakly interacting Fermi gas.** a. The momentum distribution of the central 16% of a harmonically trapped gas is obtained from the average of twelve images. This distribution has been normalized such that the area under the curve is equal to 1. The solid line shows a fit to a homogeneous momentum distribution, where $T$ is fixed to the value obtained from the trap-averaged distribution and $k_F$ is the only fit parameter. b. For comparison, I show the trap-averaged distribution, taken from an average of six images, with fits to the expected momentum distribution for an ideal gas in a harmonic trap (dashed line) and to the homogeneous momentum distribution (solid line).

The line in figure 3.2b shows a fit to the expected momentum distribution for a harmonically trapped ideal Fermi gas, from which we determine the temperature of the gas to be $T/T_{F,\text{trap}} = 0.12 \pm 0.02$. 
Here, the Fermi temperature for the trapped gas is given by $T_{F,\text{trap}} = E_{F,\text{trap}}/k_B$, where $E_{F,\text{trap}} = h(\nu_2^2/\nu_z)^{1/3}(6N)^{1/3}$ is the Fermi energy for the trapped gas. After optical pumping with the hollow light beams so that we probe the central 16% of the atoms, the measured momentum distribution (part a of figure 3.2) has a clear step, as expected for a homogeneous Fermi gas described by equation 3.1.

For a sufficiently small density inhomogeneity, the momentum distribution should look like that of a homogeneous gas at some average density. To characterize this, we fit the normalized distributions to the prediction for an ideal homogeneous gas (solid lines), normalized in terms of $k_F$ and $T_F$:

$$n(k/k_F) = \frac{k_F^{-3}}{\zeta e^{-T_F/k_F} + 1},$$

(3.2)

where $\zeta$ is the fugacity of a homogeneous Fermi gas, which is a function of $T/T_F$ and given by,

$$Li_{3/2}(-\zeta) = \frac{-4}{3\sqrt{\pi}(T/T_F)^{3/2}}$$

(3.3)

To obtain the solid lines in figure 3.2a and b, we fix $T/T_F$ to the value we measure for the trapped gas, which leaves only a single fit parameter, $k_F$, which characterizes the density. The momentum distributions are then plotted as a function of the usual dimensionless momentum, $k/k_F$. The momentum distribution of the central 16% of the trapped gas fits well to the homogeneous gas result, while the trap-averaged momentum distribution clearly does not.

### 3.3.1 Approximating our results as “homogeneous”

In order to quantify how well the measured momentum distribution is described by that of a homogeneous gas, we look at the reduced $\chi^2$ statistic in figure 3.3a. The reduced $\chi^2$ is much larger than 1, indicating a poor fit, for the trap-averaged data due to the fact that the density inhomogeneity washes out the Fermi surface. As we probe a decreasing fraction of atoms near the center of the trap, $\chi^2$ decreases dramatically and approaches a value of 1.6 for fractions smaller than 40%.

The single fit parameter $k_F$ characterizes the density of the probed gas and should increase as we probe only those atoms near the center of the trap. Figure 3.3b displays the fit value $k_F$, in units
Figure 3.3: **Fit results as a function of the fraction of atoms probed.** (a) As the fraction of atoms probed is decreased, the reduced $\chi^2$ for the fit to a homogeneous gas momentum distribution decreases dramatically and approaches a value of 1.6 for fractions less than 40%. The minimum $\chi^2$ is limited by systematic noise in the image (i.e. fringes). (b) The best fit value of $k_F$ increases as we increasingly probe only the atoms in the central (highest density) part of our trap. A model of the optical pumping by the hollow light beams yields an average local $k_F$ indicated by the solid line. As an indication of the density inhomogeneity, the shaded region shows the spread (standard deviation) in $k_F$ from the model.

$$k_{F,\text{trap}} = \sqrt{\frac{2mE_{F,\text{trap}}}{\hbar}}.$$  
As expected, $k_F$ increases as the fraction of atoms probed decreases. We have developed a model of the spatially selective optical pumping by the hollow light beam, which I discuss in section 3.4. The model result for the average local $k_F$, $\langle k_F \rangle$, of the probed gas is
Figure 3.4: Measured $T/T_F$ vs the fraction of atoms probed. We fit the measured momentum distribution to a homogeneous gas distribution with two free parameters, $T/T_F$ and $k_F$. The plot shows the best fit value for $T/T_F$ as a function of the fraction of atoms probed near the center of the cloud. The density inhomogeneity of the probed gas can result in a $T/T_F$ that is much larger than that expected from the calculated average density of the probed gas (solid line). A sharp Fermi surface, characterized by a small fit $T/T_F$, emerges as the fraction of atoms probed decreases. The dashed line shows the result of fitting to model calculations of the probed momentum distribution, which agrees well with the data.

shown with the solid line in figure 3.3, and we find that this agrees well with the fit $k_F$, even when the measured momentum distributions clearly do not look like that of a homogeneous gas. Using the model, we calculate the variance of the local $k_F$, $\delta^2 = \langle k_F^2 \rangle - \langle k_F \rangle^2$, and the shaded region in figure 3.3 shows $\langle k_F \rangle \pm \delta$. In the region where the reduced $\chi^2$ indicates that the measured $n(k)$ fits well that for a homogeneous gas (fraction probed < 40%), $\delta/\langle k_F \rangle < 0.08$.

3.3.2 How homogeneous is “homogeneous enough”?  

An important question when we use our selective imaging technique is how selective we need to be for the results to be considered that of a “homogeneous” gas. This, of course, depends on the width of the features that one wishes to see. Since all of the signal originates from a gas confined in a smooth, harmonic potential, the only way to probe a perfectly homogeneous density is to probe only one atom. Instead, we hope to find a “sweet spot” for which we can reproduce sharp features but still have decent signal to noise.
Ideally, we’d like to measure features whose widths are determined by temperature or interactions and not significantly modified by any remaining spread in densities. For the ideal Fermi gas, this would mean that the width of the step in the momentum distribution will reflect the true $T/T_F$ of the gas.

We can check this by fitting the results to a homogeneous gas distribution, with both $k_F$ and $T/T_F$ as fit parameters. For a gas with a completely homogeneous density, this fit returns the average temperature of the atoms. On the other hand, a large density inhomogeneity that washes out the Fermi surface because of a spread in the local values of $k_F$ will result in an artificially high fit value for $T/T_F$. This can be seen in figure 3.4. The solid line shows the average $T/\langle T_F \rangle$ for the probed gas calculated using our model. Here, $T$ is fixed and the dependence on the fraction probed comes from the fact that the average density, and therefore the average local $T_F$, increases as we probe a smaller fraction of atoms. The fit $T/T_F$ approaches the average value from the model as we reduce the fraction of atoms probed, and for $\lesssim 40\%$ probed, the two are consistent within our measurement uncertainty. For the smallest fraction probed (data shown in figure 3.2), the best fit value is $T/T_F = 0.14 \pm 0.02$. As a check of the model, we can also calculate $n(k)$ for the probed gas and fit this to the homogeneous gas distribution; the results (dashed line in figure 3.4) agree well with the data.

From this data, we find that when probing 40% or less of the atoms, the observed momentum distribution is consistent with that of a homogeneous gas, where the width and position of the Fermi surface reflect the average temperature and density of the probed portion of the gas.

### 3.4 Modeling the signal removal

Even though the emergence of a sharp Fermi surface proves the effectiveness of our donut beam technique, a model describing the optical pumping is useful for understanding the remaining density inhomogeneity. While it might have been simpler if our donut beams had a perfectly sharp cut, eliminating all signal past a certain radius, we know that the inner walls of the LG beams have some finite width, and we can use the model to see how much this affects our final signal.
3.4.1 The model

In modeling the effect of optical pumping with the hollow light beams, we assume that only atoms that do not scatter a photon are probed. The probability to scatter zero photons from each beam at a particular location in the cloud is taken to be \( P_i(\vec{r}) = \exp(-\gamma_i(\vec{r})\tau_i\sigma) \), where \( \tau_i \) is the pulse duration and the subscripts \( i = 1, 2 \) denote the two hollow light beams. The photon flux is given by \( \gamma_i(\vec{r}) = I_i(\vec{r})\lambda/(hc) \), where \( I_i(\vec{r}) \) is the position-dependent intensity, \( c \) is the speed of light, and \( \lambda = 766.7 \) nm is the wavelength. For the optical absorption cross section, we use \( \sigma = 3\lambda^2\eta/(2\pi) \), where \( \eta \) is the branching ratio between the initial and final states. For the intensities, we use equation (2.1) with \( l = 2 \) and make the approximation that \( w \) is constant across the cloud.

Attenuation of the hollow light beam as it propagates through the atom cloud is observable in the long direction of the cloud (along \( z \)), and the effect of this can be seen in figure 3.5b. To include this effect, we consider the two hollow light beam pulses sequentially, and we assume that the number of photons absorbed locally equals the number of optically pumped atoms. Interestingly, the model predicts that the attenuation results in a smaller density variance in the probed gas when compared to a model that ignores attenuation but where we adjust the beam powers to probe the same fraction of the atoms. This effect is relatively small and decreases as one probes a smaller fraction of the gas. This can be seen in figure 3.5 where we show the measured momentum distribution for the central 38% of the atoms compared to three different models, each of which is adjusted to give the same probed fraction. The solid line is the model explained above, which includes attenuation, while the dotted line shows the result when we ignore the depletion of the hollow light beams. For comparison, the dashed line shows the expected distribution if one selects atoms in a cylindrical volume with sharp boundaries. All three of the models give similar results, which is good—it shows us that our technique is independent of any particular details of the optical pumping.

Although we see that our results are model independent, for the rest of this thesis, we choose to use the model that includes attenuation of both beams by the atoms, as we believe this provides
Figure 3.5: **Modeling the spatially selective optical pumping.**

**a.** Comparison of the normalized momentum distribution of the central 38% of the atoms with three different models (dotted, solid, and dashed lines; see text). The data (circles) are obtained from an average of four images. We find that the attenuation of the hollow light beams (included in solid line model) does not strongly affect the predicted final momentum distribution when probing a small fraction of the gas.

**b.** An image of the cloud is taken with a probe beam that is perpendicular to the long (z-) direction. The image is taken after only a short (1.3 ms) expansion so that we probe the spatial dependence of the density. We compared images with the horizontal hollow light beam and without any optical pumping in order to measure the fraction of atoms probed (circles) vs $z/z_F$, where $z_F = \sqrt{\frac{2E_{F,trap}}{m(2\pi\nu_z)^2}}$. For this data, the total fraction of atoms probed is 71%. The prediction of our model (solid line), which includes attenuation of the hollow light beam as it propagates through the cloud, agrees well with the data.
Figure 3.6: Model of spatially selective optical pumping technique compared to data at six different donut beam powers. The x-axis of these graphs are in units of the $k_F$ of the trap, given by $k_{F,trap} = \sqrt{\frac{2mE_{F,trap}}{\hbar}}$, instead of being determined by fitting, as in figure 3.2.
the most correct physical description. Using the well-known phase space distribution of an ideal Fermi gas in a harmonic trap, we can make predictions for the momentum distributions of the Fermi gas given a certain amount of signal probed. Figure 3.6 shows data from six removals compared to the results from the model. The agreement is very good.

### 3.4.2 Collisions in time of flight

While we find our model of the donut beam technique reproduces our data very well, it does not take into account any collisions that may occur after the donut beam optical pumping. In the model, atoms that have been removed from the signal have no effect on the atoms that remain in the imaging state. This is how we hoped our technique worked, but it was important to verify whether this was indeed the case.

One of the main reasons for developing the donut beam technique was to be able to take measurements of a homogeneous sample after a time of flight expansion such that we get momentum information from a uniform density. As such, we tried to be extra careful to characterize the ways that the donut beam technique might interfere with accurately measuring the momentum of the gas. One such way would be if the atoms in the imaging state underwent collisions with atoms optically pumped to the dark state during time of flight expansion. This process could potentially destroy the momentum information we are trying to extract.

When imaging the momentum distribution of a non-interacting cloud, we use a magnetic Fano-Feshbach resonance to set the s-wave scattering length that parametrizes interactions between our two main spin states, $|9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$, to $-30 a_0$. The number of collisions during expansion is negligible. (The collision rate is roughly three collisions a second for typical densities in the optical trap, while the expansion time is no more than 12 ms.) However, the optically pumped atoms in the $F = 7/2$ manifold could potentially interact with our $|9/2, -7/2\rangle$ atoms and scramble their momenta. To investigate this effect, we performed a Monte Carlo (MC) simulation of collisions on an atom cloud during a 10 ms expansion.

There are potentially two types of collisions that can change our signal, inelastic (or spin
changing) and elastic. The elastic scattering rate can be determined by the s-wave scattering length and the atomic velocity; for \( a = 200a_0 \) and \( v_F = 0.0128 \text{ m/s} \) (where \( a_0 \) is the Bohr radius and \( v_F = \frac{\hbar k_F}{m} \) is the Fermi velocity), the elastic scattering rate can be estimated to be \( \Gamma_{el} = K_{elastic} * n \), where \( K_{elastic} = (4\pi a)^2 v_F = 1.8 \times 10^{-11} \text{ cm}^3/\text{s} \). The inelastic scattering rate constant, calculated by John Bohn (personal communication, March 2012), is smaller but comparable—\( K_{inelastic} = 8.5 \times 10^{-12} \text{ cm}^3/\text{s} \) for \( |\frac{9}{2}, -\frac{7}{2}\rangle \) colliding with \(|\frac{7}{2}, -\frac{5}{2}\rangle \). (The optically pumped atoms can fall into other hyperfine states, but we expect all of the scattering rates to be similar.)

In the simulation, we calculate the effects of both elastic and inelastic collisions in a cloud with typical initial conditions and donut removal. First, we create an ensemble of roughly 100,000 atoms at \( T = 0.12T_F \). Using a Monte Carlo technique, we assign three position and three momentum coordinates to each atom \((x, y, z, k_x, k_y, k_z)\). Then, using our model of donut removal, we put 77% of the atoms at the cloud edges into the higher energy \( F = \frac{7}{2} \) hyperfine manifold. 23% of the atoms remain in the \(|\frac{9}{2}, -\frac{7}{2}\rangle \) imaging state.

Once the distributions of positions, momenta, and spin states are set, we look for atoms in the imaging state that are close enough to an \( F = \frac{7}{2} \) atom to undergo a collision. If the atoms are close enough (we check all particles that are closer than 40% of the cloud’s Thomas-Fermi radius), we calculate their probability to collide (either elastically or inelastically) based on their relative positions and velocities. Still using Monte Carlo, we decide whether the atoms collide based on that probability. If the collision is elastic, we recalculate the momenta of the two atoms and allow them to remain in the simulation; if the collision is inelastic, they are removed from the signal. After calculating the collisions, we let the atoms move in free space (no confining potential) for a small amount of time compared to the collision rate. After that motion, we use the new momenta and positions of the atoms to move them for another time step and recalculate the probability to collide. This process continues for 10 ms of time of flight expansion.

In the simulation, we find that 7% of those atoms left in the imaging state will undergo an elastic collision during expansion and roughly 2% will undergo spin-changing collisions (and be lost from the signal). Figure 3.7 shows a single simulated momentum distribution of our cloud extracted
Figure 3.7: **Momentum distribution with and without collisions.** Using the model of optical pumping and the phase space distribution of an ideal Fermi gas, we calculate what the momentum distribution would like if only 23% of the signal is probed (39% removed by the vertical beam). The black line shows this calculation, while the blue points show this calculation plus a typical amount of noise. The red points show how the (blue) momentum distribution changes after a 10 ms expansion, during which the atoms may collide with the optically pumped atoms. We conclude from this that the effect of collisions on our signal is negligible.

from the spatial distribution of atoms after 10 ms time of flight expansion. We find that the collisions during expansion have the effect of slightly scrambling our signal and slightly increasing the weight about \( k = k_F \), but we also see that the effect is small. We fit the final momentum distributions to the Fermi distribution for a homogeneous gas, allowing \( k_F \) and \( T/T_F \) as fit parameters. We find that the fitted \( T/T_F \) (from fitting to a homogeneous momentum distribution) increases from 0.141 to 0.155 (which is generally within our uncertainty) with no appreciable change to \( k_F \). From this we conclude that the effect of collisions during expansion is below what we can observe.
3.4.3 Effect of finite branching ratio: the return of hot atoms

While our model of spatially selective imaging relies on the assumption that we are only measuring atoms that have not scattered a photon, this is not necessarily the case. The optical pumping transitions that we use have a small but finite branching ratio, which gives the probability for an atom to spontaneously decay back to initial state after scattering a photon. If this occurs, the atom will remain to be imaged (barring the possibility of scattering another photon), and will retain two extra momentum 'kicks' from first absorbing and then re-emitting a photon. This extra momentum would be on the order of the Fermi momentum, so this process could potentially have a significant effect on the measurement of the Fermi step.

In chapter 2 I presented two optical pumping transitions that we utilize in the donut beam technique. The transition used in this chapter (and the next) is \( |F, m_F\rangle = |9/2, -7/2\rangle \rightarrow |F', m_{F'}\rangle = |5/2, -5/2\rangle \). This has a 0.044 branching ratio, so 4.4% of the atoms that absorb a photon will return to the \( |9/2, -7/2\rangle \) imaging state. The transition used with photoemission spectroscopy (chapters 5 and 6) is \( |F, m_F\rangle = |9/2, -5/2\rangle \rightarrow |F', m_{F'}\rangle = |5/2, -3/2\rangle \), which has a 0.096 branching ratio and thus an enhanced effect. We spent a good deal of time worrying about and looking for this background of hot atoms, particularly for the higher branching ratio transition. It was important for us to understand how much these unwanted hot atoms could distort the momentum information of our gas.

Generally, when using the technique of “optical pumping”, one does not need to worry about atoms falling back into the initial state, even for transitions with a particularly high branching ratio. This is because eventually all atoms will fall into another state, called the “dark state.” If they are not pumped there at first, increasing the power or duration of the optical pumping should continue to drive the transition until no atoms are left in the initial state. Our problem is that our optical pumping beams have a shape, with inner walls that are not infinitely sharp. Even as the power is increased, there will be a small part of the beam with low enough intensity that it will only ever drive one transition at most. On the other hand, some of the atoms (those closer
to the cloud edges and sitting in the middle of the donut “ring”) experience a much higher optical pumping intensity, and will almost certainly be pumped again if they happen to fall back to the initial state.

3.4.3.1 Estimating the size of the effect

If atoms are returning to our imaging state after being pumped, the signal we image will be composed of atoms that were not pumped (“good signal”) and a small amount of atoms which return from the excited state to their initial state with extra momentum (“bad signal”). We can make a simple calculation to estimate how large the effect of atoms falling back into the imaging state would be. A simple picture of this process is as follows. There is some probability, \( P \), for an atom to be optically pumped, which depends on the intensity of the donut beam. There is also some probability, \( \eta \), for an optically pumped atom to decay back to the imaging state, which is equal to the branching ratio between the initial and excited states. For the purposes of this calculation, let’s assume that the intensity of the optical pumping light is uniform across the cloud and unchanging in time. Thus, \( P \) is also uniform and unchanging. We know that this is not true; the optical pumping beam has an LG spatial mode and loses photons as it scatters off the atoms. However, this simple calculation should give us a rough estimate of the amount of the “bad signal” we might expect.

This picture can be described by the following equation:

\[
N_{\text{imaged}} = N_{\text{initial}} - \sum_{i} N_{\text{events}} \left( P^i \ast N_{\text{initial}} - \eta^i \ast P^i \ast N_{\text{initial}} \right),
\]

(3.4)

where \( N_{\text{initial}} \) is the number of atoms before optical pumping, \( N_{\text{events}} \) is the number of times an atom is allowed to scatter a photon, and \( N_{\text{imaged}} \) is the total number of atoms in the imaging state after optical pumping. The terms in the sum correspond to the effects of optical pumping by at most \( i \) photons; for \( i = 1 \), we calculate that \( P \ast N_{\text{initial}} \) atoms scatter one photon, removing them from the signal, and then \( \eta \ast P \ast N_{\text{initial}} \) of those atoms return with extra momentum. In this case, the “good signal” (i.e. atoms with their original momenta) is equal to \((1 - P) \ast N_{\text{initial}}\), while the
Figure 3.8: **The size of the “bad signal” for two branching ratios.** Using equation 3.4, I can estimate the fraction of the signal that comes from atoms with an extra momentum kick from having scattered a photon. The blue line is the estimated fraction of bad signal if the atoms can scatter at most one photon. As we account for more scattering events, the atoms which have fallen back into the imaging state after being pumped have another chance to be removed, and the fraction of bad signal begins to converge to a lower value. The two graphs correspond to the two optical pumping transitions we use, found in figure 2.4. From these calculations, we estimate the error from “hot atoms” to be below 5% for transition a and below 10% for transition b.
“bad signal” which comes from returning atoms is given by \( \eta \ast P \ast N_{initial} \). There is some chance that these “bad atoms” will scatter more photons, which gives them more chances to leave the imaging state. The terms for which \( i > 1 \) describe this process.

Figure 3.8 shows what fraction of the imaged signal will be composed of atoms with extra momentum kicks, given by equation 3.4. This quantity is found by solving for a particular fraction of atoms imaged after pumping, \( N_{imaged}/N_{initial} \), and taking the difference between that and the fraction of atoms pumped by one photon, \((1 - P)\) (the “good signal”). The three lines correspond to calculations including the first one, two, or three terms in equation 3.4. Figure 3.8a was performed for a branching ratio of \( \eta = 0.044 \), which corresponds to the optical pumping transition used in this chapter and in chapter 4. Figure 3.8b includes a branching ratio of \( \eta = 0.096 \), which corresponds to the transition used in this chapter 5 and 6.

The fraction of “bad atoms” contributing to the signal increases as more atoms are optically pumped, which is expected. However, allowing for more than one photon scattering event for situations when the optical pumping intensities are high (low fraction of atoms probed) causes the calculation to converge to a smaller “bad signal.” This result makes sense—in the case of high optical pumping intensity, the atoms would be more likely to scatter multiple photons, and any returning atoms would have another chance to leave the signal. For most of the data taken in this thesis, the fraction of atoms imaged after the donut beam technique is 25–30%. Thus, we can expect a 3% effect on the signal for transition a and a 7% or less effect for transition b. Both of these are quite small effects, which, as with the effects of collisions with our dark atoms, we expect will be beneath the noise in our system.

3.5 Conclusions

Our first experiments with the donut beam technique gave us confidence that we could recover sharp features, such as the Fermi step, that would otherwise be washed out of our data. We were initially concerned that this approach might leave too little signal when selecting a small enough region to approximate a homogeneous gas. However, for a gas at \( T/T_{F,trap} = 0.12 \) and
our typical measurement precision, we find that probing the central 40% (or less) of the gas is sufficient to approximate a homogeneous gas. We take advantage of the “sweet” spot in the following experiments; in general we probe 25 – 30% of the gas and see that we are sufficiently homogeneous.

Direct observation of the Fermi surface was pretty satisfying as far as experiments go; it is not every day that your results look like they came from a statistical mechanics textbook! Additionally, the momentum distribution of an ideal Fermi gas has a well-known form, and comparing our results to our expectations allowed us to test our understanding of what the donut beam technique does. Armed with this, we stepped away from the known and into the unknown—in this case, the regime of strong interactions, where the properties of the Fermi gas are still a subject of research. The rest of this thesis presents experiments on gases in the BCS-BEC crossover, where we use spatially selective imaging to probe the local properties of our gases.
Chapter 4

Contact of a homogeneous gas

This chapter presents our measurement of the local, or homogeneous, contact of a unitary Fermi gas as a function of temperature. The contact is a measure of short-range correlations between atoms with a short-range interaction. First defined by Tan in 2005 [2], the contact is a universal quantity that is valid for a very wide range of circumstances—including zero and finite temperature gases, superfluid and normal phases, few and many particle systems, and balanced or imbalanced spin populations. Recent work has shown that the contact can be extended to bosons [44, 45], three-body interactions [46], and nucleons in atoms [47].

Theoretical predictions for the temperature dependence of the contact of a Fermi gas differ substantially, especially near the superfluid transition temperature, $T_C/T_F$. However, since the Fermi temperature, $T_F$, is density dependent, even large features near the phase transition can be lost when the measurement is taken from atoms in a harmonic trap. Using our spatially selective imaging, we measure the contact for atoms at the center of our trap where the density is nearly homogeneous. In this data, we observe a sharp feature not distinguishable in previous contact measurements [48]. This feature may be associated with the superfluid transition. The work in this chapter has been published in Ref. [49].

4.1 What is the contact?

In 2005, Shina Tan derived a number of universal relations for an interacting Fermi gas with short-range, or contact, interactions [2, 50, 51]. These powerful relations connect microscopic
quantities, such as the momentum distribution of the fermions, to macroscopic quantities, such as the total energy of the system. Furthermore, the relations are universal in that they do not depend on the details of the interparticle potential, nor do they depend on the state of the system, which could be an exotic Fermi superfluid, a normal Fermi liquid, or even a simple two-body state such as a diatomic molecule. At the heart of the universal relations is a single quantity, which Tan termed the contact.

4.1.1 Tan’s definition: the high momentum tail and the Tan relations

The contact was first introduced as a quantity in Ref. [2]. It was defined as the coefficient of the high momentum tail of the momentum distribution, \( n(k) \):

\[
C \equiv \lim_{k \to \infty} k^4 n(k). \tag{4.1}
\]

The contact is an integration of the contact density, \( C(R) \):

\[
C = \int d^3 R \, C(R). \tag{4.2}
\]

Equation 4.1 is the first of the so-called “Tan relations”. It is has been known for some time that the momentum distribution of particles interacting via a contact interaction has a tail that scales as \( k^{-4} \) [52]. However, the real advance came in the universal relations that Tan presented [2, 50, 51], which connected the contact to other extensive properties of the gas, such as energy and pressure. The other relations connect the contact to the spatial correlation atoms in the two spin states, \( n_1 \) and \( n_2 \), for short distances [51],

\[
\langle n_1(R + \frac{r}{2})n_2(R - \frac{r}{2}) \rangle \xrightarrow{r \to 0} \frac{1}{16\pi^2} \left( \frac{1}{r^2} - \frac{2}{ar} \right) C(R); \tag{4.2}
\]

the sum of the kinetic and interaction energies (\( T \) and \( I \), respectively) [51],

\[
T + I = \sum_{\sigma} \int \frac{d^3 k}{(2\pi)^3} \frac{\hbar^2 k^2}{2m} \left( n_\sigma(k) - \frac{C}{k^4} \right) + \frac{\hbar^2}{4\pi ma} C; \tag{4.3}
\]

the virial theorem [50],

\[
T + I - V = -\frac{\hbar^2}{8\pi ma} C, \tag{4.4}
\]
where $V$ is the potential energy of the gas; the pressure, $P$, of the gas \(^{50}\),

\[
P = \frac{2}{3} \mathcal{E} + \frac{\hbar^2}{12\pi ma} C, \tag{4.5}
\]

where $\mathcal{E}$ is the energy density; the change in total energy, $E$, for an adiabatic (constant entropy, $S$) change in scattering length \(^2\),

\[
\left(\frac{dE}{d(a^{-1})}\right)_S = -\frac{\hbar^2}{4\pi m} C; \tag{4.6}
\]

and the change in total energy for an instantaneous jump in scattering length from $a_{\text{initial}}$ to $a_{\text{final}}$ \(^2\),

\[
\Delta E = -\frac{\hbar^2}{4\pi m} \left(\frac{1}{a_{\text{final}}} - \frac{1}{a_{\text{initial}}} \right) C. \tag{4.7}
\]

Incorporating Tan’s definitions into their own work, others have shown that the contact can also be related to the total integral of the rf line shape \(^{53, 54, 55}\),

\[
\int_{-\infty}^{\infty} d\omega \Gamma(\omega) = \frac{\hbar \Omega^2}{4m} \left(\frac{1}{a_{12}} - \frac{1}{a_{13}} \right) C_{12}, \tag{4.8}
\]

and its high frequency tail \(^{56}\),

\[
\Gamma(\omega) \underset{\omega \to \infty}{\longrightarrow} \frac{\Omega^2 (a_{12}^{-1} - a_{13}^{-1})^2}{4\pi \omega (m\omega/\hbar)^{1/2}(a_{13}^{-1} + m\omega/\hbar)} C_{12}, \tag{4.9}
\]

where $\omega$ is the frequency of the rf pulse, $\Omega$ is the Rabi frequency. In taking such a line shape, atoms are outcoupled from state 2, where their interactions with atoms in state 1 is given by $a_{12}$, to state 3, where the interaction is given by $a_{13}$. These relations depend on the contact of the atoms in the initial two states, $C_{12}$. Other work has related the contact to the number of closed channel molecules measured by photoassociation \(^{57, 58}\),

\[
N_{\text{mol}} = \frac{R_s \Delta^2}{4\pi [\Delta - (B - B_0)]^2} C, \tag{4.10}
\]

where $B_0$ and $\Delta$ are the center and the width of the magnetic Fano-Feshbach resonance, and $R_s$ is a length equal to half the effective range at the center of the resonance \(^{55}\); and the static structure factor, $S(q)$, measured using Bragg spectroscopy \(^{59}\),

\[
S_{12}(q) \underset{\omega \to \infty}{\longrightarrow} \frac{1}{8} \left(\frac{1}{q} - \frac{4}{\pi qa^2} \right) C, \tag{4.11}
\]
where $q$ is the momentum selected by the Bragg pulses. (For all of the above equations, $m$ is the atomic mass, $a$ is the s-wave scattering length between the two Fano-Feshbach resonance states, and $\hbar/2\pi$ is Planck’s constant.)

The contact and its relations are valid for all scattering lengths and phases of the system and encapsulate all of the many-body physics of the gas \[57\]. Many of these relations have been verified in experiment, both by our group and by others \[60, 3, 45, 48, 61, 62\].

4.1.2 An “intuitive interpretation”

In Ref. \[55\], Eric Braaten presented a physical picture of the contact, using equation 4.2 listed above. It is the explanation I find most intuitive, and I have paraphrased it below.

Suppose you have a gas with two types of fermionic atoms, atom A and atom B. A and B interact with each other via a low energy (s-wave) scattering length, $a$, that is much larger than the effective range of the interactions. (This type of interaction is called a contact interaction, and it can be modeled using potential wells with depths of finite size \[63\].) Being fermions, A doesn’t interact with A nor B with B.

Now, let’s calculate the probability to find a B atom near a particular A atom. To be concrete, we are looking in a volume, $V = \frac{4}{3}\pi l^3$, surrounding the A atom. This probability will be determined by the average number density of B atoms, $n_B$. Indeed, for $a = 0$, this is the only factor. Additionally, as the magnitude of $a$ increases, $n_B$ may adjust, but for $l$ as large or larger than the average distance between particles, $n_B$ still completely determines the probability of finding a B atom near the A atom. However, for $l$ much smaller than the average inter-atomic spacing, the chance to find a B atom close to an A is higher than naively expected from $n_B$. The increased magnitude of the contact interactions make the atoms “sticky” and more likely to be found close together.

Now, let’s find the probability to find any two atoms, one of type A and one of type B, near each other. Inside large volumes, the number of such pairs is roughly $n_A * n_B * (\frac{4}{3}\pi)^2 * l^6$. However, for $l << n^{1/3}$, (where $n = n_A + n_B$) the number of pairs can be shown to scale as $l^4$, which is an
increase from the naïve expectation of $l^6$ scaling:

$$N_{\text{pair}}(l) \rightarrow \frac{l^4}{4} C$$ \hspace{1cm} (4.12)

So, the contact is directly proportional to this increased probability of short-range pairs. From Fourier transforms (or simple dimensional analysis), it is straightforward to see how the increased probability to find atoms at short distances leads to increased weight in the high momentum tail of the momentum distribution.

### 4.2 The contact of a homogeneous gas

The contact can be measured as a sum over the entirety of the system, or it can be presented as a local quantity, $C(R)$, the contact density. The first measurements of the contact were the former type, where the contact had been integrated over a distribution of densities in the trapped gas (for example, see Ref. [3]). It would be years before the contact for a single density was measured.

Figures 4.1 and 4.2 illustrate the need for a measurement of the local contact. Both figures show three theoretical predictions of the contact of a gas at unitarity as a function of $T/T_F$. These three theories predict very different behavior, particularly around the phase transition. However, one can use the measured density distribution of atoms at unitarity in a harmonic trap to calculate what each theory predicts would be measured in such a system. In this case, the three theories become indistinguishable, and they are each shown to agree well with the results of the measurement of the contact from Ref. [61]. (Note that, for Refs. [66, 61] and figures 4.1 and 4.2, $I$ is the total contact, which we call $C$ and which they define in terms of the contact density, $I \equiv V * C(R)$.)

Clearly, a measurement of the contact from a single density would be helpful for distinguishing among theories and guiding future theoretical progress.
Figure 4.1: Theories for the contact as a function of temperature. As a comparison, we plot a self-consistent t-matrix model (GG) [64], a non-self-consistent t-matrix model ($G_0G_0$) [65], and a Gaussian pair-fluctuation NSR model (GPF) [66]. a. The theories presented for a single density. b. The theories after being averaged over the densities in a harmonic trap. Despite being qualitatively and quantitatively very different, after trap-averaging the three theories look similar.
4.2.1 Experiment

With this in mind, we combine our spatially selective imaging with rf spectroscopy to determine the local contact at the center of our trap. In previous work, we measured the (trap-averaged) contact in three different ways: by looking at the tail of the momentum distribution, through atom photoemission spectroscopy, and by looking at the tail of the rf line shape [3]. We chose to look at the tail of the rf line shape for this data, although in chapters [5] and [6] of this thesis, we extract the local contact from both the line shape and atom photoemission spectroscopy.

We begin with an equal mixture of $^{40}$K atoms in our two Fano-Feshbach resonance states, $|f, m_f\rangle = |9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$. The temperature of the gas is varied by changing the final depth of the optical dipole trap in the evaporation process. The number of atoms per spin state after the evaporation ranges from 50,000 to 220,000. In these measurements, the radial trapping
frequency, $\omega_r$, ranges from $2\pi \times 200$ Hz to $2\pi \times 410$ Hz, while the axial trapping frequency, $\omega_z$, ranges from $2\pi \times 19$ Hz to $2\pi \times 25$ Hz.

The magnetic field is ramped adiabatically to the Fano-Feshbach resonance and kept at this value for 2 ms before the trapping potential is abruptly shut off. Prior to turning off the potential, the hollow beams are sequentially pulsed on for 50 $\mu$s. This is followed by an rf pulse, which transfers a small fraction of the atoms in the occupied $|9/2, -7/2\rangle$ state to the initially unoccupied $|9/2, -5/2\rangle$ state. The $|9/2, -5/2\rangle$ state has a background interaction of only $180a_0$ with the other two states in the left in the trap, which allows us to approximate atoms in this state as non-interacting. The total duration of this pulse is 100 $\mu$s. We then turn off the trapping potential and let the cloud expand for 3 ms. We detect the number of transferred atoms using absorption imaging.

Absorption imaging of a low number of atoms can be difficult. To guarantee our best signal to noise, we remove all atoms not in the $|9/2, -5/2\rangle$ state using optical pumping light and use two $\pi/2$ pulses to move the $|9/2, -5/2\rangle$ atoms to the $|9/2, -9/2\rangle$ just before imaging. This state can be
imaged using the $|9/2, -9/2\rangle$ to electronically excited $|11/2, -11/2\rangle$ closed (“cycling”) transition. This imaging procedure is standard in our lab, and it is particularly important for experiments incorporating our donut beam technique, as this technique leaves us with only around 30% of the signal we would otherwise have.

4.2.2 Extracting the contact

Figure 4.4: An rf line shape for the unitary Fermi gas at $T/T_F = 0.25$ with 30% of the atoms probed. The solid (red) line is a fit to equation 4.13 with the normalization $\int_{-\infty}^{\infty} \Gamma(\nu) d\nu = 1/2$, due to the 50% - 50% spin mixture. The inset shows the same data multiplied by $2^{3/2}\pi^2\nu^{3/2}$. We make sure the rf pulse induces only a small perturbation, by setting its power to well below the value where we see the onset of saturation of the number of outcoupled atoms. The measurement at different frequencies is done with different rf powers, and when analyzing the data, we linearly scale the measured number of atoms outcoupled at each frequency to correspond to a common rf power.
The contact is extracted from a measurement of the rf line shape $\Gamma(\nu)$, where $\Gamma(\nu)$ is the rate of atoms transferred from $|9/2, -7/2\rangle$ state to the $|9/2, -5/2\rangle$ state by an rf pulse centered at a frequency detuning $\nu$. Equation 4.9 of the Tan relations predicts that the high frequency tail of the rf line shape scales as $\nu^{-3/2}$, with the contact determining the amplitude. This equation can be rewritten:

$$\frac{\Gamma(\nu)}{\int_{-\infty}^{\infty} \Gamma(\nu') d\nu'} = \frac{C/(Nk_F)}{\sqrt{2\pi^2 \nu^{3/2}}} \text{ for } \nu \to \infty$$

(4.13)

where $N$ is the total number of atoms, and $hk_F$ is the Fermi momentum, and $\nu$ is the rf detuning in units of the Fermi energy, $E_F/h$, with $h$ being the Planck constant ($2\pi\hbar \equiv h$).

A representative data set, where the hollow light beams were used to select the central 30% of the atom cloud, is shown in figure 4.4. For each line shape, we take data at 30 different detunings between $-16$ kHz and $+116$ kHz, where $\nu = 0$ is defined as the single-particle transition frequency between the $|9/2, -7/2\rangle$ and $|9/2, -5/2\rangle$ states (measured for a spin polarized gas in the $|9/2, -7/2\rangle$ state). The highest frequency typically corresponds to approximately $13 E_F/h$. The inset of figure 4.4 shows $\Gamma(\nu)$ multiplied by $2^{3/2} \pi^2 \nu^{3/2}$, where we observe a plateau for frequencies higher than $5 E_F/h$. We extract the contact by fitting the measured $\Gamma(\nu)$ for $\nu > 5 E_F/h$ to equation 4.13 (solid line in figure 4.4). For the normalization, we integrate the line shape, including the extrapolated tail, up to $\nu = h/mr_{\text{eff}}^2$, where $r_{\text{eff}}$ is the effective range of the interaction [67]. We find this cutoff to be $\nu = 320 E_F/h$ at the Fano-Feshbach resonance.

4.2.2.1 Setting the rf power for the line shape measurements

When taking the rf line shape, it is important outcouple only a small fraction of the atoms with the rf pulse so that the data can be compared with the theoretical predictions made for the linear response regime. On the other hand, our measurements depend on having good signal to noise in the tail of the rf line shape, which requires increasing the power of the rf pulse to outcouple more atoms for larger detunings. In order to be able to compare the number of atoms taken using different powers, we have measured the number of atoms transferred by the rf pulse as a function of the rf power for different frequencies. For this measurement, the data was taken without the
Figure 4.5: **a.** Coherent oscillations with increasing rf power at a detuning of 5 MHz relative to the single-particle transition frequency. To show the coherent oscillations, the x-axis is the square root of the rf power (which is proportional to the Rabi frequency). **b.** Zooming in on the initial rise in figure 4.5a, this time plotted as function of the rf power. The rf power is shown in experimental units and varied by changing the output of a function generator. The solid line is a fit to the exponential model introduced in the text.

Figure 4.6: Saturation with increasing rf power at a detuning of 45 MHz. Note the absence of coherent oscillations for larger detunings. The solid line is a fit to the exponential model introduced in the text.
donut-mode beams, for a gas at unitarity with $\sim 80000$ atoms per spin state and $E_F/h = 7700$ Hz, with $h$ being the Planck constant. The temperature of the gas, $T/T_F = 0.13$, was measured before ramping to the resonance field.

For small detunings, we observe oscillatory behavior reminiscent of coherent Rabi oscillations (figure 4.5a). For large detunings, the transfer is incoherent (see figure 4.6), and the number of outcoupled atoms saturates to a value that is between a quarter and a half of the total number of atoms (depending on the rf detuning). We fit the data to $N_{\text{outcoupled}} = A(1 - e^{-P/P_0})$ to find the saturation power $P_0$, where $N_{\text{outcoupled}}$ is the number of atoms outcoupled by the rf pulse with power, $P$. The results are given in figure 4.7. For the lowest detuning, where coherent effects exist, we fit the signal up to the first peak (figure 4.5b). We see that $P_0$ increases with increasing detuning, allowing us to continually increase the rf power as we measure further out on the tail of the line shape.

When measuring the rf line shape we keep the power less than $P_0/5$, where the number of atoms transferred by the rf pulse is small compared to the total number of atoms. Below this power, the linear approximation, $N_{\text{outcoupled}} \approx A \frac{P}{P_0}$, is correct to within 10%. By keeping our rf power in the “linear regime,” we stay on the linear rising edge of the curves in figures 4.5 and 4.6. In this regime, we outcouple only about 20% of the total atoms, and the number outcoupled is not yet affected by the depletion of the atoms in the original state. As we increase the rf detuning, we also increase the power to always outcouple about 20% of the atoms. Afterwards, we linearly scale down the number of atoms at each detuning to match the number that would have been outcoupled by the power used for the central part of the line shape.

4.3 Local contact vs. (local) $T/T_F$

The main result of these experiments, namely the contact of a homogeneous gas as a function of temperature, is presented in figure 4.8. The contact is normalized to the average $k_F$ of the probed sample, and temperature is given in terms of $T/T_F$, with $T_F$ being the average Fermi temperature of the probed sample. (These quantities are extracted from the average density,
Figure 4.7: The measured saturation power, $P_0$, in arbitrary units, for different rf frequency detunings. This power is extracted from fitting to curves of $N_{outcoupled}$ versus rf power, as seen in figures 4.5 and 4.6. We choose this power in order to stay in the “linear regime” and outcouple about 20% of the atoms.

<table>
<thead>
<tr>
<th>detuning [kHz]</th>
<th>$P_0$ [arb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.33</td>
</tr>
<tr>
<td>25</td>
<td>2.5</td>
</tr>
<tr>
<td>45</td>
<td>8.4</td>
</tr>
<tr>
<td>65</td>
<td>12.7</td>
</tr>
<tr>
<td>85</td>
<td>17.1</td>
</tr>
</tbody>
</table>

The data show a monotonic decrease of the contact with increasing temperature from a maximum value of $3.3 \, Nk_F$. For $T/T_F = 0.16$, at the edge of our experimentally attainable temperatures, we observe a sharp decrease of the contact to about $2.6 \, Nk_F$. In figure 4.8, we compare our data with several theoretical models [66] and a quantum Monte-Carlo (QMC) simulation [68]. The many-body theories are in the framework of the t-matrix approximation, differing by their choice of the diagrammatic expansion, the particle-particle propagator, and the self-energy. For $T/T_F > 0.4$, the differences between the theoretical models are small, and the predictions all lie within the uncertainty of the data. As expected, at higher temperatures ($T/T_F > 1$), we also find good agreement with the virial expansions [66] (see inset of figure 4.8). For $T/T_F < 0.4$, our data do not agree fully with any of the many-body theories. It is worth noting, however, that two of the theories (GPF and $G_0G_0$) predict a higher value for the contact above the superfluid phase transition than below, which may be consistent with observed sharp decrease near $T/T_F = 0.16$. We note that the predicted $T_c/T_F$ has some uncertainty, as indicated by the shaded region in figure 4.8. The non-self-consistent t-matrix model ($G_0G_0$) predicts an enhancement of about 50% in the value of the contact around $T_c$ [65], which the data do not show. We also do not observe an increasing trend in the contact for $T > T_c$, in
contrast to a recent QMC simulation [68].

Thermometry of a strongly interacting gas is not trivial, and different groups have used various techniques, including thermometry with a minority component [3], measurement of the energy versus entropy relation [69], and an empirical temperature extracted from fitting the cloud to a Thomas-Fermi distribution [48]. We base our thermometry on a measurement of the release energy of the gas and the recently reported equation of state measured by the MIT group [36]. We determine the release energy by taking an image of cloud after 4 ms of expansion at unitarity. Knowing our trapping potential, the equation of state, and the generalized virial theorem at unitarity [69], we are left with only the temperature, \( T \), as a free parameter in the calculation of the release energy. We estimate that the one sigma uncertainty in the temperature is 5%. When reporting \( T/T_F \) in figure 4.8, we use \( T_F = \frac{E_F,\text{avg}}{k_B} \). Appendix A includes the details of calculating the temperature using this technique.

### 4.3.1 Obtaining the In-situ Density Distribution

The contact is an extensive property with units of inverse length; it is naturally normalized by \( Nk_F \), as seen in equation 4.13. The rf detuning is often given in units of \( E_F \). However, a question which arises is how to define \( k_F \) and \( E_F \) in our experiment. For a harmonically trapped gas, \( E_F \) is defined in terms of the trap parameters \( E_{F,\text{trap}} = \frac{\hbar}{2m} (\omega_r^2 \omega_z^2)^{1/3} (6N)^{1/3} \). On the other hand, the Fermi energy of a homogeneous gas is given in terms of its density (in one spin state), \( n \): \( E_{F,\text{hom}} = \frac{\hbar^2}{2m} (6\pi^2 n)^{2/3} \). In our experiment, as we increase the power of the hollow light beams, we probe a smaller portion of the gas that is more homogeneous. The relevant Fermi energy, which we use in figures 4.4 and 4.8 is therefore the average of the local (homogeneous) Fermi energy: \( E_{F,\text{avg}} = \frac{\hbar^2}{2m N_p} \int P(\mathbf{r}) n(\mathbf{r}) (6\pi^2 n(\mathbf{r}))^{2/3} d^3r \), where \( P(\mathbf{r}) \) is the detection probability after optical pumping, and \( N_p = \int P(\mathbf{r}) n(\mathbf{r}) d^3r \) is the number of atoms probed.

We measure the in-situ density distribution, \( n(\mathbf{r}) \), in order to calculate the average \( k_F \) and \( E_F \) of the probed atoms. To get \( n(\mathbf{r}) \), we use the fact that at unitarity the cloud expands hydrodynamically, and the dynamics are governed by the continuity equation [70, 27]. The solution for
Figure 4.8: The contact of a nearly homogeneous sample, versus $T/T_F$ at unitarity. We take the rf line shapes for clouds at unitarity and various temperatures and extract the contact from the high momentum part. We use our spatially selective imaging to look at only 30% of the spin flipped atoms, which come from the center of our trap. The contact is normalized by the total number of atoms and $k_F$, which we find by measuring the in situ density distribution and using our optical pumping model to calculate the average density of the probed atoms. We find $T/T_F$ using the thermometry technique described in Appendix A. We present our data as black points and compare them to the three theories from figure 4.1 [66, 64, 65]. We also include the 2nd and 3rd order virial expansions [66], a quantum Monte-Carlo calculation (QMC) [68], and the contact extracted from a thermodynamic measurement done at ENS [4]. The error bars on our data represent one standard deviation. a. Our data show good agreement with the virial expansion at high temperatures, where the virial expansion is expected to be valid. b. The shaded area marks the superfluid phase transition, with some uncertainty in its exact position ($T_c/T_F = 0.16 - 0.23$) [64]. The differences in the theories are most obvious near the superfluid phase transition, and in this region, it is clear that the data do not fully support any one theory presented here.
the continuity equation with harmonic confinement with a time-dependent trapping frequency $\omega(t)$ is self-similar with the following scaling transformation: $r_i(t) = b_i(t)r_i(0)$, where $r_i$ is the spatial coordinate ($i = x, y, z$), and $b_i(t)$ obeys the equation:

$$\ddot{b}_i(t) = -\omega_i(t)^2b_i(t) + \frac{\omega_i(0)^2}{b_i(t)[b_x(t)b_y(t)b_z(t)]^\gamma},$$

(4.14)

with the initial conditions $b_i(0) = 1$ and $\dot{b}_i(0) = 0$. The constant $\gamma$ is the characteristic exponent in the equation of state $\mu(n) \propto n^\gamma$, where $\mu$ is the chemical potential and $\gamma = 2/3$ at unitarity. For a sudden turn off of the trap, $\omega_i(0)$ is the trapping frequency along the $i$ axis, and $\omega_i(t > 0) = 0$. 

In figure 4.9 we plot the measured width of the cloud in the axial and radial directions as a function of the expansion time. The data show a rapid increase in the size in the radial (tight) direction of the cloud and almost no increase in the axial direction—a characteristic of hydrodynamic expansion. The solid lines show the numerical solution of equation 4.14 with $\omega_r = 2\pi \times 226$ Hz and $\omega_z = 2\pi \times 19$ Hz (which were measured independently), which agrees very well with the data. We find that after 4 ms of expansion the finite resolution of the optical imaging system does not affect the extracted parameters, and therefore we choose this expansion time for the density measurements. We fit the measured density profiles at 4 ms with a Thomas-Fermi distribution, which we find to be general enough for this purpose.

We have tested our density determination method by looking at the ratio of the peak density at unitarity to the peak density of a weakly interacting gas, at low temperatures. The density distribution of the weakly interacting gas is measured using a fit to a Thomas-Fermi distribution after ballistic expansion. For $T = 0$, this ratio is $n_U/n_0 = \xi^{-3/4}$, where $\xi$ at unitarity is a universal constant that relates the chemical potential to the Fermi energy: $\mu = \xi\epsilon_F$. From the measured density ratio at a temperature of $T/T_{F,trap} = 0.15$, we extract a value of $\xi = 0.40 \pm 0.05$, which is consistent with recent determinations of this universal constant by other groups.
Figure 4.9: Hydrodynamic expansion at unitarity. We start with a weakly interacting gas with \( \sim 90000 \) atoms per spin state at \( T/T_F = 0.12 \) and ramp adiabatically to the Fano-Feshbach resonance field. We fit the cloud with a Thomas-Fermi distribution after a variable expansion time and extract the rms widths, \( \sigma(t) \), in the radial and axial directions. For the data, we deconvolve the measured width with a Gaussian point spread function with an rms width of 2.9 \( \mu \text{m} \), to account for the finite resolution of the optical system. The data is normalized by the initial cloud size, which is 33.4 \( \mu \text{m} \) and 2.8 \( \mu \text{m} \) in the axial and radial directions, respectively. The solid lines are the numerical solution of the hydrodynamic equation.

4.4 Modeling our results

We obtain \( P(r) \), the probability to detect an atom after applying spatial selectivity, using the model of the optical pumping presented in section 3.4. We assume that atoms that scatter a single photon are transferred to the dark state, and we account for the attenuation of the hollow light beams as they propagate through the cloud. For a given \( n(r) \), the propagation model gives us \( P(r) \) after the consecutive application of the two hollow light beams.

In figure 4.10, we show the contact at \( T/T_F = 0.46 \) as a function of the fraction of atoms probed, which is varied by changing the intensity of the hollow light beams. The main part of figure 4.10 shows the contact per particle in units of \( k_{F,\text{trap}} \) in order to show the change in the measured signal. We find that the signal increases as we probe fewer atoms near the center of the trapped gas. We compare our results with several theoretical models, where the model lines are...
Figure 4.10: Contact versus the fraction of atoms probed for a gas with $T/T_F = 0.46$ at the center of the cloud. a The measured contact (squares), normalized by the trap $k_F$, is compared to the predictions of several theoretical models (lines) using the local density approximation. The measured contact increases as we probe fewer atoms at the cloud center, where the local density is largest. b Here, the contact is normalized by the average $k_F$ of the probed atoms (squares) and is compared to theoretical predictions of the homogeneous contact at the average $T/T_F$ (lines).

calculated by $C_{\text{model}}^{\text{trap}} = \frac{1}{N_p k_{F,\text{trap}}} \int P(r)n(r)C_{\text{hom}}^{\text{model}}[T/T_F(r)]k_F(r)\,d^3r$, with $C_{\text{hom}}^{\text{model}}(T/T_F)$ being the model prediction for a homogeneous contact (normalized to $Nk_F$), $T_F(r) = E_F(r)/k_B$ is the local
Fermi temperature, and $k_B$ is the Boltzmann constant. We find good agreement of the data with the models.

In figure 4.10b, we plot the contact divided by the average local $k_F$, defined in the same way as in figure 4.8. For comparison, we also plot theory predictions for the homogeneous contact at the average $T/T_F$, $C_{\text{hom}}^{\text{model}}\langle T/T_F \rangle$, where the notation $\langle \rangle$ stands for density-weighted averaging. A reasonable criterion for homogeneity is when $C_{\text{hom}}^{\text{model}}\langle T/T_F \rangle \approx \langle C_{\text{hom}}^{\text{model}}(T/T_F) \rangle$. When the fraction of the atoms probed is less than 30% we find that this approximation holds to better than 2%. When probing 30% of the atoms, we calculate that the rms spread in the local $T_F$ has been reduced to about 20%. We find that the data for $T/T_F = 0.46$ and fractions lower than 30% agree with theory predictions for a homogeneous gas.

4.4.1 The effect of the remaining density inhomogeneity

In figure 3 in the paper, we compare our data to the predictions of several theoretical models. Here we show that the effect of the remaining density inhomogeneity of the probed sample on the theory predictions is negligible. We use the detection probability, $P(r)$, and the density distribution, $n(r)$, for each of the data points, to calculate the average contact predicted by each theoretical model according to:

$$\langle C \rangle = \frac{1}{N_p\langle k_F \rangle} \int P(r)n(r)C_{\text{hom}}^{\text{model}}[T/T_F(r)]k_F(r)d^3r,$$

where $C_{\text{hom}}^{\text{model}}$ is the prediction for the contact of a homogeneous gas theory (normalized to $Nk_F$), $N_p$ is the number of probed atoms, and $\langle k_F \rangle$ is the average $k_F$. The comparison of the average contact, $\langle C \rangle$, and the homogeneous contact for three different models is shown in figure 4.11. The graph demonstrates that (with 30% of the atoms probed) the effect of the remaining density inhomogeneity on the contact is negligible, and hence theories for the homogeneous contact can be compared directly to the data.
4.4.2 The optical pumping model

To calculate the spatially dependent probability that atoms are probed, $P(r)$, we use a model for the optical pumping by the hollow light beams. In Ref. [43], we have introduced such a model, which was also tested experimentally. The calculated $P(r)$ along with $n(r)$ is used in our determination of the average quantities (density, $k_F$, $T_F$, $E_F$ and the contact) of the probed atoms. We show here that the results presented in this paper are not sensitive to the details of the optical pumping model.

To show this, we introduce a second, much more simplified model, which we refer to as the “sharp cut” model. In the sharp cut model, we assume that atoms are left for probing only if their position $(x, y, z)$ satisfy $x^2 + y^2 < R_1^2$ and $z^2 + y^2 < R_2^2$, where $R_1$ and $R_2$ are set to reproduce the fraction of atoms probed after the application of one or both of the hollow beams. In figure 4.12, we present the homogeneous contact, similar to figure 3 in the paper, but using the two different models. As can be clearly seen in the figure, the results of the two models are essentially the same,
Figure 4.12: The homogeneous contact at unitarity as function of the temperature, using the full removal model (squares) and the sharp cut model (triangles). The good agreement of the two models shows that the exact shape of the detection probability, $P(r)$, does not affect the contact data. This is because the central part of the trapped gas is nearly homogeneous, and the data was taken probing the central 30% of the atoms.

Figure 4.13: The average Fermi energy with $\sim 30\%$ of the atoms probed, using the full removal model (squares) and the sharp cut model (triangles).

which demonstrates that the details of the calculation of $P(r)$ are not important when the fraction of atoms probed is as small as 30%. In figure 4.13 we show the average Fermi energy for the data,
where again the two models give consistent results.

4.5 Conclusions

The results presented here are the first measurement of the temperature dependence of the contact for a nearly homogeneous Fermi gas. The data show good agreement with theory at “high” temperatures—$T/T_F > 0.4$ or so—but also have a sharp feature near where the superfluid transition occurs. This feature was not seen in previous contact versus temperature measurements presumably because averaging the signal over a spread of densities within the trap smoothed it out. Furthermore, near the phase transition no single prediction fully agrees with the data.

It is our hope that this data will prove useful for theorists attempting to understand the unitary Fermi gas. The contact is a useful parameter for many reasons; not only is it straightforward to measure in experiment, the Tan relations make it fairly straightforward to calculate from theory, too. In particular, equation 4.6 shows that the contact can be directly taken from the dependence of energy on scattering length, which is often calculated in theory.

Since no theory fully predicts the behavior that we see, we cannot say that our data supports one picture of the unitary Fermi gas over another. While an important and useful thermodynamic parameter, it is also not clear how the contact can connects the state of the system, particularly around the superfluid phase transition. In particular, it would be interesting to know more about the so-called “pseudogap regime” in the normal state in the crossover, just above the critical temperature. In the next chapter, I will present our efforts to directly probe the nature of the normal state using momentum-resolved rf spectroscopy. In that work, we develop a more detailed picture of a Fermi gas in the crossover, and we find a surprising connection between our photoemission spectroscopy results and the contact.
Chapter 5

The occupied spectral function of a homogeneous gas in the normal phase

This chapter describes our work measuring the local properties of a strongly interacting Fermi gas in the normal phase of the BCS-BEC crossover. While the ground state of the Fermi gas in the crossover is well established and studied, the nature of the normal state—whether it can be thought of as a Fermi liquid with well-defined quasiparticle excitations or whether it exhibits signatures of uncondensed pairs, as expected for the pseudogap regime—is still a topic of ongoing research.

We measure the spectral function of our atoms using atom photoemission spectroscopy (PES) (realized with momentum resolved rf spectroscopy), which is a technique developed by our group in 2008 [1, 72]. This technique is closely analogous to a condensed matter technique used to probe high-Tc superconductors. With PES, we can measure the probability to find atoms at specific momenta and energies; this is called the spectral function. The energy and momenta dispersion we measure can tell us about the nature of the gas and the state of individual atoms (i.e. paired, unpaired, and so forth). Previously, our lab has measured spectral functions for a gas in the normal phase, which showed evidence of pairing [73, 74]. However, these measurements came from an inhomogeneous sample, and the results were therefore difficult to quantify without relying on theory. This consideration, and the simultaneous measurements of the equation of state in Paris and Tokyo that agreed with a Fermi liquid description of the normal phase [5, 35] convinced us that PES on a homogeneous sample was necessary to understand our system.

In this chapter, I discuss PES measurements that used our spatially selective imaging technique. This turns out to be essential to our ability to understand and quantify our results. The
work in this chapter has been published in Ref. [75].

5.1 The normal state of the BCS-BEC crossover

In section 1.2.1 of this thesis, I introduced the BCS-BEC crossover as the theory describing the ground state of a system of interacting fermions. For weak attractive interactions, the gas at zero temperature is a superfluid of paired fermions that behave like Cooper pairs. For increased interactions, the gas remains a paired superfluid at low temperatures, and for very strong interactions, those pairs resemble bosonic dimers in a molecular BEC. [19, 27, 76, 77, 78]

But what happens to the normal state (i.e. the gas in the non-superfluid regime at finite temperature) is also a critical part of the BCS-BEC crossover. On the BCS side of the crossover (weak attractive interactions), the gas should resemble a nearly non-interacting Fermi sea. If the interaction strength is adiabatically swept across the Fano-Feshbach resonance, on the far BEC side of the crossover the atoms will form uncondensed, bosonic Fano-Feshbach molecules. How the gas evolves from an ensemble of fermions to an ensemble of bosons is extremely interesting and is the subject of ongoing research.

A well-established and powerful paradigm for describing systems of interacting fermions is the theory of Fermi liquids, which was developed by Landau in 1956 [79, 80]. It postulates that even in the presence of strong interactions, the system retains a Fermi surface and has low energy excitations that are long-lived, fermionic, and nearly non-interacting. The effect of interactions is incorporated into renormalized properties of these quasiparticle excitations, such as an effective mass, \( m^* \), that is larger than the bare fermion mass, \( m \), and a spectral weight, or quasiparticle residue, that is between zero and one [80].

While Fermi liquid theory is extremely successful in describing a wide range of materials, it fails in systems exhibiting strong fluctuations or spatial correlations. Understanding the breakdown of a Fermi liquid description is an outstanding challenge in strongly correlated electron physics [81]. If the normal state in the crossover can be described as a Fermi liquid for some range of interaction strengths, there must be an interaction strength at which it fails, either before or as the atoms form
localized dimers.

The question of how the Fermi liquid paradigm breaks down in the normal state of the Fermi gas in the crossover is related to the prediction of a “pseudogap” phase, where incoherent many-body pairing occurs for strong interactions and just above the transition temperature $T_C$ [77]. This pseudogap phase has bosonic (pair) excitations, in contrast to the fermionic excitations of a conventional Fermi liquid. However, unlike true, tightly bound bosonic molecules that would be found in the BEC limit, these bosonic pairs have a binding energy that is on the order of or less than the Fermi energy, and the pairs are as large as or larger than the average interparticle spacing. In the pseudogap region near unitarity, pairing occurs between atoms with similar momenta close to the Fermi momentum, $\hbar k_F$, and the pairing is facilitated by the presence of a Fermi surface and Fermi statistics, a very different picture from the two-body dimer.

While much experimental investigation into the nature of atoms in the normal phase of the crossover had been carried out prior to the work presented in this chapter, no consensus had been reached. In experiments that probed the strongly interacting gas in the middle of the crossover, Fermi-liquid-like behavior was observed in thermodynamic [35, 4] and spin transport properties [2]. Meanwhile, evidence for pairing above $T_C$ was reported in photoemission spectroscopy (PES) measurements [73], which reveal the distribution of single-particle energies and momenta in a many-body system [1, 83]. Interpretation of these data has been controversial, with a Fermi liquid theory and a pseudogap theory each separately argued to agree with the observations [84, 74, 85]. Issues raised include the fact that the PES measurements probed a trapped gas, where averaging over the inhomogeneous density can obscure the intrinsic physics [84, 86], and that thermodynamics measurements are relatively insensitive to a pseudogap compared to spectroscopy. Thus, the question of how a Fermi liquid evolves into a Bose gas of paired fermions in the BCS-BEC crossover, and how the Fermi liquid description breaks down, remains open.
5.2 Photoemission spectroscopy

We approach this question of the nature of the normal state by probing the energies and momenta of the atoms in our system above $T_C$ and at various interaction strengths throughout the crossover. We combine our new technique of imaging a uniform density portion of our gas with the technique of atom photoemission spectroscopy (PES) to measure the occupied part of the spectral function of a homogeneous gas.

Atom photoemission spectroscopy was developed in our lab as an analog to angle-resolved photoemission spectroscopy (ARPES) used to probe electronic systems. ARPES uses the photoelectric effect, in which photons incident on a sample can kick out electrons from a material. If the energy and velocity of both the initial photon and the ejected electron are known, conservation of energy and momentum will reveal the energy and momentum of the electron in the sample. By varying the initial photon angle with respect to the sample, ARPES can be used to measure the probability that an electron will be found in a particular energy and momentum state, which yields the occupied part of the electrons' spectral function. A diagram of the ARPES technique is shown in figure 5.1.

Similarly, our goal is to take our strongly interacting atoms and measure the probability to find an atom at a particular energy and momentum. As with electrons in a solid, the shape of this dispersion will tell us about the microscopic details of the system—paired, unpaired, non-interacting, liquid-like, and so on. In atom PES, the “photo-ejection” occurs when a pulse of rf light outcouples atoms from one of the interacting spin states to a third spin state that is only weakly interacting with the other two. Simultaneously, the confining optical potential is switched off. These steps allow us to project some of our interacting atoms very quickly onto non-interacting states in free space, just as the photo-ejection of electrons does in ARPES. By allowing the non-interacting atoms to expand for some time of flight (TOF), we are able to measure the distribution of velocities/momenta in the ejected atoms. One difference between atom PES and ARPES is that, since there is no underlying lattice and the inter-atomic interactions are engineered to be $s$-wave,
the distribution of velocities for the atoms is spherically symmetric. Figure 5.2 shows a diagram of the atom PES technique.

5.2.1 The experiment

We begin this experiment by preparing a gas of $^{40}$K atoms in an equal mixture of two spin states, $|9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$. The temperature of the atoms after evaporation is $T_0 = (0.16 \pm 0.02)T_F$ with 80,000 to 120,000 atoms per spin state. The atoms are held in an optical dipole trap, and the trapping frequencies at the end of evaporation are 243 Hz and 21.3 Hz in the radial and axial directions, respectively.

We use the Fano-Feshbach resonance between these two spin states to control interactions \[19, 73\]. The final stage of evaporative cooling is performed at a magnetic field of 203.3 G where $a \approx 1100a_0$ ($a_0$ is the Bohr radius), after which the field is swept linearly in 50 ms to the final value where we carry out the PES measurement (see figure 5.3).

\[1\] An alternate spectroscopy technique to measure occupied spectral functions was proposed prior to the development of the “atom PES” presented here \[88\]. This technique uses two-photon Raman transitions instead of single photons of MHz frequencies to transfer atoms to an unoccupied Zeeman state.
Figure 5.2: Atom photoemission spectroscopy (PES). a. In our PES experiments, we start with an equal mixture of atoms in the $|9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$ states, with a Fano-Feshbach resonance controlling their interactions. An rf photon moves some atoms from the $|9/2, -7/2\rangle$ state to the $|9/2, -5/2\rangle$ state, which does not interact with the first two states. Nearly simultaneously with the rf pulse, the hollow light beams are pulsed and the trapping potential is turned off. The atoms expand and fall during time of flight, and we take an image of only those atoms selected by the hollow beams. b. The signal that we measure from PES is constructed through energy and momentum conservation. By measuring the momentum of the outcoupled atoms (green line), we know the momentum of the atoms in the trap, and we can use the rf photon energy to also get the energy of the atoms in the trap (red line). The shape of the measured dispersion (red line) tells us something about the state of the interacting system (the back-bending seen here can be indicative of BCS-like pairing).

It is important to note that this field sweep is adiabatic, which means the gas ideally stays at constant entropy but not necessarily constant temperature. $T_0$, the temperature of the atoms at
203.3 G before the final field sweep, was chosen such that the final temperature is just above $T_C$ after sweeping to the Fano-Feshbach resonance at 202.20 G. From our previous measurements of the release energy at unitarity, we estimate that the temperature after a sweep to unitarity increases from $T_0 = (0.16 \pm 0.02)T_F$ to $(0.18 \pm 0.02)T_F$. Using the pair projection technique from Ref. 25, we verified that for all interaction strengths the condensate fraction is less than 1%. 2

The atom PES measurement uses an rf pulse with a Gaussian field envelope that has an rms width of 51 $\mu$s (17 $\mu$s), and a total duration of 300 $\mu$s (100 $\mu$s), for $\nu < 34$ kHz ($\nu \geq 34$ kHz) (see figure 5.3). We use shorter pulses at higher $\nu$ to minimize effects due to the motion of the spin-flipped atoms during the rf pulse. The rf detuning $\nu$ is given with respect to the resonant transition frequency $\nu_0$, which is measured for a spin-polarized gas. For each PES data set, we take data for the same 25 values of $\nu$, each of which is repeated three times. The rf power is increased for larger $\nu$ while keeping the fraction of spin-flipped atoms less than 40%. As we did when measuring the contact (chapter 4), we measure the dependence of the number of spin-flipped atoms and scale the measurements done at different rf powers to correspond to a common level (see Appendix B for more details).

Immediately after the rf pulse, and exactly at trap release, we pulse on the hollow-core light beams, which propagate perpendicularly to each other and intersect at the center of the cloud. The frequency of these beams is chosen to optically pump atoms from the $|9/2, -5/2\rangle$ state into the upper hyperfine manifold ($F = 7/2$), where they are invisible to our imaging (see figure 5.4). Both the rf pulse and the spatially selective optical pumping, which is pulsed for 40 $\mu$s, are completed in a timescale that is short compared to motion of atoms in the trap. We typically probe the $|9/2, -5/2\rangle$ atoms that came from the central 30% of the cloud; we find this fraction to be a good compromise between spatial selectivity and signal-to-noise ratio. As described in chapter 4 and Ref. 49, just before imaging the cloud, we remove the remaining atoms from the $|9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$ states and then transfer the outcoupled atoms in the $|9/2, -5/2\rangle$ state

---

2 Measuring the temperature of an interacting Fermi gas away from unitarity is thus far beyond the limits of what we know how to do. At unitarity, we can rely on other groups’ measurements of the equation of state. However, this measurement is only valid if the gas is at a single $(k_Fa)^{-1}$, which only happens if $a \rightarrow \infty$. 369.
to the $|9/2, -9/2\rangle$ state with two short rf $\pi$-pulses. This procedure enables us to image the atoms on the cycling transition, which improves the signal-to-noise ratio.

Figure 5.4: Schematic level diagram of $^{40}$K energy states relevant to the experiment. The gas is prepared in an equal mixture of two hyperfine states. These two states, that can be made strongly interacting near a Fano-Feshbach resonance, are $|9/2, -9/2\rangle$ and $|9/2, -7/2\rangle$, where the first number is the total atomic spin $F$ and the second number is its projection $M$. For photoemission spectroscopy, an rf pulse drives the transition from the $|9/2, -7/2\rangle$ state to the $|9/2, -5/2\rangle$ state, which is weakly interacting with the two other spin states. Also shown are the transition driven by the hollow-core light beams (straight red arrow) and the spontaneous emission transition with the largest Clebsch-Gordan coefficient (curvy red arrow).

5.2.2 The PES signal

Each PES data set consists of 75 images of the atoms each taken after 5 ms time of flight. One such image is displayed in figure 5.5b, which corresponds to the detuning shown in red on the rf line shape (figure 5.5a). Images taken for the same detuning are averaged together, and the radial momentum distribution is extracted by performing an azimuthal average and an inverse Abel transform on the image. The inverse Abel transform maps the 2D projection onto a 3D image of the full cloud, and the azimuthal average sums over the azimuthal direction to get the radial momentum distribution, $n(r)$.

A full PES dispersion plot is constructed from 25 momentum distributions, each at different
Figure 5.5: Creating the PES plots. 

a. A line shape showing the relative fraction of atoms outcoupled at each rf detuning. The line shape is normalized such that \( \int_{-\infty}^{\infty} \Gamma(\nu) d\nu = 1/2 \), due to the 50% – 50% spin mixture. 

b. An image of an atom cloud, taking for the detuning marked in red on the line shape (\( \nu \approx 6.5 \) kHz). In our analysis, this image will be averaged with 2 others at the same detuning, and the momentum distribution will be extracted from the atoms’ TOF positions.

c. The contribution of a single image to a full PES dispersion plot. The image in b is shown after extracting the momentum distribution. The color corresponds to the fraction of the atoms having a specific momentum. Each frequency on the line shape (a) will add a parabolic strip of dispersion data to the plot. Each strip is shifted from the bare transition (the white line, also called the free-particle line) by \(-h\nu\).
detunings. Using energy conservation, the detuning of the rf and an atom’s final momentum can be used to find the energy of the atom before “photo-ejection.” Each detuning corresponds to a parabolic slice of the plot:

\[ E_{\text{after spin flip}} = E_{\text{before spin flip}} \]

\[ \frac{\hbar^2 k^2}{2m} = h\nu + E; \]

(5.1)

where \( E \) is the energy of a single atom in the strongly interacting sample. The distribution of momenta along that slice is shown by the color. (Note that positive detunings yield \( E = -\hbar\nu \) for zero momentum.) Figure 5.5 shows the single slice of the PES dispersion plot that comes from the image shown in 5.5b (\( \nu \approx 6.5 \text{ kHz} \)). The final signal from PES is displayed in a 2D plot created when data from all frequencies are combined.

The PES signal, \( I(k, E) \), is proportional to the probability to find an atom in the interacting gas at a particular energy, \( E \), and momentum, \( k \). This signal is proportional to \( k^2A(k, E)f(E) \), where \( A(k, E) \) is the atomic (single-particle) spectral function[1, 89], and \( f(E) \) is the Fermi function. As in chapter 4, we use the contact extracted from the rf line shapes when we normalize the PES data so that \( \int_{-\infty}^{\infty} \left( \int_{0}^{\infty} I(k, E)dk \right) dE = 1 \). Since the PES data span a finite range of \( E \) and \( k \) (typically, \(-4 < E < 3 \) and \( k < 4 \)), knowing the behavior of \( \Gamma(\nu) \) for large \( \nu \) allows us to account for signal beyond the range of the data in our normalization of the PES data.

Since we eject, or spin flip, atoms from the interacting gas, we only measure the occupied part of the spectral function. If we wanted to measure unoccupied states, one would need a different technique that somehow populated those higher energy states; this might involve the injection of non-interacting atoms into the strongly interacting gas (inverse PES) or the forced excitation of atoms into the unoccupied bands. \(^3\)

Figure 5.6 shows \( I(k, E) \) measured for 11 different values of \( (k_Fa)^{-1} \) in the BCS-BEC crossover at a temperature above \( T_C \). The color encodes the likelihood that an atom will be in the corresponding energy/momentum state. The y-axis shows the energy in units of the Fermi

\(^3\) The development of a technique to measure the unoccupied higher energy states would be a great project for the near future!
\[
(k_F a)^{-1} = -0.88
\]

Figure 5.6: **Atom photoemission spectroscopy (PES).** In these plots of PES data, the color encodes the probability distribution of atoms at a given \( E \) and \( k \) in the strongly interacting gas. We estimate that the error bar of \((k_F a)^{-1}\) is 0.03. \( E = 0 \) is the energy of a free atom at rest and the white line shows the free-particle dispersion \( E = k^2 \). Here, \( E \) is in units of \( E_F \), \( k \) is in units of \( k_F \).
energy, \( E_F \), and the x-axis shows the momentum in units of the Fermi wavevector, \( k_F \). The white parabolas show the dispersion of non-interacting atoms (the “free-particle line”). Zero energy was found by measuring the transition energy of a spin polarized gas of \( |9/2, -7/2\rangle \) atoms.

\( E_F \) and \( k_F \), which scale the axes of the figure 5.6, are calculated from the average density of the probed gas. As when we measured the contact in chapter 4, the average density is determined from the central part of the \textit{in-situ} density distribution of the gas (see section 4.3.1). For that experiment, we took a picture of our gas after a small TOF expansion, keeping the gas at the Fano-Feshbach resonance. Expansion of a gas at unitarity is hydrodynamic and well characterized by previous measurements [70, 27]; this allows us to back out the density distribution in trap from the expanded cloud image. Throughout the BCS-BEC crossover, the expansion is also hydrodynamic, although the rate of expansion differs from that at unitarity. We deduce the in-situ density distribution by solving the Euler equation with a scaling solution that assumes the chemical potential is proportional to \( n^\gamma \), where \( n \) is the density, and \( \gamma \) depends on the interaction strength (see section 4.3.1 and Ref. [27] for the equations describing this scaling). For the purpose of this work, we use \( \gamma \) as approximated by the Leggett ansatz [27]. After finding the in-situ density distribution, we use our model of donut beam removal (presented in section 3.4) to find the density distribution of the selected atoms and take the average density-weighted density.

The PES data in figure 5.6 show several trends as a function of \((k_F a)^{-1}\). For the point at \((k_F a)^{-1} = -0.88\), which is the furthest on the BCS side, \( I(k, E) \) shows a maximum centered on the free particle line with a relatively narrow spread in energy for any given \( k \). As interactions increase, the maximum signal in \( I(k, E) \) shifts down to more negative energies, and the spread in energy gets larger. By the time \((k_F a)^{-1} = 0.82\), which is the data set furthest on the BEC side, the spread in energy is quite large, and the data appear very different from the free particle dispersion.

Previous trap-averaged atom PES data showed back-bending and large energy widths [73, 74]. These features are also apparent in the nearly homogeneous data (shown in Appendix C). However, these data are more amenable to quantitative analysis because \( k_F \) (and \( E_F \)) are approximately single-valued across the sample. The remainder of this chapter explains how we implement such
a quantitative analysis, the results from this analysis, and the greater understanding it brings us about the nature of the normal state.

5.3 The two component fits

Similar to the analysis done in electron systems, we use a two-mode function to describe the PES signal [11]:

\[ I(k, E) = ZI_{\text{coherent}}(k, E) + (1 - Z)I_{\text{incoherent}}(k, E), \] (5.2)

where the first part describes quasiparticles with a positive dispersion, the second part accommodates an “incoherent background” that exhibits negative dispersion, and \( Z \) is the quasiparticle spectral weight. When these two parts (defined below) are combined, the resulting dispersion can exhibit back-bending.

5.3.1 The quasiparticle signal

The quasiparticles in Fermi liquid theory are long-lived and therefore give rise to narrow energy peaks, which, in principle, could be directly observed. However, such peaks would be broadened by our experimental resolution of about 0.25\( E_F \). In practice, this resolution is difficult to improve. It is set by the number of atoms (with \( E_F \) scaling only weakly with increasing \( N \)) and the rf pulse duration, which must be short compared to the harmonic trap period in order to probe momentum states. We convolve equation 5.2 with a Gaussian function that accounts for our energy resolution before fitting to the data.

To describe quasiparticles, we use

\[ I_{\text{coherent}}(k, E) = 4\pi k^2 \cdot \delta(E - \frac{k^2}{m^*} - E_0) \left\{ -\left(\frac{\pi m^* T}{3} \right)^{3/2} \text{Li}_{3/2} \left( -\exp \left( \frac{-E_0 + \mu}{T} \right) \right) \right\}^{-1} \exp \left( \frac{E - \mu}{T} \right) + 1, \] (5.3)

which consists of a quadratic dispersion of sharp quasiparticles multiplied by a normalized Fermi distribution (\( \delta \) is the Dirac delta function, and \( \text{Li} \) is the polylogarithm function). We include as fit parameters, a Hartree shift \( E_0 \), effective mass \( m^* \), chemical potential \( \mu \), and temperature \( T \). Here, energies are given in units of \( E_F \) and \( m^* \) in units of \( m \). This description of Fermi liquid
quasiparticles is typically only used very near $k_F$ and for $T$ approaching zero, whereas we fit to data for a larger range in $k$ and with temperatures near $0.2 \ T_F$ (just above $T_C$). The latter is necessitated by the unusually large interaction energy compared to $E_F$, and we note that $0.2 \ T_F$ is still sufficiently cold that one can observe a sharp Fermi surface in momentum [43]. Any increase in quasiparticle widths away from $k_F$ will have little effect on the data as long as the quasiparticles have an energy width less than our energy resolution, which should be the case for long-lived quasiparticles. Finally, as discussed in figure 5.7 using a quadratic dispersion over a large range of $k$ is supported by the data.

Figure 5.7: Observation of quadratic dispersion. An example for the peak dispersion, which is determined by finding the peak location for each $k$, is shown for $(k_F a)^{-1} = -0.43$ (circles). We locate the peaks by fitting each EDC separately to a Gaussian plus an offset, where the Gaussian width is fixed to the experimental resolution. The red line shows a fit to $Ak^\alpha + B$ in the range $0.2 < k < 1.5$. Inset, The exponent from fits to the peak dispersion (squares). The error bars indicate ± 1 standard deviation. We find that $\alpha$ is consistent with 2.

In equation [5.3] we assume a quadratic dispersion for the quasiparticle peak, which agrees well with the data but is only predicted to be valid for $k \approx k_F$. To empirically test the validity of this assumption, we locate the peak positions in the EDCs at each $k$ and fit the dispersion $E(k)$. To focus on a quasiparticle-like peak, and to reduce the effect of the asymmetric tails, we use a
Gaussian fit where the width is constrained to be equal to our resolution \((h \times 2400 \text{ Hz})\) and where we also include a constant offset as a fit parameter. An example of the resulting peak dispersion for \((k_Fa)^{-1} = -0.43\) is shown in figure 5.7. We can then fit the peak dispersion to \(Ak^\alpha + B\) to extract an exponent. The results are shown in the inset of figure 5.7 as a function of \((k_Fa)^{-1}\), where we restrict this analysis to the region where \(Z > 0\). (For higher \((k_Fa)^{-1}\), the EDCs are increasingly asymmetric and the peak positions from the Gaussian fits are noisy.) We find that \(\alpha\) is consistent with 2, which matches the quadratic dispersion of Fermi liquid theory.

5.3.2 The “incoherent background”

The second part in equation 5.2 needs to accommodate the remainder of the signal, which is often referred to as an “incoherent background” in a Fermi liquid description. However, to the best of our knowledge the functional form of this background has not been determined. In Fermi liquid theory, the fractional signal in the quasiparticle feature decreases as stronger interactions cause greater distortion of the Fermi surface, so it is logical that the growth of the background is directly connected to the “breakdown” of a Fermi liquid picture.

For fermions with contact interactions, one expects signal at high momentum due to short-range pair correlations \([2, 55, 90]\). In addition, the normal state in the BEC limit of the crossover is a gas of bosonic dimers. Motivated by these two ideas, we use for \(I_{\text{incoherent}}\) a function that describes a thermal gas of pairs. The pairs have a wave function that decays as \(\exp(-r/R)\), where \(r\) is the relative distance and \(R\) is the pair size \([91]\), and a Gaussian distribution of center-of-mass kinetic energies characterized by an effective temperature \(T_p\). This gives

\[
I_{\text{incoherent}}(k, E) = \Theta(-E_p - E + k^2) \frac{8k \sqrt{E_p/T_p} \exp\left(\frac{E_p + E - 3k^2}{T_p}\right) \sinh\left(\frac{2\sqrt{2}k \sqrt{-E_p - E + k^2}}{T_p}\right)}{\pi^{3/2} (E - k^2)^2}, \tag{5.4}
\]

where \(\Theta\) is the Heaviside step function, \(E_p\) is a pairing energy defined by \(k_F R = \sqrt{2/E_p}\), and both \(E_p\) and \(T_p\) are dimensionless fitting parameters. The full derivation of this formula is given in Appendix D. While this description of the incoherent piece may not fully capture the microscopic behavior except in the BEC limit, we find nonetheless that equations 5.2, 5.3, and 5.4 fit the data
very well throughout the crossover, after convolution with a Gaussian function that accounts for our energy resolution. For each value of \((k_Fa)^{-1}\), we perform a surface fit to the roughly 300 points that comprise the PES data \(I(k,E)\) for \(k \leq 1.5\) and \(E \geq -3\). The reduced chi-squared statistic, \(\chi^2\), after accounting for the seven fit parameters, is between 0.75 and 1.3 (see figure 5.8b). An example fit is shown in figure 5.8a, where I show several traces at fixed \(k\) for PES data taken near unitarity.

\[k/k_F = 0.24\]
\[k/k_F = 0.47\]
\[k/k_F = 0.71\]
\[k/k_F = 1.03\]
\[k/k_F = 1.26\]
\[k/k_F = 1.5\]

Figure 5.8: **Two-component fits to the atom PES data.** a Data (circles) and fits (lines) are shown for several example traces at fixed \(k\) through the PES data at \((k_Fa)^{-1} = -0.08\). These traces are often called energy distribution curves, or EDCs. Here, the fitting parameters are \(Z = 0.37 \pm 0.03, m^* = 1.22 \pm 0.03, T = 0.24 \pm 0.02, E_0 = -0.33 \pm 0.02, \mu = 0.19 \pm 0.04, E_p = 0.23 \pm 0.04, T_p = 1.09 \pm 0.08\), where the error margins are for one standard deviation and also include a 5% uncertainty in \(E_F\). b The \(\chi^2\) values from fitting our PES data to our two-component function range from 0.75 to 1.3. For the EDCs shown on the right, the reduced \(\chi^2\) is 1.2.

5.4 Results of the fits

In figure 5.10 we show \(Z\) as a function of \((k_Fa)^{-1}\). For our lowest \((k_Fa)^{-1}\), \(Z \approx 0.8\); however, \(Z\) decreases rapidly going from the BCS side of the crossover (negative \(a\)) to the BEC side...
Figure 5.9: **Comparing the PES data with the results of the two-component fits.** The top row shows seven of the PES dispersion plots from figure 5.6. The bottom row shows dispersion plots constructed from equations 5.2, 5.3, and 5.4 and the best fit parameters corresponding to the data above. The fitted value of $Z$ is shown between $e$.
Figure 5.10: $Z$, the quasiparticle spectral weight. The quasiparticle spectral weight decreases as $(k_F a)^{-1}$ increases. Using a linear fit to the range $-0.5 \leq (k_F a)^{-1} \leq 0.3$, we find that $Z$ vanishes at $(k_F a)^{-1} = 0.28 \pm 0.02$ (dashed line); this marks the breakdown of a Fermi liquid description. The blue circles come from fits of a large range of data, from 0 to 1.5 $k_F$. The red squares show the result of restricting the fit to 0.7 to 1.3 $k_F$, and they show a similar trend and slightly larger error bars.

(positive $a$), reaching $Z \approx 0.3$ at unitarity. Beyond $(k_F a)^{-1} = 0.28 \pm 0.02$, $Z$ vanishes, signaling the breakdown of a Fermi liquid description. Restricting the fitting to a smaller region around $k_F$ gives results for $Z$ that are consistent with the fits to $k \leq 1.5$ (red points in figure 5.10). We note that the interaction strength where $Z$ vanishes, as well as the sharpness with which $Z$ goes to zero, are likely to be temperature dependent [92].

The best fit values for the effective mass, $m^*$ are shown in figure 5.11, where $m^*$ increases with increasing interaction strength as expected for a Fermi liquid. A linear fit gives $m^* = 1.21 \pm 0.03$ at unitarity, which is somewhat higher than $m^* = 1.13 \pm 0.03$ measured in Ref. [35], but close to the $T = 0$ prediction of $m^* = 1.19$ from Ref. [86].

The fitted values of the remaining parameters are shown in figure 5.12. The temperatures characterizing the two parts of equation 5.2, $T$ and $T_p$ are shown in figure 5.12a. For the quasiparticle component, $T$ is close to, but somewhat above the estimated temperature of the gas, $T = (0.18 \pm 0.02)T_F$. We attribute the discrepancy to the remaining density inhomogeneity of the probed
Figure 5.11: \( m^* \), the quasiparticle effective mass. The quasiparticle effective mass \( m^* \) is shown for the region where \( Z > 0 \). Interactions increase \( m^* \), and the data (circles) agree surprisingly well with the theoretical prediction for the limiting case of the Fermi polaron (solid line) \[93, 4\]. Restricting the fit to EDCs close to the Fermi surface produces similar results with increased error bars (red squares).

portion of the trapped gas, which can broaden sharp features. In particular, when applying our PES measurement technique to a weakly interacting gas, we find that the resulting momentum distribution has a step at the Fermi surface whose width typically corresponds to \( T \approx 0.25T_F \).

For the incoherent component, \( T_p \), which in the model characterizes the spread of center-of-mass energies of pairs, is around \( 0.75T_F \). This is much higher than the temperature of the gas and suggests that the data cannot be simply interpreted as coming from weakly bound bosonic molecules in thermal equilibrium with a Fermi gas of atoms.

Figure 5.12b shows the second fit parameter in \( I_{\text{incoherent}} \), which is a binding energy \( E_p = \frac{\hbar^2}{mR^2} \) that sets the size of the pairs \( R \). For the data farthest on the BEC side of the crossover, \( E_p \) approaches the two-body molecule binding energy, \( \frac{\hbar^2}{ma^2} \) (solid line in figure 5.12b). In the crossover, \( E_p \) is larger than the binding energy for two-body molecules, as one would expect for many-body pairs.

The two remaining fit parameters, \( E_0 \) and \( \mu \), come from the quasiparticle part of the fitting function and are shown in figure 5.12c and d, respectively. The Hartree energy shift \( E_0 \) is negative
and has a magnitude that increases as \((k_Fa)^{-1}\) increases, reaching a value of \(-0.46 \pm 0.03E_F\) at unitarity, in good agreement with several theoretical calculations \[94\ \{86, 95, 96\]. Figure 5.12c shows \(E_0\) for the full range of \((k_Fa)^{-1}\) for our data. Here, one can clearly see the jump in the fit values and the large uncertainties that appear in the region where the fits return a small \(Z\). This happens because the quasiparticle component that is fit for \((k_Fa)^{-1} < 0.2\) has vanished. For this reason, when discussing the fit parameters for the quasiparticle part \((m^*, T, E_0, \text{and} \mu)\), we focus on the region \((k_Fa)^{-1} < 0.2\).

The chemical potential, \(\mu\), from the quasiparticle part of the fit is shown in figure 5.12d. In general, one expects \(\mu\) to decrease as \((k_Fa)^{-1}\) increases. The data (blue circles) for \((k_Fa)^{-1} > -0.5\) follow this expected trend, but the points for our two lowest \((k_Fa)^{-1}\) values are surprisingly low. In addition, all the values of \(\mu\) here are somewhat lower than the predicted chemical potential in the BCS-BEC crossover \[77\]. We have found that there is some interdependence of the two fit parameters \(\mu\) and \(T\) for the quasiparticles. This is illustrated in figure 5.12d, where the red squares show the result for \(\mu\) when we fix \(T = 0.25\) in the fits. (The effect of fixing \(T\) on the other fit parameters is to reduce some scatter but is otherwise minimal.) This interdependence, and the fact that \(T\) is increased by technical issues (namely, the remaining density inhomogeneity that limits our resolution in \(k\)), may play a role in explaining the lower than expected values for \(\mu\).

### 5.4.1 Comparison to the Fermi polaron case

It is interesting to compare our results with those of Fermi polaron, which is the quasiparticle in the limit of a highly imbalanced Fermi gas. Schirotzek \textit{et al.} measured \(Z = 0.39 \pm 0.09\) for the Fermi polaron at unitarity \[97\], which is similar to our result for the balanced Fermi gas. For the polaron case, \(Z\) also goes to zero in a similar fashion to our results, but farther on the BEC side of the crossover \[97\]. This similarity is surprising because we expect a phase transition from polarons to molecules in the extreme imbalance limit \[98\ \{99\], with \(Z\) acting as an order parameter \[100\], while, in contrast, the balanced Fermi gas should exhibit a continuous crossover. For \(m^*\), we also find that our result is close to the measured effective mass of the Fermi polaron at unitarity \[85\],
Figure 5.12: **Parameters of the fits to the PES data.** a, We extract two temperatures from our fits to $I(k,E)$. The quasiparticle parts of the fits to the PES data give $T$ values (red squares) that are comparable to, but higher than, our estimated temperature of the gas at unitarity ($T = 0.18 \pm 0.02$). In contrast, the incoherent parts of the fit give $T_p$ values (blue circles) around 0.75. $T_p$ can be thought of as an effective temperature that characterizes the energy width of the incoherent part of the spectral function. b, The pairing energy, $E_p$, comes from the incoherent part of the fit. At the largest $(k_F a)^{-1}$, the data (circles) approach the two-body molecular binding energy (line). c, The Hartree energy shift, $E_0$, comes from the quasiparticle part (blue circles). The error bars correspond to $\pm 1$ standard deviation from the fits and 5% uncertainty in $E_F$. Also shown are the results of a quantum Monte-Carlo calculation [94] (black square) and three theories by Haussmann et al. [86] (red asterisks), Kinnunen [95] (green triangle), and Bruun and Baym [96] (orange diamond). d, The chemical potential $\mu$ is also found in the quasiparticle part of the fit. We show the results of the fit with (red squares) and without (blue circles) the constraint $T = 0.25$. The fact that constraining $T$ affects the best fit value for $\mu$ reveals an interdependence of $\mu$ and $T$ that we do not observe for the other fit parameters.

$m^* = 1.20 \pm 0.02$, and similar to the predicted polaron mass [93, 4] throughout our measurement range (solid line in figure 5.11).
Figure 5.13: The contact parameter. From the PES data, we extract the contact per particle (in units of $k_F$) for a homogeneous Fermi gas above $T_C$ as a function of the interaction strength $(k_F a)^{-1}$. The contact measured from the tail of the rf line shape, using data for $h\nu \geq 5E_F$, is shown in blue circles, while the contact extrapolated from the fits of the PES data is shown in red squares. Remarkably, even though we limited the fits of the PES data to $k \leq 1.5$ and $E \geq -3$, a region with a relatively small contribution of short-range correlations [2, 55, 3, 49], we find that the contact from the PES fits is consistent with the contact measured from the tail of the momentum-integrated rf line shape. For comparison with the data, we also plot the BCS (dashed black line) and BEC (dashed magenta line) limits, given by $4(k_F a)^2/3$ and $4\pi (k_F a)^{-1}$, respectively [55], the non-self-consistent t-matrix at $T = 0$ (dotted blue line) and its Popov version at $T_C$ (dash-dotted red line) [65], and the self-consistent t-matrix model at $T = 0$ (double-dotted green line) [86]. Interestingly, we find that the contact measured above $T_C$ agrees well with the $T = 0$ theories.

5.5 The homogeneous contact vs. $(k_F a)^{-1}$

In chapter 4, we measured the contact of a homogeneous gas at unitarity as a function of temperature. In this chapter, we also measure the rf line shape, and we can extract the contact as a function of $(k_F a)^{-1}$ from these measurements. As $(k_F a)^{-1}$ increases, short-range correlations are expected to increase, and so is the contact. Figure 5.13 shows the measured contact per particle, $C/N$, in units of $k_F$, as a function of $(k_F a)^{-1}$. The blue points come from the weight in the rf line shape tail.
We can also extract the contact in another, perhaps surprising, way. In a Fermi liquid description of strongly interacting atoms, the contact is expected to be valid and finite, and it must be accounted for by the incoherent part of the spectral function \[90\]. (The contact cannot be accounted for by the quasiparticle part, which only includes narrow peaks that are symmetric in energy.) Our particular choice for \(I_{\text{incoherent}}\) has the expected form of a \(1/k^4\) high-\(k\) tail in the momentum distribution \[2\] and a \(1/\nu^{3/2}\) large-\(\nu\) tail in the rf line shape \[55\], where \(\nu\) is the rf detuning (see equations 4.1 and 4.9 from chapter 4). Thus, we can extract the contact directly from the fits to the PES data (figure 5.13 red points). To do this, we use the model and the best fit parameters for each data set, to calculate the momentum distribution: 

\[
n(k) = \int_{-\infty}^{\infty} I_p(k, E) dE
\]

out to \(k = 5\). We then find the contact from the average value of \(k^4 n(k)\) in the region \(3 \leq k \leq 5\). Remarkably, we find that the contact can be accurately extracted in this way even though we restrict the fits to \(k \leq 1.5\). For comparison, \(1/k^4\) behavior in the momentum distribution was observed for \(k > 1.5k_F\) \[3\], and the fits to the rf line shape tails are restricted to \(h\nu \geq 5E_F\).

As a check of the fitting function, we have compared these results with a simple expression derived from the contact for weakly bound molecules. For a dimer with a wave function \(\phi(r) = \sqrt{2} e^{-r/R}\), the contact \[101\] is \(C_{\text{dimer}} = 8\pi/R\). Since the dimer consists of two atoms, the contact per particle is \(C/N = 4\pi/R\). Expressing this in terms of the dimensionless \(E_p\) and multiplying by the amplitude \((1 - Z)\), we have

\[
\frac{C}{Nk_F} = 4\pi(1 - Z)\sqrt{\frac{E_p}{2}}.
\]

We find that the result of equation (5.5) agrees very well with the contact extracted directly from the momentum tail of the fitted dispersion.

### 5.6 Understanding the “incoherent background”

The two-part function that we use to fit and analyze our PES data is simply the sum of the expected forms of the spectral function in the BCS and BEC limits. One can argue that the “quasiparticle” part has a generic form that should describe Fermi liquid-like quasiparticles
regardless of how strong the interactions, provided that the lifetimes of those quasiparticles give energy widths which are far below the energy resolution of our spectroscopy. However, the other part of the fitting function describes tightly bound $^{40}$K$_2$ molecules with a specific binding energy, $E_p$, and a thermal distribution described by Boltzmann statistics. This is a good description for a gas of molecules far from resonance on the BEC side of the crossover. In the center of the crossover, where any pairs are of the similar size to the interparticle spacing and Fermi statistics presumably still play a role in pairing, it is unclear whether the choice of this function to describe the non-quasiparticle signal is justified.

In this section, I attempt to lay out an intuitive understanding of the non-quasiparticle signal and our choice of functional form for $I_{\text{incoherent}}$. I also present some arguments justifying our choice as not only a good fit to our data, but a reasonable physical description.

5.6.1 $I_{\text{incoherent}}$ as large pairs in the crossover

One interpretation of $I_{\text{incoherent}}$ is that it describes many-body pairing in the crossover. The functional form correctly describes molecules in the BEC limit, and one can think of those molecules remaining but getting more weakly bound as interactions are decreased. Weakly bound pairs with a very large size are expected for many-body pairing in the superfluid phase in the center of the BCS-BEC crossover, and this is also a way to describe pairing in the normal phase in a pseudogap picture.

To understand $I_{\text{incoherent}}$ as describing many-body pairs, we can look at the fit parameter $E_p$ as giving a characteristic pair size. As seen in figures 5.12 and 5.14a, fitted $E_p$ values from the data sets taken farthest on the BEC side are consistent with the prediction of dimers with binding energy determined by the scattering length, $E_p = \frac{h}{ma^2}$. As the interaction strength decreases, the fitted pairing energy drops to less than half $E_F$, indicating a pair size that is more than twice the interparticle spacing. The pair size, $R$, given by $E_p = \frac{h}{mR^2}$, is shown in figure 5.14b.

The divergence of the fit values for $R$ from the two-body prediction could be thought of as the gradual change from two-body dimers to main-body pairs. Certainly, pairs that are a few
times larger than the average interparticle spacing, $k_F^{-1}$, can no longer be thought of as “traditional” molecules. Molecules that are much smaller than $k_F^{-1}$ are predicted to exist outside of the crossover, for $(k_F a)^{-1} > 1$. Seeing these small molecules would require data taken farther on the BEC side.

Evidence of a pseudogap and the associated many-body pairing encompasses more than seeing large pairs. In addition, these pairs must form around the Fermi surface, causing a back-bending in the dispersion near $k_F$ [73]. In Appendix C, it is shown that both our data and the two-part fitting

Figure 5.14: **Fit results for binding energy and pair size from $I_{\text{incoherent}}$.** a, Fitting to our two-part function yields results for $E_p$ that are consistent with the two-body prediction in the BEC limit and deviate from this prediction around unitarity. This is the same plot as presented in figure 5.12b. b, $E_p$ is directly related to a characteristic pair size through $E_p = \frac{\hbar}{ma}$. In the case of only two atoms, the pair size is predicted to be equal to the scattering length, $a$. At unitarity, this prediction diverges and is therefore unphysical. The fit returns pair sizes in the crossover which are larger than the interparticle spacing, $k_F^{-1}$. 
function produce the qualitative back-bending effect. However, it is unclear how to quantify this back-bending from our fit parameters. Additionally, the hallmark of a pseudo-gap is a suppression in the density of states, which is almost, but not quite, an energy gap between occupied and unoccupied bands. Unfortunately, atom PES only measures the occupied spectral function, and so we cannot see the pseudogap directly.

5.6.2 \( I_{\text{incoherent}} \) as part of a Fermi liquid

Descriptions of a Fermi liquid typically focus on the presence of coherent, long-lived quasiparticles. However, a Fermi liquid as first presented by Landau has another part—an incoherent background signal with large energy widths that contrasts with the peaked dispersion of the quasiparticles [80].

For interaction strengths less than \((k_Fa)^{-1} = 0.28\), the PES data show some component that is (relatively) narrow in energy and positively dispersing, which is well described by \( I_{\text{coherent}} \), our function based on quasiparticles. If the gas has some quasiparticles (the presence of which are consistent with, if not completely proven by, our results), it can be thought of as a Fermi liquid, with the non-quasiparticle signal being the broad, incoherent background described by Landau. The form of this background signal is not specified, but we know that its growth is linked to the shrinking of the quasiparticle residue and the eventual breakdown of the Fermi liquid. In the BCS-BEC crossover, this motivates a background piece, \( I_{\text{incoherent}} \), that describes uncondensed pairs.

5.6.3 \( I_{\text{incoherent}} \) and the Contact

Theoretical work done by Schneider and Randeria calculated the spectral function for a Fermi liquid of atoms and showed that the “background” signal has a high momentum, negative energy component [90]. This component has a \( 1/k^4 \) dependence on momentum and is related to Tan’s contact. We see that our form of \( I_{\text{incoherent}} \) has spectral weight in this high momentum, low energy region and, moreover, has the same form predicted by Randeria.

Our choice for \( I_{\text{incoherent}} \), moreover, as briefly discussed in section 5.5, not only has the
correct form of the tails of the momentum distribution and rf line shape for a gas with a contact (see equations 4.1 and 4.9), but our own best fit parameters when fitting a restricted region of PES data near $k_F$ nevertheless give the correct value for the contact (when compared to the high frequency tails in rf spectroscopy).

5.7 Conclusions

The results presented in this chapter show that PES data are consistent with a spectral function that includes two parts, namely a coherent part that corresponds to long-lived fermionic quasiparticles and an incoherent part that describes large, many-body pairs. These results explain how different observations lead to different conclusions regarding the nature of the normal state of the unitary Fermi gas. Although the data here taken just above $T_C$ show that a Fermi liquid description breaks down for $(k_Fa)^{-1} \geq 0.28 \pm 0.02$, $Z$ remains finite at unitary. Fermionic quasiparticles may play a key role in thermodynamics, while PES data reveal back-bending and significant spectral weight in an “incoherent” part that is consistent with pairing. With the nearly homogeneous PES data, we find that $Z$ vanishes surprisingly abruptly and note some similarity to Fermi polaron measurements. Comparing the PES data with various BCS-BEC crossover theories may help elucidate these observations and advance quantitative understanding of the crossover.
Chapter 6

Photoemission spectroscopy as a function of temperature

In chapter 5 I presented our results regarding the evolution of the spectral function in the normal phase of the BCS-BEC crossover. In addition to these studies, we wanted to see how the spectral function of a homogeneous gas changes with temperature. This chapter presents our preliminary findings.

We took PES data for several temperatures at two interaction strengths, one on either side of the Feshbach resonance. This data was taken using the sequence and procedures laid out in chapter 5. The data on the BCS side was taken for \((k_F a)^{-1} = -0.24(2)\), and the data on the BEC side was at \((k_F a)^{-1} = 0.23(3)\). (The error reflects the small variations in \((k_F a)^{-1}\) in the data sets.)

6.1 Temperature in the normal phase of atoms in the BCS-BEC crossover

Looking back to the phase diagram of atoms in the BCS-BEC crossover (figure 1.2), one can see that the presence of preformed pairs is expected for some interactions and temperatures above \(T_C\), but not for all. There is another temperature, \(T_{pair}\) (often called \(T^*\) [24, 27]), which signifies a crossover from a region of the phase diagram with pairs to a region without pairs. Consistent with the gradual increase of pair-like signal as a function of \((k_F a)^{-1}\) in the PES data in chapter 5, \(T_{pair}\) does not mark a phase transition but instead corresponds to a gradual transition over some range of interaction strengths and temperatures. We expect that the fraction of pair-like signal in PES data should depend on the temperature of the gas, as well as on the interaction strength.

A Fermi liquid is also expected to change its character as a function of temperature. The
Fermi liquid is a description of gas of interacting fermions at a temperature much lower than the Fermi temperature. At these temperatures, the deBroglie wavelength of the particles is comparable to the interparticle spacing; this is the regime of a “quantum” liquid [80]. At higher temperatures, the gas moves out of the quantum regime, and the properties that depend on the quantum nature of the system go away. At this point, we would expect the effective mass of the Fermi liquid to approach the bare mass and the dispersion to be close to that of an ideal (non-interacting) Fermi gas. At finite temperature in the quantum regime, Fermi liquid behavior may persist, but the quasiparticle lifetime may decrease. In the PES data, a shorter quasiparticle lifetime should appear as an increased energy width in the dispersion.

Investigating the dependence of PES signal on temperature is as interesting and challenging an endeavor as investigating the dependence on interaction strength at $T \approx T_C$. One particular challenge is the possible increase of the energy widths of the quasiparticle feature with temperature. In the $T \approx T_C$ data, we isolated the quasiparticle signal from the background by looking for resolution-limited features (chapter 5). If the width of the “sharp” quasiparticle feature were to increase to the size of our resolution or above, this approach would no longer work. In order to see this very interesting behavior, we would need to develop better resolution in our experiment or a different analysis technique. In the first part of this chapter, I analyze PES data vs. temperature by extracting the contact from the rf line shape, as was done in chapter 4. This analysis is more straightforward, as it is not affected by the energy widths in the data, and it produces the first measurement of the homogenous contact as a function of temperature at interaction strengths other than unitarity. In the second part of this chapter, I analyze the PES signal using our two-part fitting function, and I show how this yields some nice results, as well as some evidence that another way to analyze this data is needed.

6.2 The contact

As in chapters 4 and 5, the contact of a homogeneous gas can be extracted by fitting the high frequency tails of the rf line shapes (see equation 4.13). Figure 6.1 shows the results for our data
Figure 6.1: The contact of a homogeneous gas at three interaction strengths. The red points were taken at \((k_F a)^{-1} = 0.23(3)\), the black points at \((k_F a)^{-1} = 0\) (from figure 4.8), and the blue at \((k_F a)^{-1} = -0.24(2)\).

Figure 6.2: Comparing initial temperature of the weakly interacting gas with the temperature at unitarity. We measure \(T/T_{F,0}\) of the gas at \(a \approx 1100a_0\), after finishing evaporation and before a 50 ms ramp to unitarity. \(T/T_{F,Unitarity}\) of the gas after this ramp is measured using the release energy of the gas, as presented in Appendix A. The ratio of \(T/T_{F,Unitarity}\) to \(T/T_{F,0}\) is roughly constant \((1.4 \pm 0.2)\) for \(T > T_C\). We expected this to also be true for data taken at \((k_F a)^{-1} = 0.23(3)\) and \(-0.24(2)\).
exploring temperature dependence at the different values of \((k_Fa)^{-1}\) in the strongly interacting regime.

As expected, the contact increases as the interaction strength, \((k_Fa)^{-1}\) increases. The x-axis in figure 6.1 is the temperature normalized by \(T_C\), which is the critical temperature for condensation at the field in question. For the data points at unitarity, we were able to determine the temperature of the atoms at the final interaction strength through methods outlined in Appendix A. However, we do not have a reliable way to determine the temperature of the atoms at values of \((k_Fa)^{-1}\) other than unitarity. For these data, we experimentally determine \(T_C\) in terms of \(T_{F,0}\) using the pair projection technique [25]. \((T/T_{F,0})\) is the initial temperature of the gas at \(a \approx 1100a_0\) before the final magnetic field sweep towards the Feshbach resonance, so \(T_C/T_{F,0}\) is the initial temperature that, after sweeping to the final interaction strength, yields a gas at the critical temperature. To estimate \(T/T_C\) for the non-unitarity data, we take the ratio of \(T/T_{F,0}\) to \(T_C/T_{F,0}\), and we make the assumption that the ratio of \(T/T_F\) of the gas at the final field to its initial \(T/T_{F,0}\) is constant for many temperatures. We find this assumption to be approximately true for the majority of the unitarity data above \(T = T_C\) and below \(T = 0.6T_F\) (see figure 6.2). (At unitarity, \(T_F \approx 6T_C\).)

The data show a strong dependence of the contact on temperature for the BEC side, while the data taken at unitarity and on the BCS side have a much weaker dependence. Neither the BEC nor the BCS side data definitively show the non-monotonic behavior seen in the unitarity data at low temperature, but one would need to take more data near and below \(T_C\) to investigate this.

6.3 The occupied spectral function as a function of temperature

The PES data on either side of the resonance is shown in figures 6.3 and 6.4. There are a few distinguishing features of this data. First of all, the PES data on the BCS side is narrow with most of the signal contained in a positively dispersing peak. The data on the BEC side is comparatively broader in energy. For both sets, the signal along the positively dispersing feature reaches to higher \(E/E_F\) as temperature increases; this is expected as the higher energy broadens the Fermi surface. Also, both sets show the signal shifting closer to the free particle line for higher
temperatures. In fact, the highest temperature sets on either side \( [(T/T_C, (k_F a)^{-1})] = [3.8, -0.24] \) and \([3.6, 0.23])\) look very similar. This might be understood as the temperature setting the energy scale instead of the interactions.

6.4 Fitting to our two-component function

I fit our new PES data to the two-part function presented in chapter 5, equation 5.2. While this analysis worked well for the data just above \( T_C \), whether it extends to higher temperatures or to data with significant superfluid fractions was uncertain. In particular, while we clearly saw for data near \( T = T_C \) that sharp features (i.e. the quasiparticle part) have widths limited by the resolution, it is not clear that this should be the case at higher temperatures as well. According to Landau, the energy width of the quasiparticle peak should scale with the square of the temperature [79, 80], so the higher temperature data might have a larger width. To look for this effect, I fit the data at \((k_F a)^{-1} = -0.24(2)\) to a version of equation 5.2 in which the delta function in \( I_{\text{coherent}} \) is replaced by a Gaussian function with a width, \( \sigma \), determined by the fit:

\[
I_{\text{coherent}}(k, E) = 4\pi k^2 \cdot \frac{1}{\sqrt{2\pi\sigma}} \exp\left\{-\frac{(E - (E_0 + \frac{k^2}{m^*}))^2}{2\sigma^2}\right\} \left[ 1 + \exp\left(\frac{E - \mu}{T}\right)\right]^{-1}
\]

(6.1)

Figure 6.5 shows the results of fitting the data on the BCS side while allowing the width to float. As before, we apply a Gaussian convolution to account for our experimental energy resolution. For the lowest temperatures, \( \sigma \) is consistent with zero, which means that the width of the quasiparticle peak is limited by our resolution. For the highest temperatures, we see that the best fit includes a finite \( \sigma \), but the values are comparable to our resolution of 2.4 kHz.

How well the fitting function describes our data is shown by the reduced chi-squared statistic, \( \chi^2 \), in figure 6.6. For the data presented in chapter 5, \( \chi^2 \) is between 0.75 and 1.3, indicating a good fit. Fits to the data at \((k_F a)^{-1} = -0.24(2)\) are similarly good, and \( \chi^2 \) is between 0.7 and 1.4 with no discernible trend versus temperature. Allowing the width to be an additional fitting parameter does not change \( \chi^2 \) significantly. Fits to the data at \((k_F a)^{-1} = 0.23(3)\) are not as good, and \( \chi^2 \)
ranges from 1 to 4. It is unclear why this is the case for these data.

These results suggest that an additional width parameter in the fits is not needed to fit our
data. In addition, if the width of $I_{\text{coherent}}$ can vary, some of the incoherent background signal could be fit as quasiparticles. We clearly see this effect for the data taken at $(k_Fa)^{-1} = 0.23(3)$, where the incoherent background makes up the majority of the signal. For the remainder of this section, I fit the data at $(k_Fa)^{-1} = -0.24(2)$ two ways, both including an energy width fit parameter in
Figure 6.5: **The energy widths in** $I_{\text{coherent}}$. The data sets shown here were taken at $(k_Fa)^{-1} = -0.24(2)$.

Figure 6.6: **The reduced chi-squared.** On the left, we see the $\chi^2$ values for data on the near BCS side. The red points are fits where the width of the quasiparticles was a fit parameter (same as figure 6.5), and the black points were taken from fits where the width was constrained to be much smaller than the resolution. The plot on the right shows the $\chi^2$ values for fits of data taken on the near BEC side.

$I_{\text{coherent}}$ and not. For the most part, this only affects the highest three temperatures and then only slightly. For the data at $(k_Fa)^{-1} = 0.23(3)$, I do not include an additional width parameter in the fits.

Figure 6.7 shows $Z$, the best fit value for the quasiparticle fraction for $(k_Fa)^{-1} = -0.24(2)$ and $(k_Fa)^{-1} = 0.23(3)$. One might expect that the quasiparticle fraction would increase with
The quasiparticle fraction. The results on the left were taken at \((k_Fa)^{-1} = -0.24(2)\), and those on the right were taken at \((k_Fa)^{-1} = 0.23(3)\). As before, red points indicate that \(\sigma\) was a fit parameter, and black points indicate that the width of \(I_{\text{coherent}}\) was fixed to a value much smaller than the resolution.

Temperature and possibly gradually go to 1 as \(T\) crosses \(T^*\). The value of \(T^*\) has never been measured experimentally for atoms in the BCS-BEC crossover, but there have been a few predictions from various theories. Perali et al predict \(T^*\) of a homogeneous gas at unitarity to be roughly 0.55 \(T_F\) [102]. Sá De Melo et al predict that the pseudogap region closes at \(T = 0.45T_F\) at unitarity [103]. By these predictions, only the data set at the highest temperature on either side of the resonance would be above \(T^*\). In this case, we might not expect to see \(Z = 1\) because we are never hot enough. On the other hand, it is interesting to note that the highest temperature PES data at either interaction strength look remarkably similar. This may suggest that both sets are above \(T^*\).

While the data show an increase of \(Z\) from 0 to 0.44 at \((k_Fa)^{-1} = 0.23(3)\), the trend is less clear at \((k_Fa)^{-1} = -0.24(2)\). This could be for several reasons. One reason might relate to the quasiparticle width; if the width is allowed to be fit to the values in figure [6.5] (red points in figure [6.7]), \(Z\) has a more monotonic trend. It is problematic, however, that this difference in the best fit value of \(Z\) does not lead to much change in \(\chi^2\).

The quasiparticle parameters that we get from fitting, such as the effective mass and the temperature, show the expected trends. (Since the effective mass is determined by the slope of the quasiparticle dispersion, and the temperature is determined by how quickly the quasiparticle signal
The effective mass at \((k_Fa)^{-1} = -0.24(2)\). Red points indicate that \(\sigma\) was a fit parameter, and black points indicate that the width of \(I_{\text{coherent}}\) was fixed to \(\sigma << 2.4\) kHz.

Figure 6.8: The effective mass at \((k_Fa)^{-1} = -0.24(2)\). Red points indicate that \(\sigma\) was a fit parameter, and black points indicate that the width of \(I_{\text{coherent}}\) was fixed to \(\sigma << 2.4\) kHz.

disappears with increasing energy, it may be that a \(Z\) value which underestimates the quasiparticle fraction still returns the correct value for these other parameters.) Figure 6.8 shows the effective mass extracted from \(I_{\text{coherent}}\) as a function of temperature. \(m^*\) starts higher than the bare mass (by 20%) and drops as temperature increases until it becomes consistent with the bare mass near \(T/T_{F,0} = 0.3\). This decrease with increasing temperature is expected; quasiparticles in a Fermi liquid are only well-defined for low temperatures, and at high enough temperature, we expect the excitations to look like bare \(^{40}\text{K}\) atoms with a mass equal to the bare mass. The transition from a system with dressed quasiparticles to one of bare particles could be thought of as another breakdown of the Fermi liquid description—this time due to temperature, rather than interaction strength.

The temperature of the quasiparticles is also a parameter in the fitting function. Figure 6.9 shows this temperature. We find that the best fit value for the temperature follows the trend of increasing temperature nicely, with the fit \(T/T_F\) slightly above \(T/T_{F,0}\).
Figure 6.9: The fitted $T/T_F$ from $I_{\text{coherent}}$. These data were taken at $(k_Fa)_{-1} = -0.24(2)$. Red points indicate that $\sigma$ was a fit parameter, and black points indicate that the width of $I_{\text{coherent}}$ was fixed to a negligibly small value. The dashed line indicates $T/T_{F,\text{fit}} = T/T_{F,0}$. The fit to the data returns a slightly higher temperature than the initial temperature at $a = 1100a_0$, which is consistent with results at unitarity (figure 5.12a).

6.5 Conclusions

The PES data that we took for different temperatures on either side of the crossover has the potential to answer some interesting questions regarding the role of temperature in the Fermi liquid description and in the formation of pairs. In this chapter, I have presented some limited preliminary data that was analyzed using our two-part phenomenological model. I also used the data to extract the first measurement of the homogeneous contact as a function of temperature at interaction strengths other than unitarity.

There are several ways we might proceed. If we were to analyze data where we would expect only coherent signal or only pair-like signal, we could look at the evolution of these signals as a function of temperature separately. This would be easily done by taking data farther from unitarity on either side of the crossover. We might also be able to separate out the quasiparticle signal by
looking directly at the coherence, as others have done in the past [104]. I believe that further investigation into this regime would yield very interesting results.
Chapter 7

Conclusions

7.1 Summary

In this thesis, I have discussed experimental work on ultracold Fermi gases carried out at JILA in the past four years. The main body of work in this thesis involves the use of a spatially selective imaging technique that allows us to take measurements from a region of the trapped gas that has a nearly homogeneous density. I described how the use of beams with a Laguerre-Gaussian (LG) profile tuned to an optical pumping frequency achieve this end, and I described the optical setup and several procedures we employ for aligning and characterizing the LG beams.

Most of this thesis is taken from experiments that lead to the publication of Refs. [43], [49], and [75]. In the first, we used the spatially selective imaging technique to reveal the “textbook” sharp step in the ideal Fermi momentum distribution. In the second, we measured the contact of a homogeneous Fermi gas with strong interactions as a function of temperature. We saw a sharp drop in the value of the contact near the superfluid transition; this feature would not be visible in measurements of the contact of a gas with inhomogeneous density. In the last reference, we combined atom photoemission spectroscopy with the spatially selective imaging to measure the occupied spectral function of a Fermi gas for different interaction strength in the BCS-BEC crossover. To understand our results, we used a phenomenological model that splits the signal into two parts: a part resembling quasiparticles and a part based on thermal pairs. We found that this model described our data well, and this led to interesting intuition about the nature of non-superfluid gas in the BCS-BEC crossover. Finally, I presented some photoemission spectroscopy data taken
for different temperatures in the crossover. This data is preliminary, and the higher temperature behavior may not be fully captured by the phenomenological model previously employed. However, these first results are interesting and, this subject is worth pursuing with further research.

7.2 Future Possibilities

The future study of Fermi gases in the BCS-BEC crossover has many possible directions. Many of these possibilities follow naturally from the work presented here. For instance, the temperature dependence of the contact of a homogeneous gas in the crossover has been studied in depth only at unitarity. The preliminary results from chapter 6 indicate an increase in the steepest of the slope of the contact as a function of temperature as one crosses from the BCS side to the BEC side that deserves more investigation. The preliminary data in chapter 6 also indicates that extending the photoemission spectroscopy data to more temperatures (both higher and lower) in the BCS-BEC crossover would be very interesting.

Besides temperature and interaction strength, an important variable in the study of strongly interacting Fermi gases is the relative population of the two atomic spin states. All of the work presented here is carried out with $^{40}\text{K}$ in an equal mixture of two spins states, but there are systems in nature composed of strongly interacting fermions with imbalanced populations; the mixture of neutrons and protons in heavy atomic nuclei is an important example. The connection between the polaron picture (maximum population imbalance) and the results for a balanced gas discussed in section 5.4.1 is interesting and worth further research. In addition, it would be interesting to measure the contact of an imbalanced gas. The contact of an imbalanced gas is predicted to be equal for the minority and majority states. This prediction has interesting implications for the structures of heavy nuclei and of neutron stars.

In chapter 5 I briefly mentioned the problem of thermometry of a gas away from unitarity. The equation of state of a Fermi gas at different interaction strengths in the crossover has been measured but only for zero temperature [4]. Measuring the temperature for any interaction strength is an important piece still missing from our understanding of the BCS-BEC crossover.
In chapter 5, I also briefly mentioned that, while atom photoemission spectroscopy measures the occupied part of the atoms’ spectral function, the unoccupied branches remain unknown. Researchers have had luck with injection spectroscopy (the inverse of photoemission spectroscopy, where you couple atoms into the system instead of outcoupling them) for measuring short-lived states in Rb-Cs mixtures [104]. This technique could possibly be adapted to measure the unoccupied spectral function. Being able to measure the unoccupied branch would immediately allow us to extract the superfluid gap, as well as allow us to directly look for a pseudo-gap above the superfluid transition temperature.

The immediate future of Fermi gas research at JILA involves the construction of a new experimental setup. In December of 2014, the 17-year-old apparatus in which the entirety of work from this thesis had been carried out was retired and disassembled for parts. The new apparatus has been designed, assembled, and baked, and optimization is currently being carried out for the creation an ultracold gas of $^{40}$K atoms. The new apparatus should have faster experimental cycle times and better optical access in the final chamber. I look forward to seeing which new avenues of research will be pursued and where they will lead.
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Appendix A

Thermometry

Our thermometry assumes a knowledge of the trapping potential $V(r)$ and the equation of state $n(\mu, T)$, where $T$ is the temperature and $\mu$ is the chemical potential. For a non-interacting gas the equation of state is known, and for the unitary gas, we use the equation of state recently measured at MIT [36]. The trapping potential is calibrated from the known optical trap beam waists and the measured oscillation frequencies in all three directions. We adopt a local density approximation approach; the local chemical potential is given by $\mu(r) = \mu_0 - V(r)$. For a given $T$ and number of atoms, $N$, $\mu_0$ is set by the normalization requirement $N = \int n[\mu(r), T] \, d^3r$. The equation of state then determines the complete density profile $n(r)$, from which we can calculate other quantities such as the entropy, total energy, release energy, and shape of the cloud. Since we measure $N$, we get a one-to-one correspondence between $T$ and these quantities, and therefore any of them can serve as a thermometer. With the unitary gas, we have chosen to use the release energy as a thermometer.

We determine the release energy by measuring the cloud after it expands at unitary for 4 ms. The release energy per particle is calculated from the measured density profile of the expanded gas using

$$E_{\text{rel}} = \sum_{i=x,y,z} E_{i,\text{rel}} = \frac{1}{N} \sum_{i=x,y,z} \int \frac{m}{2} \left( \frac{r_i}{t} \right)^2 [n_t(r) - n_0(r)] \, d^3r,$$

where $r_i$ is the corresponding spatial coordinate ($i = x, y, z$), $t$ is the expansion time, and $n_t(r)$ is the density distribution at time $t$. In the experiment, we use $t = 4$ ms. We have verified that the release energy measured at $t = 4$ ms is the same as that measured after 12 ms of expansion. For
given potential $V(r)$, the release energy is given by \[69\]:

$$E_{\text{rel}} = \frac{1}{2} \langle r \cdot \nabla V(r) \rangle,$$

(A.2)

where the symbol $\langle \rangle$ stands for the density-weighted average: $\langle g(r) \rangle = \frac{1}{N} \int g(r)n(r)\,d^3r$. By equating the calculated $E_{\text{rel}}(T)$ to the measured $E_{\text{rel}}$, we determine $T$.

As a comparison, we have used two other techniques to extract the temperature of the unitary gas. The first technique we compare to is based on the widely used practice of fitting the strongly interacting gas to a Thomas-Fermi distribution and extracting an empirical temperature, $\tilde{T}$, from the fitted fugacity \[48\]. At $T = 0$, the empirical temperature is connected to the real temperature by $T = \tilde{T}\sqrt{\xi}$, where $\xi$ is the universal constant defined above \[27\]. Albeit without a complete theoretical justification, one can then extend this to finite temperatures and extract $T$ \[48\]. In the following analysis, shown as the blue triangles in figure A.1, we used $\xi = 0.376$ \[36\].

The second thermometry method we compare to is based on the entropy of the weakly interacting gas before the ramp to unitarity. We calculate the entropy of the weakly interacting gas from the measured temperature and the trapping potential. In the experiment, we start from the weakly interacting gas and slowly ramp to the Fano-Feshbach resonance field. By performing this ramp there and back and comparing the entropy before and after the ramp for a gas initially at $T/T_F = 0.12$ and $T/T_F = 0.22$, we have determined that the entropy increases by about 6% when going to the Fano-Feshbach resonance field. Assuming this increase, we use the entropy of the unitary gas together with the equation of state as the thermometer. In figure A.1 the $T/T_F$ we obtain from these two additional techniques are plotted against the release energy thermometry. We find a good agreement between all the three techniques up to $T/T_F = 0.4$. Above that temperature, the empirical temperature technique becomes unreliable since the effect of quantum degeneracy of the shape of the cloud diminishes. The entropy technique starts to show a small systematic deviation upwards above $T/T_F = 0.4$. The close agreement of the three techniques, which are based on independent observables, up to $T/T_F = 0.4$ gives us confidence in our thermometry. To estimate the errors in $T$ we look at the difference between the entropy and release energy.
thermometry techniques.

Figure A.1: Comparison of different thermometry methods. The x-axis is the temperature, $T/T_F$, where $T_F$ is the trap Fermi temperature, as extracted from the release energy. The y-axis is the temperature we get from the two other thermometry methods (see text for more details). The dashed line is $y = x$. 
Appendix B

Scaling the number of atoms in PES data

When taking an rf line shape to extract the contact, we increase the power of our rf pulse for large detunings in order to increase our signal to noise when there is very low signal (see section 4.2.2.1). This technique is even more necessary for photoemission spectroscopy, where, in addition to measuring number, we resolve the momentum distribution of the atoms outcoupled for each detuning (chapter 5).

As described in chapter 4, section 4.2.2.1 we measure the number of atoms outcoupled as a function of power for several detunings, \( \nu \), and use the results of this measurement to determine how to scale the data at each \( \nu \) for PES to correspond to the signal for a single rf power. We fit the number outcoupled vs. power to an exponential and used the linear approximation to scale down the number of atoms from shots with higher rf powers:

\[
N_{\text{out}} = A(1 - e^{-P/P_0}) \approx A \frac{P}{P_0} \tag{B.1}
\]

However, for the contact data, we keep the power sufficiently low such that this approximation is correct to within 10%. For the PES data, in order to get more signal in the high-momentum, negative energy portion of the plots, we use a higher rf pulse power and scale the number using the full exponential. Below is a table of the calibrated \( P_0 \) that we used for the PES data:
Table B.1: The measured saturation power, $P_0$, in arbitrary units, for different rf frequency detunings. These results are consistent with figure 4.7. The slight differences come from slight changes in the electronics over time. As before, we see that $P_0$ increases with increasing detuning, and is lowest near the center of the line shape, where the larger numbers of atoms available to be outcoupled cause the signal to saturate at lower powers.

Note that, for the PES data, we scaled the signal for frequencies lower than $\nu_0$ as well as higher. We did this to be certain that the increased power wasn’t outcoupling signal from the center of the line shape; if it had been, extra signal would have appeared at negative frequencies as well. This also allowed us to reduce the noise in the negative detuning region.

For PES data, we also vary the pulse duration as we change frequencies—a total duration of 300 $\mu$s for $\nu < 34$ kHz and 100 $\mu$s for $\nu > 34$ kHz. We find that the ratio of the saturation powers, $P_0$, of two different pulse durations is equal to the ratio of the pulse durations (see figure B.1). In the linear regime (away from saturation effects), this means that the number of atoms outcoupled is scaled by the ratio of pulse durations, as you would expect.
Figure B.1: **Fraction of atoms outcoupled vs rf power.** At a detuning of $\nu = 80$ kHz, we measured the number of atoms outcoupled by a 300 $\mu$s pulse and a 100 $\mu$s pulse. (Here, the quoted pulse duration corresponds to four times the $1/e^2$ amplitude half width.) For data taken at this detuning, we use the 100 $\mu$s pulse and, staying in the linear regime, increase the number of atoms by a factor of three to compare it with data taken at small detunings using a 300 $\mu$s pulse.
Appendix C

Comparing PES of a homogeneous sample to trap-averaged data

C.1 Back-bending of EDCs

To compare the nearly homogeneous data with previously published trap-averaged data, we use the analysis described in Ref. [73]. Specifically, independent Gaussian fits to fixed-\(k\) traces through the PES data are used to find a dispersion \(E(k)\). Figure C.1a shows the nearly homogeneous PES data for \((k_F a)^{-1} = 0.1\), with white points marking the centers from the Gaussian fits. Figure C.1b shows the fixed-\(k\) traces through the data, which are often called energy distribution curves, or EDCs. These plots can be compared to figures 1 and 2 of Ref. [73], which show trap-averaged data at \((k_F a)^{-1} \approx 0.15\) and \(T/T_C = 1.24\). We find that the PES results for a nearly homogeneous gas are qualitatively similar to the trap-averaged results. Specifically, in both cases we see dispersions that exhibit large energy widths and back-bending.

In the two-mode model, the combination of the positively dispersing coherent part and the incoherent part can produce a spectral function that exhibits back-bending. To demonstrate this, in figure C.2 we calculate the dispersion with the two-mode model using parameters similar to those from our fits and find the peak using the same analysis technique as was in Ref. [73]. The resulting dispersion clearly shows a BCS-like back-bending.
Figure C.1: Gaussian fits to PES data at $(k_F a)^{-1} = 0.1$. a, The white circles indicate the centers from weighted Gaussian fits to EDCs at fixed $k$. The white line shows the free-particle dispersion, $E = k^2$. b, Individual EDCs (blue points) are shown, along with the fitted Gaussian (red lines). Here, each EDC is individually normalized to have the same area, as in Ref. [73]. A solid black line marks $E = E_F$. Red stars show the center of each Gaussian, and the dashed red line is a guide to the eye.
Figure C.2: **Back-bending in the two-mode model.** We generate a simulated spectral function using the two-mode model with the following parameters: $Z = 0.2$, $m^* = 1.2$, $T = 0.25$, $E_0 = -0.5$, $\mu = -0.5$, $E_p = 0.5$, $T_p = 0.75$. Each point in this figure was then obtained by fitting the spectral function at a given momentum $k$ by the Gaussian function $A e^{-(E-E_c)^2/2\sigma^2}$. In the fits, the value of $\sigma$ was constrained to be above the experimental resolution.
Appendix D

Derivation of the single-particle spectral function for atoms bound in thermal pairs

As the title of this section might suggest, understanding what we expect thermal pairs to look like in our PES signal is not straightforward. PES measures the energies and momenta of single particles, which means that in addition to outcoupling the atom to a weakly interacting state, the rf photon must also overcome the binding energy of the pair.

To derive the functional form of our model, we first consider a single stationary pair that is dissociated by absorbing an rf photon. For rf dissociation, energy conservation gives

\[ -E_p + h\nu = E_{\text{rel}}, \]  

where \( E_{\text{rel}} = \frac{\hbar^2 k_{\text{rel}}^2}{m} \) is the relative kinetic energy of the two resulting atoms after dissociation and \( E_p = \frac{\hbar^2}{mR^2} \) is the binding energy corresponding to a bound wave function \( \phi(r) = \sqrt{\frac{2}{R}} e^{-r/R} \). On the other hand, in PES [1], the single-particle energy \( E \) is given by

\[ E + h\nu = \frac{\hbar^2 k^2}{2m}, \]  

where \( \hbar k \) is the momentum of the spin-flipped atom. If the pair is initially at rest, the two resulting atoms will have momenta \( \hbar k_{\text{rel}} \) and \( -\hbar k_{\text{rel}} \), so that combining equations [D.2] and [D.1], we find

\[ E = -E_p - \frac{\hbar^2 k^2}{2m}. \]

Here, we can see that pair dissociation yields a negative, quadratic single-particle dispersion.

The amplitude of the signal as a function of \( k \) can be obtained from the normalized rf line
shape for the dissociation of a weakly bound molecule, which was derived by Chin and Julienne [91]:

\[ F(E_{\text{rel}}) = \frac{2}{\pi} \frac{\sqrt{E_{\text{rel}} E_p}}{(E_{\text{rel}} + E_p)^2}, \]  

where \( \int_0^\infty F(E_{\text{rel}}) dE_{\text{rel}} = 1 \) and we have assumed that the final state is weakly interacting. Equation (D.3) can be rewritten in terms of \( k_{\text{rel}} \) to give

\[ G(k_{\text{rel}}) = \frac{\hbar}{\pi^{3/2} m^{3/2}} \frac{\sqrt{E_p}}{\left(\hbar^2 k_{\text{rel}}^2 / m + E_p\right)^2}, \]  

where \( \int_0^\infty G(k_{\text{rel}}) 4\pi k_{\text{rel}}^2 dk_{\text{rel}} = 1 \). This line shape is highly asymmetric and has an extent in \( k_{\text{rel}} \) that scales as \( \sqrt{E_p} \), or equivalently \( 1/R \). At high \( k_{\text{rel}} \), \( G(k_{\text{rel}}) \) falls off as \( 1/k_{\text{rel}}^4 \), which is consistent with Tan’s contact.

If the pair is moving, then combining equation (D.2) and (D.1) gives

\[ E = -E_p - \frac{\hbar^2 k_{\text{rel}}^2}{2m} + \frac{\hbar^2 k^2}{2m}. \]  

In PES, we apply rf with detuning \( \nu \), measure \( k \) for the spin-flipped atom, and extract \( E \) using equation (D.2). From equation (D.5), we see that for the dissociation of non-stationary pairs, data with a particular \( k \) (but variable \( \nu \)) can, in principle, yield \( E \) anywhere in the range \( -E_p - \frac{\hbar^2 k^2}{2m} \leq E \leq -E_p + \frac{\hbar^2 k^2}{2m} \), where the lower limit corresponds to a stationary pair and the upper limit corresponds to a pair with the maximum possible center-of-mass momentum, \( \hbar K_{\text{cm}} = 2\hbar k \).

To model the center-of-mass momentum distribution of non-condensed pairs, we assume a Maxwell-Boltzmann distribution with an effective temperature \( T_p \):

\[ P(K_{\text{cm}}) = \left( \frac{\hbar^2}{4\pi k_b m T_p} \right)^{3/2} e^{-\frac{\hbar^2 K_{\text{cm}}^2}{4k_b m T_p}}, \]  

where \( k_b \) is the Boltzmann constant and \( \int_0^\infty P(K_{\text{rel}}) 4\pi K_{\text{cm}}^2 dK_{\text{rel}} = 1 \). The product of the functions in equations (D.6) and (D.4) gives the transition probability as a function of \( K_{\text{cm}} \) and \( k_{\text{rel}} \). We change variables to \( k \) and \( k_{\text{rel}} \) and integrate over the angles to find the transition probability as a function of \( k \) and \( k_{\text{rel}} \):

\[ H(k, k_{\text{rel}}) = \frac{4\hbar^4}{\pi^{3/2} m^2} \sqrt{\frac{E_b k_{\text{rel}}}{k_b T_p}} \frac{e^{-\frac{2\hbar^2 (k^2 + k_{\text{rel}}^2)}{4k_b m T_p}}}{\left(\frac{\hbar^2 (k + k_{\text{rel}})^2}{k_b m T_p} - e^{-\frac{\hbar^2 (-k - k_{\text{rel}})^2}{k_b m T_p}}\right)^2}, \]  

(D.7)
where \( \int_0^\infty \int_0^\infty H(k, k_{\text{rel}}) dk \, dk_{\text{rel}} = 1 \). Finally, we change variables to \( E \) and \( k \) to derive the PES signal (equation 5.4 in the main text):

\[
I_p(k, E) = \Theta (-E_p - E + k^2) \, \frac{8k \sqrt{E_p} e^{\frac{E_p - E - 3k^2}{T_p}} \sinh \left( \frac{2\sqrt{2}k \sqrt{-E_p - E + k^2}}{T_p} \right)}{\pi^{3/2} (E - k^2)^2}. \tag{D.8}
\]

In this last step, we also changed to dimensionless parameters \( (k, E, E_p, \text{ and } T_p) \) normalized by \( k_F \) and \( E_F \).