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3.2.1 Boundary Conditions and Initial Conditions 

The Mach number of the F11 simulation puts the flow modeled well within the domain of the incompressible 

assumption. As outlined in Chapter 2, the incompressible branch of PHASTA was used to solve the flow and 

turbulence scalar equations, consequently the boundary and initial conditions implemented to define the problem 

 

 
Figure 7: Upper (top) and lower (bottom) views of the CAD model of the F11 wing-body configuration used for CFD 

simulations. 

 
Figure 8: Schematic of the fluid volume designed for the CFD simulations. 
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correspond to those of incompressible flow. Note that temperature is not being solved for, so this variable does not 

appear in any of the boundary or initial conditions. 

Starting with the flow variables, at the inflow plane, which is the face of the fluid volume labeled in Figure 8, 

the boundary condition specified is the velocity vector. In order to simulate the conditions present in the wind tunnel 

experiments, the velocity vector was specified to have a magnitude of 60 m/s and to be aligned with the x direction. 

The outflow plane is assigned to have natural pressure, meaning that the pressure flux is zero. In addition, the 

traction vector is set to zero on this face to signify that there are no viscous stresses. On the surface of the F11 wing-

body model, the velocity is set to zero to implement the no-slip boundary condition. On the side, top and bottom 

walls of the fluid volume, the trivial no penetration boundary condition is set by specifying one component of 

velocity to be zero. The second condition enforced was a zero traction vector, thus modeling the walls as inviscid.  

The RANS turbulence model in PHASTA is the Spalart-Allmaras model outlined in Chapter 2. This is a one-

equation model based on the eddy viscosity. Consequently, it is necessary to specify the value of this scalar at the 

computational boundaries as well. On the fuselage and wing faces, the eddy viscosity is set strongly to zero, while 

on all other faces, with the exception of the inflow, a weak boundary condition of zero flux is enforced. At the 

inflow, the eddy viscosity is set to the desired free stream value, thus setting the desired free stream turbulence level. 

To match the level of turbulence to the one experienced during the wind tunnel tests, a value of three times as large 

as the molecular viscosity was suggested to the HiLiftPW-2 participants. At room temperature, the molecular 

viscosity of air is approximately 1.8×10
-5

 kg·m
-1

s
-1

, making the free stream value of the SA scalar 5.4×10
-5

 kg·m
-1

s
-1

. 

The boundary conditions implemented are summarized in Table 3.  

All simulations were initialized from the standard zero, plug-flow initial conditions. Pressure was set to zero al 

all nodes, while the velocity was initialized to have a negligible component in the x direction (a value of 1×10
-8 

m/s 

was enforced) in order to avoid division by zero in the PHASTA code. The turbulence scalar was initialized at the 

free stream turbulence value. These parameters are summarized in table 4. 
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Table 3: Boundary conditions enforced on the computational fluid domain. 

Model Face  

Inflow - Flow velocity at 60 m/s along x direction 

- SA scalar set to 5.4×10-5 kg·m-1s-1 

Outflow - Natural pressure, zero pressure flux 

- Zero SA scalar flux  

- Zero traction vector, inviscid surface 

F11 model faces - Zero velocity, no-slip wall 

- Zero SA scalar 

Side, top, bottom walls - No penetration 

- Zero SA scalar flux 

- Zero traction vector, inviscid surface 

 

 

Table 4: Initial conditions enforced on the solution variables. 

Parameter   

Pressure Zero 

Velocity Plug flow, 1×10-8 m/s in the x direction 

SA scalar 5.4×10-5 kg·m-1s-1 

 

The selection of the boundary conditions for the side, top and bottom walls deserve a more detailed motivation. 

Two boundary conditions were set on these model faces. The first, setting a fluid velocity component to zero, is 

consistent with the no penetration condition for a solid non-permeable wall and is necessary in order to model those 

faces as the walls of the wind tunnel. The second condition is representative of an inviscid wall, where the fluid is 

allowed to have a non-zero velocity at the surface. This boundary condition is of course not physical because the 

wind tunnel walls are viscid and thus have boundary layers on them. During the tests, the boundary layers do not 

directly affect the flow over the experimental geometry due to the fact that the fuselage is mounted on a Peniche and 

the wing is far from the walls. However, there are secondary effects on the flow created by the boundary layer 

growth along the tunnel walls. As the momentum thickness of the boundary layer grows, the cross-sectional area 

that the primary flow sees is reduced. From inviscid flow theory it is known that for a constant mass flow, a 

reduction in cross-sectional area corresponds to an increase in the velocity of the fluid, resulting also in a drop in 

pressure. The boundary layers in the wind tunnel, therefore, induce streamwise velocity and pressure gradients. In 

the overview of the experimental data (ref) there is no reference of these gradients being accounted for, instead the 

data is provided as measured during the tests.  

Due to the inviscid wall boundary condition, these gradients are not modeled in the CFD simulations. Modeling 

of these gradients would require changing the boundary conditions to no-slip surfaces, followed by generating a 

boundary layer mesh. However, these modifications are too computational expensive because of the significant 



18 

 

increase in mesh size. Another alternative is to estimate the momentum thickness of the boundary layer on the wind 

tunnel walls as a function of streamwise position and taper the walls of the fluid volume by the same amount while 

maintaining the slip boundary condition. Given other more significant modeling assumptions involved in the 

numerical problem solved, the most significant of which is the lack of pressure tube bundles, it was determined that 

the secondary effects produced of the gradients were small enough to be neglected. 

3.3 Meshes 
 

 The The initial mesh for the fluid volume used in this study was generated with the commercial meshing 

package called BLMesher provided by Simmetrix Inc 
[14]

. The mesh is unstructured in nature, with a mixture of 

wedge and tetrahedron shaped elements in order to comply with the PHASTA flow solver. Due to the no slip 

boundary conditions enforced on the faces of the fluid volume appertaining to the F11 geometry, a boundary layer 

mesh is required. In addition, due to the variety of scales of the model features, and due to the extended onflow and 

downstream regions, the surface elements of the mesh vary quite significantly in size.  

The design of the mesh came from the experience gained during the participation to the HiLiftPW-2. On the 

upper surfaces of the slat, main element, and flap the mesh elements were set to be a size of 6.2×10
-3

 m. Closer to 

the leading and trailing edges of these surfaces, however, the mesh elements were on the order of 4×10
-4

 m. The 

same size was used to design the surface grid on the small features of the geometry, such as the slat tracks. The first 

point off of the wall was designed to be a distance of 2.0×10
-6

 m from the surface for every face that required a 

boundary layer mesh. The boundary layer growth factor was selected to be 1.27, meaning that the height of an 

element in the layer was a factor of 1.27 larger than the height of the element below it. According to reference [15], 

the gridding guidelines for a boundary layer to be simulated using RANS are that the first point off the wall must 

have a y
+
 value of 2 or less, and that the growth factor of the boundary layer elements should be around 1.25. The 

first requirement is enforced to ensure accurate representation of the viscous sublayer, while the second is enforces 

sufficient resolution of the buffer and log layers. An a posteriori check of the boundary layer design performed on 

the mesh for the geometry at 21° angle of attack indicated that the y
+
 values at the first point off of the wall satisfy 

the guideline value, and are actually of the order of y
+
 = 1 or less. The results to this analysis are presented in Figure 

9. The initial mesh is therefore capable of predicting the inner boundary layer accurately. The boundary layer height 

was designed to be from 5.0×10
-4

 m to 5.0×10
-3

 m depending on the model face. A check similar as the one in 



19 

 

Figure 9 was performed to ensure that the predicted velocity boundary layer was located within the boundary layer 

mesh. Note finally that the boundary layer mesh generated by the BLMesher tool is composed of anisotropic, 

wedge-shaped elements. These are however tetrahedronized before running PHASTA.  

 

Outside of the boundary layer mesh, the rest of the fluid volume is filled with isotropic, tetrahedron-shaped 

elements. In the far field away from the wing, as shown in Figure 10, these elements have a size of 0.2 m. However, 

in the proximity of the wing the size drops to 0.035 m. Note in addition that curvature based refinement was applied 

to the initial mesh in order to represent the curved surfaces of the model more accurately, and in order to increase 

the resolution in regions where large gradients exist. This initial mesh is henceforth called A0, and can be observed 

in images a) and c) of Figure 11. As a reference for comparison with other meshes, before tetrahedronization the A0 

mesh had a total of number of elements of approximately 75 M.  

For the mesh refinement study discussed in Chapter 4, two meshes were generated with higher resolution. The 

first mesh, henceforth called A0-URNN, is a uniform refinement of every triangular face in the fluid domain, but not 

of the quadrilateral faces of the wedge-shaped elements within the boundary layer. Note this is equivalent to 

splitting all the edges of the mesh elements, except the edges that are aligned roughly with the normal direction to 

the surfaces, (e.g., URNN stands for uniform refinement non-normal). For a two-dimensional, triangular mesh, this 

process would increase the total number of elements by a factor of 4. Note that this refinement technique does not 

take into consideration the flow solution and is uniform throughout the whole domain. Figure 11 shows a 

 
Figure 9: y+ values at the first point off of the wall for the geometry at 21° angle of attack. 
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comparison between the A0 and the A0-URNN meshes at different locations on the F11 wing. Uniform refinement 

of A0 increased the number of elements to 470 M, a factor of 6 larger.  

 

 
 

A second refinement strategy was adopted and tested in this work, namely error-based, local refinement. 

Contrary to uniform refinement, this technique uses information from the solution to select which sections of the 

mesh are in need of refinement, and which sections have already sufficient resolution. The error indicator selected is 

a combination of the root mean square of the velocity and the residual of the partial differential equations being 

solved. Therefore, this error measure identifies the regions in the mesh where the residual is large and convergence 

of the solution was not achieved well, and regions with large fluctuations in the velocity. Figure 12 shows the 

isosurface of the error indicator after a RANS simulation on the geometry at 7° angle of attack. The regions of the 

surface mesh enclosed by the error isosurface are those selected for refinement, the rest of the surface mesh is not 

altered. The refinement occurs in the same way as the uniform refinement, with every edge of the surface only being 

split in half. Note that local refinement was only performed for the geometry at 7° angle of attack, generating a mesh 

of 223 M elements henceforth named A1. Note the smaller number of elements (approximately half) of A1 

compared to A0-URNN. 

 
Figure 10: Slice of volume mesh around the F11 wing. 

0.2 m 

0.035 m 
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a) Wing slice of A0 mesh 

 
b) Wing slice of A0-URNN mesh 

 
c) Slat-main element gap of A0 mesh 

 
d) Slat-main element gap of A0-URNN mesh 

Figure 11: Mesh slices around F11 wing for the A0 and A0-URNN meshes. 

 
Figure 12: Isosurface of the error indicator used for the local refinement on the A0 mesh with the geometry at 7° 

angle of attack. 


