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A new way of representing unknown and unmodeled space events (USEs) with Thrust-Fourier-Coefficients (TFCs) is introduced and its applications to satellite orbit determination (OD) and event detection are studied. A USE is regarded as an event due to unknown changes of force model caused by unplanned maneuvers, unknown deployment, collision, or some other drastic change in space environment. A satellite’s motion under USEs, transitioning between two arbitrary orbit states, can be represented as an equivalent orbital maneuver connecting those two states by applying the Fourier series representation of perturbing accelerations. This event representation with TFCs rigorously provides a unique control law that can generate the given secular behavior of a satellite due to a USE. This technique enables us to facilitate the analytical propagation of orbit information across a USE, which allows for the usage of an existing pre-event orbit solution to compute a post-event orbit solution. By directly appending TFCs and the represented event dynamics to a regular OD filter, the modified filter using TFCs is able to blend post-event tracking data to improve a post-event orbit solution in the absence of a dynamics model of USE. Case studies with simulated tracking data show that the event representation using TFCs helps to maintain OD across a period of USEs. In addition, when there is measurement data available during USEs, a modified sequential filter with TFCs is able to detect the onset and the termination time of an event. This event representation-based OD and event detection distinguishes itself from other approaches in that it does not rely on any assumption or a priori information of a USE. This generic approach enables us to fit tracking data in real time and therefore to maintain a satellite tracking in the presence of USEs. This method has the advantage of avoiding the difficulty of manual parameter tuning and, thus, is able to provide more accurate post-event OD solution with a single OD filter.
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Chapter 1

Introduction

1.1 Motivation

Understanding and analyzing the changes in an orbit under perturbing acceleration is a fundamental problem of orbital mechanics, with the prediction and description of a perturbed satellite’s orbit remaining an important concern in achieving space situational awareness (SSA). However, predicting future behaviors of a satellite is often limited by unknown perturbations acting on it. Various unknown perturbations, such as unannounced or unplanned maneuvers, unmodeled structural deployment, thrust malfunction, explosions, collision with space objects, or some other drastic change in space environment, cause acceleration changes on a spacecraft in time, which is regarded as a space event [1]. Without information about such events, it is difficult to maintain SSA across the period of an unknown and unmodeled space event (USE), which may cause a lost track of satellite due to abrupt changes of orbit states. At this stage, a post-event analysis tries to recover a lost satellite due to a USE using post-event tracking data. Generally, it is a time-consuming task that requires a significant amount of training on the matter [2]. Therefore, developing an efficient way to represent a USE could play an essential role in analyzing space events or estimating the post-event trajectory of a satellite.

Generally, the event representation is usually done by determining the thrust acceleration required to link the pre-event orbit to the post-event orbit estimate, and there have been different ways of estimating such an unknown acceleration. A simple and conventional approach to estimate a perturbing acceleration is based on the idea of connecting an initial state to a post-event orbital
state by applying $\Delta V$ [3]. It computes the velocity difference at the closest point of a pre-event orbit to a post-event orbit. While this $\Delta V$ approach is easy to implement and is computationally time-efficient, its orbit estimation becomes inaccurate when there is an event with a long duration or with multiple firings since this case can not be represented as an instantaneous event. A more common method of representing an event is to model a target event based on the Gauss-Markov process by adding stochastic acceleration terms to the orbit determination filter in order to compensate for unknown perturbations [4, p. 230]. Orbit determination (OD) filters, such as state noise compensation (SNC [4, p. 501]), dynamic model compensation (DMC [4, p. 505]), or an optimal sequential filter (e.g., the Analytical Graphics Inc. orbit determination tool kit [5][6]) use a process noise as the acceleration term to account for unmodeled dynamics [7]. Even though this method is not limited to a certain type of USEs, it still requires coefficient tuning for a filter to have a converged solution, which is usually a manual task that requires time and experience. In addition, the Gauss-Markov process approach provides neither a dynamical insight of unknown perturbations nor the uncertainty information about the estimated control law. In recent research, the optimal control concept is applied to the unknown event detection and characterization [8][9][10]. This optimal control based event representation assumes that the event is fuel optimal and therefore provides an optimal solution of thrust acceleration that accounts for unknown dynamics. These recovered optimal dynamics facilitate the propagation of state uncertainty across a USE. However, this optimal control based approach is limited to an event related to optimal maneuvers and finding the initial values of the adjoint parameters could present difficulty.

In a different vein, Hudson and Scheeres developed a new method to represent trajectory dynamics by applying orbital averaging and control law parameterization using the Fourier series representation of thrust components [11][12]. Applying the fact that every physical form of thrust acceleration could be represented by the Fourier series, they isolated the secular behavior of a satellite under perturbations. Due to the orthogonality of the Fourier series representation, the averaged dynamics equations were found to be a function of 14 thrust-Fourier-coefficients (TFCs) [11]. We further investigated this approach and introduced a simple way to effectively represent unknown
space events with a selected minimum set of six TFCs [13]. This allows us to construct a control profile with a reduced set of 6 TFCs instead of 14 parameters. Although this event representation with TFCs does not recover the actual perturbing acceleration for a given event, it rigorously provides a unique solution of control law that produces the apparent secular behavior induced by a USE. Unlike other representation techniques, this generic approach is not restricted to a certain type of USE; such as an event with constant-acceleration, low-thrust maneuver, or optimal control maneuver. It presents a very simple and quick way of computing the fundamental elements of perturbing accelerations acting on a satellite. Table 1.1 compares the restrictions and capabilities of different event representation approaches. Since it provides us with a basic understanding of

<table>
<thead>
<tr>
<th></th>
<th>Direct Del V Computation</th>
<th>Gauss-Markov Process</th>
<th>Optimal Control Matrix</th>
<th>TFC Event Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>implementation</td>
<td>easy</td>
<td>moderate</td>
<td>complicated</td>
<td>moderate</td>
</tr>
<tr>
<td>difficulty</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>computation</td>
<td>low</td>
<td>medium</td>
<td>medium</td>
<td>low</td>
</tr>
<tr>
<td>time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uncertainty</td>
<td>unavailable</td>
<td>unavailable</td>
<td>available</td>
<td>available</td>
</tr>
<tr>
<td>estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dynamics</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>interpretation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>application</td>
<td>short-duration event</td>
<td>none</td>
<td>optimal maneuver</td>
<td>none</td>
</tr>
<tr>
<td>restriction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

unknown dynamics, the event representation with TFCs can be utilized to improve SSA in the presence of a USE.

The importance of attaining reliable SSA is the essential component of safe space operation. Improving SSA capability means to provide valuable information that can be used to determine space object status, ongoing mission tasks, present and future position, or estimated behaviors [14]. However, achieving SSA with respect to a spacecraft with USEs is quite difficult, particularly when it is operated by uncooperative parties [15]. It is also a very challenging task to maintain SSA across a USE solely based on a few discrete observations. Since the TFC event
representation provides the fundamental basis of the unknown dynamics of a given USE, it can be applied to improve SSA of the satellite under USEs. The represented dynamics model with the TFCs allows us to analytically propagate pre-event OD solutions through a USE period. The strength of this approach is its ability to maintain OD solutions of a satellite during the unknown event period and be able to blend post-event observations to minimize the OD solution errors after the event given a few measurement. Therefore, this methodology can help us to maintain SSA in a data-sparse space environment, in where tracking a maneuvering satellite along with the timely detection of a USE is an important task since the number of maneuvering satellites has been increasing [16]. Applying the TFC event representation method in SSA supports safe and effective space operation and motivates the following thesis statement of this dissertation.

---

**Thesis Statement**

*Event representation with thrust-Fourier-coefficients can be utilized to enhance space situational awareness capability in the area of uncertainty propagation, event detection, and maneuvering satellite tracking in the presence of an unknown and unmodeled space event.*

---

**1.2 Organization**

The main section, chapter 2-4, of this dissertation is organized as follows: first, we present how to represent a USE using different TFC sets obtained from the averaged Gauss equations. In the following chapter, before utilizing this TFC event representation technique to solve OD problems with USEs, the orbit uncertainty propagation through the represented dynamics is evaluated analytically and the characteristics are verified with numerical study. Then, the last two main chapters introduce several applications of the event representation approach using TFCs in the area of uncertainty propagation, event detection, and maneuvering satellite tracking. Each main chapter begins with its own introduction and a brief review of previous related works, and ends the
chapter with a summary.

In chapter 2, the previous work developed by Hudson and Scheeres is reviewed first, where the averaged dynamic equations are found to be a function of only 14 TFCs [11]. Then, we analyze the relationship between the time rates of change of orbital elements and 14 TFCs to identify minimal sets of six TFCs that can effectively represent the secular effect of perturbing acceleration. The controllability and the sensitivity of the TFCs are analyzed and a cost analysis is also performed by employing different combinations of 14 TFCs in order to compare varying representations of a given secular motion. In addition, three different ways to compute TFC values for a given orbital change are presented and their performances are compared with the minimum norm solution of 14-TFC set. Furthermore, we show that this TFC representation approach can be extended to compute non-averaged control acceleration between Cartesian positions and velocities, indicating a certain level of universality.

Chapter 3 consists of two main sections. The first section is devoted to a theoretical proof that enables us to apply the event representation to uncertainty propagation. It summarizes analytical aspects of uncertainty propagation using a dynamics representation of an unknown event, and verifies that the covariance propagation using an event representation is valid in the linear region. This fundamental finding serves as the basis for this dissertation and is applied to OD problems using the representation technique with different TFC sets. The second section presents the development of the Batch filter using the event representation with the essential TFCs and demonstrates the proposed filter’s OD performance across a USE. In addition, different TFC sets are used to represent a USE in the modified Batch filter to investigate how different event representations with different combinations of TFCs affect OD solutions across USEs. Both main sections include simulation studies of different space event scenarios to verify our approach.

In chapter 4, we apply the event representation technique using TFCs to develop a new event detection algorithm and a maneuvering satellite tracking method. Chapter 4.1 provides a brief explanation of how to represent a USE with 14 TFCs. The subsequent chapter, chapter 4.2, explains how the sequential filter is modified to identify a change-point of unknown perturbation
acting on a satellite. With this modified sequential filter, a new event detection algorithm is introduced and is tested across different USEs to check its performance in OD process. The level of veracity of detecting an event and the accuracy of post-event OD solutions are examined in the simulation study. In chapter 4.3. the extended Kalman filter (EKF) is modified to maintain tracking of a maneuvering satellite by applying the event representation method with TFCs. Since a satellite’s motion under USEs can be represented as an equivalent orbital maneuver connecting two arbitrary states, USEs can be regarded as unknown maneuvers throughout this dissertation. The performance of the modified filter is verified by applying the filter to different types of USEs. In addition, the EKF is modified with the essential TFC set instead of the 14-TFC set and their OD solutions across a USE are compared in the simulation study.

1.3 Contributions and Publications

1.3.1 Contributions

The primary contributions of this dissertation are:

- To develop a new way of rigorously describing an unknown and unmodeled space event (USE) using the event representation technique with Thrust-Fourier-Coefficients (TFCs).

  * The implication of the TFC event representation technique is fundamental: Any orbital change, transitioning between two arbitrary orbit states, can be represented as an equivalent maneuver using a represented control law with TFCs.
  * It provides a very simple and efficient way of representing the fundamental elements of a sequence of control laws for a given USE, which significantly reduces computational requirements.
  * This preliminary analysis of a control law can provide us with a basic understanding of the perturbing accelerations, which can be used to bound the control effort necessary for linking two separate states across a USE.
• To provide analytic and numerical proof that the covariance propagation in the linear region is independent of orbit dynamics that connect two separate states via different paths.

  * It contributes an analytical framework of uncertainty propagation using an event representation in implementing an OD filter across USEs. It allows for the usage of existing pre-event orbit estimation to compute the post-event orbit solution using represented dynamics.

  * It enables us to modify a Batch filter using the event representation with TFCs in order to process OD across a USE in data sparse environments.
    
    – The modified Batch filter using TFCs is a fully automated process and avoids the difficulty of manually tuning thrust coefficients. Also, it provides a faster convergence, better orbit solution, and more flexibility with the initial estimate than those in the regular Batch filter.

    – The proposed OD filter is particularly valuable for the case with no measurement available during a USE period and could allow ground station operators to obtain a valid orbit trajectory immediately following an unknown event.

• To develop new methods to detect a USE and to maintain tracking of a satellite under unknown perturbations.

  * Unlike other methods, these methods are knowledge-free schemes that do not require pre-defined models of unknown accelerations nor assumptions about a USE.

  * The proposed detection algorithm using the TFC representation is able to detect various types of USEs and to directly estimate the onset and the termination time of a USE from observation data.

  * Using a single modified EKF with TFCs, the new satellite tracking method is able to track a wide range of maneuvering satellites in real-time, ranging from an impulsive burn to a continuous low-thrust burn.
1.3.2 Publications

The following publications are related to this dissertation (most recent to oldest).

Journals


Conference papers


Finding Essential Thrust-Fourier-Coefficient Set for Event Representation

Finding a proper representation of control law to generate a desired change in orbit state remains as a fundamental and unsolved problem. Within this problem, the use of orbital averaging is a useful technique since the mean orbital elements describe the secular behavior of perturba-tive effects on a satellite, providing dynamical insight into the secular variations. Over the last few decades, various methods have been developed to solve orbital transfer problems using averaging methods. Kluever developed a guidance scheme based on inverse dynamics using averaged state equations [17][18], and trajectory tracking guidance using orbital averaging and a predictive tracking method [19]. Ferrier and Epenoy presented optimal low-thrust transfer solutions for electro-ionic propulsion with averaging technique and a smoothing method [20]. Petropoulos formed analytic integrals of the averaged variational equations for a thrusting spacecraft [21]. Bonnard solved an energy minimization problem of single input orbit transfer by averaging and continuation techniques [22]. Gao proposed near-optimal low-thrust transfers and nonlinear guidance by using the orbital averaging method [23][24]. All these works have proved that the orbital averaging is an effective method to obtain a control law for a desired orbital transfer.

Most recently, Hudson and Scheeres applied averaging techniques to thrusting motion, using the Fourier series representation of the control law [11][12]. In their works, the perturbing acceleration components were represented as the Fourier series in eccentric anomaly and the averaged dynamic equations were found to be a function of only 14 Thrust-Fourier-Coefficients (TFCs). In this chapter, we analyze the relationship between the time rates of change of orbital elements and
these TFCs, and identify minimal sets of 6 TFCs in order to represent the secular effect of perturbing acceleration effectively, instead of the full 14 TFCs. Given the initial and desired final orbital state of a spacecraft, an essential set of 6 TFCs values can be computed analytically and the required control accelerations can be constructed to achieve any orbital transfer. The emphasis in this chapter is on how to obtain different TFC sets to uniquely represent any desired change in orbit.

2.1 Orbital averaging method

The following Gauss equations describe the time rates of change of the classical orbital elements of a body subject to perturbations which can be broken down into the radial, circumferential and normal components ($\vec{\ddot{r}} = F_R \dot{r} + F_S \dot{w} \times \dot{r} + F_W \dot{w}$ [25]).

\[
\frac{da}{dt} = 2\sqrt{\frac{a}{\mu}} \left[ F_R \frac{ae}{\sqrt{1 - e^2}} \sin \nu + F_S \frac{a\sqrt{1 - e^2}}{1 - e \cos E} \right]
\]

\[
\frac{de}{dt} = \sqrt{\frac{a}{\mu}} \sqrt{1 - e^2} \left[ F_R \sin \nu + F_S (\cos \nu + \cos E) \right]
\]

\[
\frac{di}{dt} = \sqrt{\frac{a}{\mu}} \frac{1 - e \cos E}{\sqrt{1 - e^2}} F_W \cos (\nu + \omega)
\]

\[
\frac{d\Omega}{dt} = \sqrt{\frac{a}{\mu}} \frac{1 - e \cos E}{\sqrt{1 - e^2}} F_W \frac{\sin (\nu + \omega)}{\sin i}
\]

\[
\frac{d\omega}{dt} = \sqrt{\frac{a}{\mu}} \frac{\sqrt{1 - e^2}}{e} \left[ -F_R \cos \nu + F_S \left( 1 + \frac{1 - e \cos E}{1 - e^2} \right) \sin \nu \right] - \cos \iota \frac{d\Omega}{dt}
\]

\[
\frac{d\sigma}{dt} = -\sqrt{\frac{a}{\mu}} \left[ 2(1 - e \cos E) - \frac{1 - e^2}{e} \cos \nu \right] F_R - \sqrt{\frac{a}{\mu}} \left[ \frac{2 - e^2 - e \cos E}{e} \right] \sin \nu F_S
\]

where $\sigma$ is the epoch of periapsis passage that can be obtained by $\sigma = -nt_0 = (M - M_0) - nt$ and $M, n$ are the mean anomaly and the mean motion respectively. Using the decomposed perturbing accelerations represented as the Fourier series expansion in eccentric anomaly ($E$), the perturbation
component in each direction can be expressed in terms of TFCs \((\alpha_k, \beta_k)\) \(^{[26]}\):

\[
F_R = \sum_{k=0}^{\infty} \left[ \alpha_k^R \cos kE + \beta_k^R \sin kE \right]
\]

\[
F_S = \sum_{k=0}^{\infty} \left[ \alpha_k^S \cos kE + \beta_k^S \sin kE \right]
\]

\[
F_W = \sum_{k=0}^{\infty} \left[ \alpha_k^W \cos kE + \beta_k^W \sin kE \right]
\]

\[(2.2)\]

As explained in Reference \([11]\), the use of eccentric anomaly as the basis for the Fourier series expansion is essential if the number of thrust coefficients is to be made finite. Substituting the Fourier series for the thrust vector components into the Gauss equations, the osculating orbital elements at a future time can be expressed as:

\[
\vec{\omega}(t) = \vec{\omega}_0 + \int_0^t \vec{\omega}(\tau) \, d\tau
\]

\[
= \vec{\omega}_0 + \int_0^t \left[ G(\vec{\omega}, \tau) \cdot \vec{\alpha}\beta \right] d\tau
\]

\[(2.3)\]

where \(\vec{\omega}\) is the state vector of osculating orbital elements, and \(G(\vec{\omega}, \tau)\) and \(\vec{\alpha}\beta\) are defined as:

\[
\vec{\omega} = \begin{bmatrix} a & e & i & \Omega & \omega & \sigma \end{bmatrix}^T
\]

\[
G(\vec{\omega}, \tau) = \sqrt{\frac{a}{\mu}} \begin{bmatrix}
2 \frac{\alpha \sin \nu}{\sqrt{1-e^2} \cos E} & 2 \frac{\sqrt{1-e^2} \sin \nu}{\cos \nu + \cos E} & 0 \\
\sqrt{1-e^2} \cos \nu & \sqrt{1-e^2} \cos(v + \cos E) & 0 \\
0 & 0 & \frac{\cos(v + \omega)}{\sqrt{1-e^2}} \\
0 & 0 & \frac{\cos(v + \omega)}{\sqrt{1-e^2}} \\
-2(1-e \cos E) + \frac{1-e^2 \cos \nu}{e} & \left(1 + \frac{1-e \cos E}{1-e^2} e\right) \sin \nu & -\cos(v + \omega) \left(1 + \frac{1-e \cos E}{1-e^2} \right) \sin \nu & 0
\end{bmatrix}
\]

\[
A = \begin{bmatrix}
1 & \cos E & \cos 2E & \cdots & \sin E & \sin 2E & \cdots
\end{bmatrix}
\]

\[
\vec{\alpha}\beta = \begin{bmatrix}
\alpha_0^R & \alpha_1^R & \alpha_2^R & \cdots & \beta_1^R & \beta_2^R & \cdots & \alpha_0^S & \alpha_1^S & \alpha_2^S & \cdots & \beta_1^S & \beta_2^S & \cdots & \alpha_0^W & \alpha_1^W & \alpha_2^W & \cdots & \beta_1^W & \beta_2^W & \cdots
\end{bmatrix}^T
\]

By defining \(\Delta\vec{\omega} = \vec{\omega}(t) - \vec{\omega}_0\) and \(\mathcal{G} = \int_0^t G(\vec{\omega}, \tau) \, d\tau\), Eq. \(2.3\) can be simplified as:

\[
\Delta\vec{\omega} = \mathcal{G} \cdot \vec{\alpha}\beta
\]

\[(2.4)\]
The Gauss equations in general form can also be derived from Eq. (2.3) as functions of TFCs:

\[ \dot{\vec{o}}(t) = G(\vec{o}, t) \cdot \vec{\alpha}\beta \]  

(2.5)

where \( G(\vec{o}, t) \) is a \( 6 \times \infty \) nonlinear function matrix of \( \vec{o} \).

If a perturbing acceleration is relatively small, then the orbital elements will not change dramatically and the change in orbital elements over one orbit period can be computed independent of an initial point in an orbit. Therefore, these averaged equations capture the secular evolution of the system. The first-order averaging is carried out with eccentric anomaly [11]:

\[
\frac{\vec{o}}{\vec{\alpha}} = \frac{1}{2\pi} \int_{0}^{2\pi} \dot{\vec{o}} dM = \frac{1}{2\pi} \int_{0}^{2\pi} G(\vec{o}, t)(1 - e \cos E) dE \cdot \vec{\alpha}\beta
\]

(2.6)

By integrating \( G(\vec{o}, t) \) over one orbital period with keeping the orbit elements constant, the “average” of \( G(\vec{o}, t) \) is computed as:

\[
\overline{G(\vec{o})}_{6 \times \infty} = \frac{1}{2\pi} \int_{0}^{2\pi} G(\vec{o}, t)(1 - e \cos E) dE
\]

(2.7)

By eliminating columns consisting of only zeros in \( \overline{G}_{6 \times \infty} \) and defining this column reduced \( 6 \times 14 \) matrix as \( \overline{G} \) and its corresponding TFC vector as \( \vec{c} \), the averaged orbit dynamic equation, Eq. (2.6), can be simplified to:

\[
\frac{\vec{o}}{\vec{\alpha}} = \overline{G(\vec{o})}_{6 \times \infty} \cdot \vec{\alpha}\beta = \overline{G(\vec{o})} \cdot \vec{c}
\]

(2.8)

\[
\vec{c} = \left[ \alpha_0^R \quad \alpha_1^R \quad \alpha_2^R \quad \beta_1^R \quad \alpha_0^S \quad \alpha_1^S \quad \alpha_2^S \quad \beta_1^S \quad \beta_2^S \quad \alpha_0^W \quad \alpha_1^W \quad \alpha_2^W \quad \beta_1^W \quad \beta_2^W \right]^T
\]

where \( \vec{c} \) is the vector of 14 TFCs for the averaged dynamics. From now, the bar sign over orbital elements will be omitted for clarity since we are focusing only on mean orbital elements in this
chapter. The $6 \times 14 \mathcal{G}$-matrix is obtained from the averaged equation is as follows:

\[
\mathcal{G} = \begin{bmatrix}
0 & 0 & 0 & G_{1,4} & G_{1,5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & G_{2,4} & G_{2,5} & G_{2,6} & G_{2,7} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
G_{5,1} & G_{5,2} & 0 & 0 & 0 & 0 & 0 & 0 & G_{5,8} & G_{5,9} & G_{5,10} & G_{5,11} & G_{5,12} & G_{5,13} & G_{5,14} \\
G_{6,1} & G_{6,2} & G_{6,3} & 0 & 0 & 0 & 0 & G_{6,8} & G_{6,9} & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]  \tag{2.9}

\begin{align*}
G_{1,4} &= \sqrt{\frac{a}{\mu}} a e \\
G_{2,4} &= \sqrt{\frac{a}{\mu}} \frac{1}{2} (1 - e^2) \\
G_{2,6} &= \sqrt{\frac{a}{\mu}} \sqrt{1 - e^2} \\
G_{3,10} &= \sqrt{\frac{a}{\mu}} \frac{1}{\sqrt{1 - e^2}} \frac{3}{2} e \cos w \\
G_{3,12} &= \sqrt{\frac{a}{\mu}} \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} e \cos w \\
G_{3,14} &= \sqrt{\frac{a}{\mu}} \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} \sqrt{1 - e^2} \sin w \\
G_{4,10} &= \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{3}{2} e \sin w \\
G_{4,12} &= \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} e \sin w \\
G_{4,14} &= \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} \sqrt{1 - e^2} \cos w \\
G_{5,1} &= \sqrt{\frac{a}{\mu}} \sqrt{1 - e^2} \\
G_{5,8} &= \sqrt{\frac{a}{\mu}} \frac{1}{2} (2 - e^2) \\
G_{5,10} &= -\cos i \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{3}{2} e \sin w \\
G_{5,12} &= -\cos i \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} e \sin w \\
G_{5,14} &= -\cos i \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{4} \sqrt{1 - e^2} \cos w \\
G_{6,1} &= -3 \sqrt{\frac{a}{\mu}} \\
G_{6,3} &= -\frac{1}{2} \sqrt{\frac{a}{\mu}} e^2 \\
G_{6,9} &= \sqrt{\frac{a}{\mu}} \frac{1}{2} \sqrt{1 - e^2} \\
G_{1,5} &= 2 \sqrt{\frac{a}{\mu}} a \sqrt{1 - e^2} \\
G_{2,5} &= \sqrt{\frac{a}{\mu}} \frac{3}{2} e \sqrt{1 - e^2} \\
G_{2,7} &= \sqrt{\frac{a}{\mu}} \frac{1}{2} e \sqrt{1 - e^2} \\
G_{3,11} &= \sqrt{\frac{a}{\mu}} \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} (1 + e^2) \cos w \\
G_{3,13} &= \sqrt{\frac{a}{\mu}} \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} \sqrt{1 - e^2} \sin w \\
G_{4,11} &= \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} (1 + e^2) \sin w \\
G_{4,13} &= \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} \sqrt{1 - e^2} \cos w \\
G_{5,2} &= \sqrt{\frac{a}{\mu}} \frac{1}{2} \sqrt{1 - e^2} \\
G_{5,9} &= \sqrt{\frac{a}{\mu}} \frac{1}{4} e \\
G_{5,11} &= -\cos i \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} (1 + e^2) \sin w \\
G_{5,13} &= -\cos i \sqrt{\frac{a}{\mu}} \csc i \frac{1}{\sqrt{1 - e^2}} \frac{1}{2} \sqrt{1 - e^2} \cos w \\
G_{6,2} &= \frac{1}{2} \sqrt{\frac{a}{\mu}} (4 e + \frac{1 - e^2}{e}) \\
G_{6,8} &= -\frac{1}{2} \sqrt{\frac{a}{\mu}} \frac{\sqrt{1 - e^2}}{e} (2 - e^2)
\end{align*}
The averaged Gauss equations have singularity problems in the case of $i = 0$, $e = 0$ or $e = 1$, however Hudson and Scheeres have shown that using nonsingular variables can avoid this issue [11]. It is not an issue for our research since the TFC event representation is utilized in Cartesian space. In the following chapters, the secular behavior of each mean orbital element with respect to corresponding TFCs will be analyzed in terms of sensitivity. Also, different combinations of TFCs will be tested to determine whether they enable control of the orbital elements separately.

2.2 Relationship between TFCs and time rates of change in mean orbital elements

To achieve a given orbital transfer in 6-dimensional orbit element space, we may select fewer than 14 TFCs to represent the control law. To recognize a minimal set of TFCs that represents a finite basis for any perturbing event or sequence of maneuvers, the time rates of change of the mean orbital elements related to the TFCs need to be analyzed. The $G$-matrix has a noticeable structure where certain sets of coupled orbital elements like $[a e]$, $[i \Omega]$, and $[\omega \sigma]$ are affected by certain TFC combinations. Analyzing the representation of TFCs as a function of change in orbit state, we study the controllability and the separability of the orbital elements and the impact of the TFC on each orbital element. In control problems, “controllability” is known as the ability of a control input to drive the state of a system from any initial state to any final state in a finite time interval [27]. We define “separability” as “the ability to separately control each orbital element while keeping all others constant on average”. To determine the separability we use numerical simulations to find valid TFC combinations that do not induce undesired secular drifts in other elements. The application of different TFC sets to various orbital transfers is shown in Fig. 2.1-2.5. Initial conditions for these transfers are all the same (case 1 in Table D.1) and a normalized gravitational parameter ($\mu = 1$) is used. Assuming that the orbit is elliptic ($0 < e < 1$) and non-equatorial ($i \neq 0$), singularity checks are also conducted on blocks within the $G$-matrix to verify valid sets of TFCs that allow the controllability of the orbital elements. To find out the impact of each TFC on different mean orbital elements, sensitivity checks are performed by calculating the
impacting factors on each mean orbital element. By doing this analysis, several efficient sets of 6 TFCs are obtained and they become the essential TFC candidate sets.

### 2.2.1 Controlling semi-major axis and eccentricity: $a, e$

The time rate of change in $[a e]$ is related to the following 4 TFCs, including one from the radial component and three from the circumferential component of a perturbing acceleration:

$$
\begin{bmatrix}
\dot{a} \\
\dot{e}
\end{bmatrix} = \frac{1}{2} \sqrt{\frac{a}{\mu}} \sqrt{1 - e^2} \begin{bmatrix}
\frac{ae}{\sqrt{1 - e^2}} & 4a & 0 & 0 \\
2 & -3e & 2 & -\frac{e}{2}
\end{bmatrix} \begin{bmatrix}
\beta^R \\
\alpha^S_0 \\
\alpha^S_1 \\
\alpha^S_2
\end{bmatrix}
$$

(2.10)

Only $\beta^R_1$ and $\alpha^S_0$ control the time rate change of the semi-major axis. For the eccentricity, $\alpha^S_1$ has the biggest impact on $\dot{e}$ followed by $\beta^R_1$, $\alpha^S_0$ and $\alpha^S_2$. A singularity problem exists when $\dot{a}$ and $\dot{e}$ are controlled by just using $\alpha^S_1$ and $\alpha^S_2$. Therefore, five different sets of TFCs are available to control $[a e]$ which are $[\beta^R_1 \alpha^S_0]$, $[\alpha^S_0 \alpha^S_1]$, $[\alpha^S_0 \alpha^S_2]$, $[\beta^R_1 \alpha^S_1]$, $[\beta^R_1 \alpha^S_2]$. Table 2.1 summarizes how these different TFC sets can control $[a e]$ without affecting the other orbital elements. For instance, a set consisting of $\alpha^S_0$ from the circumferential direction and $\beta^R_1$ from radial direction can be used to control $\dot{a}$ and $\dot{e}$. Those two TFC values are calculated by using an initial value, a desired final value and a required time of completing the transfer, then $[a e]$ are obtained by integrating Eq. 2.10.

Figure 2.1 shows that the integration result of mean orbital elements from the averaged equations using this TFC set agrees well with the secular motion of osculating orbital elements from the integration of the full dynamics equations. The 6th subplot describes how the $\sigma$ term is changing due to the fact that the position of perigee shifts slowly and the average angular speed (mean motion) varies when semi-major axis is changing. As a result, only 2 of the 5 controllable TFC
sets are able to control the orbital elements separately. The remaining sets show undesired secular drifts in $\omega$ and $\sigma$, especially when $e$ has a second order frequency in one of its thrust coefficients. A synchronized effect between the second order frequency of $e$ and the Fourier series of a perturbing force acting on $\omega$ and $\sigma$ is making the actual mean values of those two orbital elements drift from the desired mean values, which are shown at subplot (c) and (d) of Fig. 2.1.

### 2.2.2 Controlling argument of perigee and epoch of periapsis passage: $\omega$, $\sigma$

The time rate of change in $[\omega \sigma]$ is related to 5 TFCs from the radial and circumferential components of perturbation, while $\dot{\omega}$ is also affected by 5 TFCs from the normal component of perturbation:

$$
\begin{bmatrix}
\dot{\omega} \\
\dot{\sigma}
\end{bmatrix} = \frac{1}{2} \sqrt{\frac{a}{\mu}} \begin{bmatrix}
2\sqrt{1-e^2} & -\frac{\sqrt{1-e^2}}{e} & 0 & \frac{2-e^2}{e} & -\frac{1}{2} \\
-6 & \frac{3e^2+1}{e} & -e^2 & -\frac{2-e^2}{e} \sqrt{1-e^2} & \frac{\sqrt{1-e^2}}{2}
\end{bmatrix} \begin{bmatrix}
\alpha_0^R \\
\alpha_1^R \\
\alpha_2^R \\
\beta_1^S \\
\beta_2^S
\end{bmatrix}
$$

By setting the 5 TFCs in the normal direction to zero, $[\omega \sigma]$ can be controlled by using 5 TFCs in radial and circumferential directions. Since the sensitivity of these TFCs on $[\omega \sigma]$ is a function of $a$ and $e$, the order of impact can be found: $\beta_1^S > \alpha_1^R > \alpha_0^R > \beta_2^S > \alpha_2^R$ for small eccentricity. A singularity exists when $\dot{\omega}$ and $\dot{\sigma}$ are evaluated by just using $\beta_1^S$ and $\beta_2^S$. Therefore, 9 different sets of TFCs are available to control $[\omega \sigma]$, when there is no perturbation in normal direction. Table 2.2 summarizes how the selected TFC set can control $[\omega \sigma]$ without affecting the other orbital elements. Figure 2.2 shows how each TFC set can control the mean orbital elements by comparing them with the osculating orbital elements from integration of the full dynamics equations. We find that 3
Figure 2.1: Controlling $a$ and $e$ using different TFC set
out of the 9 TFC sets are able to control $[\omega \sigma]$ separately and those valid sets consist of only zero- and first-order frequency terms. However, $[\omega \sigma]$ cannot be controlled separately if there is a perturbation in normal direction which will change $\omega$ through the 5 TFCs in the normal direction. Since there is a coupling effect among $\dot{i} \dot{\Omega} \dot{\omega}$ and $\dot{\sigma}$, a valid TFC set to control those 4 orbital elements with separability has to be considered together. This will be discussed in the following chapter.

Table 2.2: Separability of $\omega$ and $\sigma$ using different TFC sets

<table>
<thead>
<tr>
<th></th>
<th>$[\alpha_0^W \alpha_1^W]$</th>
<th>$[\alpha_0^W \beta_1^W]$</th>
<th>$[\alpha_0^W \beta_2^W]$</th>
<th>$[\alpha_1^W \alpha_2^W]$</th>
<th>$[\alpha_1^W \beta_1^W]$</th>
<th>$[\alpha_1^W \beta_2^W]$</th>
<th>$[\alpha_2^W \beta_1^W]$</th>
<th>$[\alpha_2^W \beta_2^W]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separability</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

2.2.3 Controlling inclination and longitude of ascending node: $i, \Omega$

The time rate change in $[i \Omega]$ are related to 5 TFCs from the normal component of perturbation:

$$
\begin{bmatrix}
\dot{i} \\
\dot{\Omega}
\end{bmatrix} = -\frac{1}{4} \sqrt{\frac{a}{\mu (1 - e^2)}} \begin{bmatrix}
6e \cos w & -2(1 + e^2) \cos w & e \cos w & 2\sqrt{1 - e^2} \sin w & -e \sqrt{1 - e^2} \sin w \\
6e \sin w \sin w & -2(1 + e^2) \sin w & e \sin w & 2\sqrt{1 - e^2} \cos w & -e \sqrt{1 - e^2} \cos w
\end{bmatrix} \begin{bmatrix}
\alpha_0^W \\
\alpha_1^W \\
\alpha_2^W \\
\beta_1^W \\
\beta_2^W
\end{bmatrix}
$$

(2.12)

Following the previous sensitivity analysis, $\alpha_0^W, \alpha_1^W$, and $\beta_1^W$ are found to have more impact on $\dot{i}$ and $\dot{\Omega}$. Singularity problems exist when $\dot{i}$ and $\dot{\Omega}$ are calculated by just using $\alpha_0^W, \alpha_1^W$, and $\alpha_2^W$ or just using $\beta_1^W$ and $\beta_2^W$. Therefore, 6 TFC sets are available for controlling $[i \Omega]$. However, different from the other orbital elements, $[i \Omega]$ cannot be controlled separately by these TFC sets because their effect on $\omega$ will also affect $i$ eventually. For instance, Fig. 2.3 shows how one of those TFC sets affects $\omega$ as well as $[i \Omega]$. To control this coupling effect, $[i \Omega]$ and $[\omega \sigma]$ have to be considered together. The following chapter shows how to find the valid TFC sets for these orbital elements.
Figure 2.2: Controlling $\omega$ and $\sigma$ using different TFC set
Figure 2.3: Controlling $i$ and $\Omega$ with $[\alpha_1^W, \beta_1^W]$
2.2.4 Controlling 4 orbital elements: \(i, \Omega, \omega, \sigma\)

Combining the previously selected 9 TFC sets for \([\omega \sigma]\) with 6 available TFC sets for \([i \Omega]\), 54 candidate sets can be constructed to control \(i, \Omega, \omega\) and \(\sigma\) independently. For example, a TFC set consisting of \(\alpha_0^R, \beta_1^S, \alpha_1^W, \beta_1^W\) can be used to calculate the time rate of \([i \Omega \omega \sigma]\):

\[
\begin{bmatrix}
\dot{i} \\
\dot{\Omega} \\
\dot{\omega} \\
\dot{\sigma}
\end{bmatrix} = \frac{1}{2} \sqrt{\frac{a}{\mu}} \begin{bmatrix}
0 & 0 & \sqrt{\frac{1}{1-e^2}} (1 + e^2) \cos w & -\sin w \\
0 & 0 & \sqrt{\frac{1}{1-e^2}} (1 + e^2) \frac{\sin w}{\sin i} & \frac{\cos w}{\sin i} \\
2 \sqrt{1 - e^2} & \frac{2 - e^2}{e} & -\frac{\cos i}{\sin i} (1 + e^2) \sin w & -\frac{\cos i}{\sin i} \cos w \\
-6 & \frac{2 - e^2}{\sqrt{1 - e^2}} & 0 & 0
\end{bmatrix} \begin{bmatrix}
\alpha_0^R \\
\beta_1^S \\
\alpha_1^W \\
\beta_1^W
\end{bmatrix} \tag{2.13}
\]

The \(4 \times 4\) matrix in Eq. (2.13) has a determinant of \(\frac{a^2 (4-e^2) (e^2+1)}{8 \mu^2 \sin i \sqrt{1-e^2}}\) that becomes 0 only when \(e^2 = 2\) or \(a = 0\). Therefore, this equation does not have any singularity problem and provides an adequate TFC set to control those orbital elements. Simulation results show that 18 out of those 54 candidate sets are valid to control those orbital elements separately and those 18 sets all consists of zero- and first-order terms: combinations of \([\{\alpha_0^R \alpha_1^R\}, [\alpha_0^R \beta_1^S], [\alpha_1^R \beta_1^S]\}\) and \([\{\alpha_0^W \beta_1^W\}, [\alpha_0^W \beta_2^W], [\alpha_1^W \beta_1^W], [\alpha_1^W \beta_2^W], [\alpha_2^W \beta_1^W], [\alpha_2^W \beta_2^W]\}\). Figure 2.4 shows that a valid set is able to control \([i \Omega]\) and \([\omega \sigma]\) separately to generate a required secular motion. On the contrary, Fig. 2.5 shows how invalid sets fail to control orbital elements separately. The integration results of orbital elements neither match with the osculating orbital elements nor control the secular motion of osculating orbital elements separately.

2.3 Finding the essential TFC set

2.3.1 Essential TFC candidate sets

From the analysis in the previous chapter, we can derive 270 different controllable sets that combine 6 out of the 14 TFCs such that they do not have singularity problems for controlling the orbital elements. Out of these 270 sets, there are 36 valid sets that are able to control each orbital element separately. Among those 36 sets, it is possible to find the most efficient sets for controlling the secular motion of orbital elements. To do this we consider the sensitivity of each orbital element.
Figure 2.4: Controlling orbital elements with $[\alpha_0^R \beta_0^S \alpha_1^W \beta_1^W]$
Figure 2.5: Controlling orbital elements using an invalid set
on the candidate TFCs and the separability of the orbital elements. We find that $\alpha_0^S$, $\alpha_1^S$ or $\beta_1^R$ have larger impacts on $\dot{a}$ and $\dot{e}$, that $\alpha_0^R$, $\alpha_1^R$ and $\beta_1^S$ have larger impacts on $[\omega \sigma]$, and that $(\alpha_1^W, \beta_1^W)$ have the largest impact on $i$ and $\hat{\Omega}$. Therefore, the essential TFC candidate sets we settle on are:

\[
\vec{c}_{ess1} = \begin{bmatrix} \alpha_0^R & \alpha_0^S & \alpha_1^S & \beta_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

\[
\vec{c}_{ess2} = \begin{bmatrix} \alpha_0^R & \beta_1^R & \alpha_0^S & \beta_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

\[
\vec{c}_{ess3} = \begin{bmatrix} \alpha_0^R & \alpha_1^R & \alpha_0^S & \alpha_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

\[
\vec{c}_{ess4} = \begin{bmatrix} \alpha_1^R & \beta_1^R & \alpha_0^S & \alpha_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

\[
\vec{c}_{ess5} = \begin{bmatrix} \alpha_1^S & \alpha_0^S & \alpha_1^S & \beta_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

\[
\vec{c}_{ess6} = \begin{bmatrix} \alpha_1^R & \beta_1^R & \alpha_0^S & \beta_1^S & \alpha_1^W, \beta_1^W \end{bmatrix}
\]

Note that none of these candidate sets have an order-2 frequency component. If the candidate set 6, for instance, is used to control orbital elements, their corresponding $\vec{G}_{ess6}$ matrix could be obtained from Eq. (2.8):

\[
\vec{\dot{c}}(t) = \vec{G}_{ess6}(\vec{c}) \cdot \vec{c}_{ess6}
\]

\[
\vec{G}_{ess6} = \frac{1}{2} \sqrt{\frac{c}{\mu}} \begin{bmatrix}
0 & 2ae & 4a\sqrt{1-e^2} & 0 & 0 & 0 \\
0 & 1-e^2 & -3e\sqrt{1-e^2} & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{\frac{1}{1-e^2}} (1+e^2) \cos w & -\sin w & 0 \\
0 & 0 & 0 & \sqrt{\frac{1}{1-e^2}} (1+e^2) \sin w & \frac{\cos w}{\sin i} & 0 \\
-\frac{1}{e}\sqrt{1-e^2} & 0 & 0 & \frac{2-e^2}{e} & -\frac{\cos i}{\sin^2 (1+e^2)} \sin w & -\frac{\cos i}{\sin^2 i} \cos w \\
\frac{3e^2+1}{e} & 0 & 0 & -\frac{2-e^2}{e} \sqrt{1-e^2} & 0 & 0
\end{bmatrix}
\]

(2.15)

Using the inverse of $\vec{G}_{ess6}$ matrix with initial and final states of orbital elements and the transferring
time, the TFC set 6 can be obtained to control the time rate of orbital elements:

$$\begin{bmatrix} \alpha_1^R & \beta_1^R & \alpha_0^S & \beta_1^S & \alpha_1^W & \beta_1^W \end{bmatrix}^T = \hat{G}_{ess6}(\overrightarrow{e})^{-1} \begin{bmatrix} \dot{a} & \dot{e} & \dot{i} & \dot{\Omega} & \dot{\omega} & \dot{\sigma} \end{bmatrix}^T$$  \quad (2.16)

$$\hat{e}_{ess6} = \hat{G}_{ess6}(\overrightarrow{e})^{-1} \cdot \hat{e}(t)$$

$$= \hat{G}_{ess6}(\overrightarrow{e})^{-1} \cdot \left[ \frac{\overrightarrow{e}(t_f) - \overrightarrow{e}(t_0)}{t_f - t_0} \right]$$  \quad (2.17)

In order to find the superior set among those candidate sets, numerical simulations are performed and each candidate set of TFCs is applied to different cases of orbital transfers. Initial and final states for different orbital transfer cases are shown in Table. D.1. There are cases for which the time rates of change in orbital elements are either positive (case 1) or negative (case 2) with different initial eccentricities. The required orbital transfer time for all cases is 6 orbital periods. Case 1 and 2 are simulated by using the normalized gravitational parameter ($\mu = 1$) while case 3 is simulated with a unnormalized gravitational parameter. All simulations performed in this paper used MATLAB’s ode45 function as a numerical scheme. Figure 2.6 shows how each TFC set controls the mean orbital elements separately for case 1. Even though the averaged trajectories obtained from each TFC set confirm the secular behaviors of osculating orbital elements quite well, some sets cannot control the mean orbital elements precisely. Subplot (e) and (f) in Fig. 2.6 show that set 5 and 6 induce slight secular drifts from the true mean values due to interfering effects between selected TFCs and the dynamics. For all the cases, set 1 and 2 perform best to control the orbital elements to reach the desired state at the given time.

Table 2.3: Initial and desired final state of orbital elements for different cases

<table>
<thead>
<tr>
<th>Case #</th>
<th>State</th>
<th>$a$</th>
<th>$e$</th>
<th>$i, deg$</th>
<th>$\Omega, deg$</th>
<th>$\omega, deg$</th>
<th>$\sigma, deg$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (normalized)</td>
<td>initial</td>
<td>100</td>
<td>0.1</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>final</td>
<td>105</td>
<td>0.105</td>
<td>10.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 (normalized)</td>
<td>initial</td>
<td>100</td>
<td>0.9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>final</td>
<td>95</td>
<td>0.855</td>
<td>9.5</td>
<td>9</td>
<td>9</td>
<td>-1</td>
</tr>
<tr>
<td>3 (real unit)</td>
<td>initial</td>
<td>7500(km)</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>final</td>
<td>7700(km)</td>
<td>0.55</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>5</td>
</tr>
</tbody>
</table>
Figure 2.6: Controlling 6 orbital elements using different TFC sets for case 1
2.3.2 Minimum norm solution using 14 TFCs

For a given change in the orbital elements, there are an infinite number of solutions for the 14 TFCs that could induce the specific secular behavior. To obtain a unique solution for the 14 TFC set, the minimum norm criterion can be applied. The minimum norm criterion chooses \( \vec{c} \) to minimize \( \vec{c}^T \cdot \vec{c} \), which is also subject to Eq. (2.8). Hence, the following cost function is obtained:

\[
J(\vec{c}) = \frac{1}{2} \vec{c}^T \cdot \vec{c} + \lambda^T \left[ \dot{\vec{\alpha}}(t) - \mathcal{G}(\vec{\alpha}) \cdot \vec{c} \right]
\] (2.18)

Using the pseudo-inverse of \( \mathcal{G}(\vec{\alpha}) \)-matrix with initial and final states of orbital elements and a transfer time between two states, a minimum norm solution of those 14 TFCs can be obtained analytically which will control the secular motion of trajectory to reach the given final state.

\[
\vec{c} = \mathcal{G}(\vec{\alpha})^T \cdot \left[ \mathcal{G}(\vec{\alpha}) \cdot \mathcal{G}(\vec{\alpha})^T \right]^{-1} \cdot \left[ \frac{\dot{\vec{\alpha}}(t_f) - \dot{\vec{\alpha}}(t_0)}{t_f - t_0} \right]
\] (2.19)

A numerical example of the minimum norm solution for case 1 is shown in Fig. 2.8, where the mean orbital element with the minimum norm solution is almost identical to the mean orbital element of an averaged solution computed from the essential TFC set.

2.3.3 Cost analysis

A cost analysis has been performed on these essential TFC candidate sets to find which is the most effective one for minimizing the control effort. A cost function is defined to attain a minimum energy solution over one orbit period which will eventually provide the minimized control solution to manage the secular behavior of orbital elements over a long time span:

\[
J(\vec{c}) = \frac{1}{2\pi} \int_0^{2\pi} (F_R^2 + F_S^2 + F_W^2)(1 - e \cos E)dE
\] (2.20)
By substituting the Fourier series expansion of perturbing force components, which are made up of
the 14 TFCs, into Eq. (2.20), the cost function can be simplified due to orthogonality conditions:

\[
J(\vec{c}) = \frac{1}{2\pi} \int_{0}^{2\pi} (\alpha R + \alpha_1 R \cos E + \beta_1 R \sin E + \alpha_2 R \cos 2E)^2 (1 - e \cos E) dE \\
+ \frac{1}{2\pi} \int_{0}^{2\pi} (\alpha S + \alpha_1 S \cos E + \beta_1 S \sin E + \alpha_2 S \cos 2E + \beta_2 S \sin 2E)^2 (1 - e \cos E) dE \\
+ \frac{1}{2\pi} \int_{0}^{2\pi} (\alpha W + \alpha_1 W \cos E + \beta_1 W \sin E + \alpha_2 W \cos 2E + \beta_2 W \sin 2E)^2 (1 - e \cos E) dE
\]

\[
= \frac{1}{2} (\vec{c}^T \cdot \vec{c} + (\alpha_0 R)^2 + (\alpha_0 S)^2 + (\alpha_0 W)^2) - \frac{e}{2} (2\alpha_0 \alpha_1 R + 2\alpha_0 \alpha_2 R + 2\alpha_0 \alpha_1 S + \alpha_1 \alpha_2 S + \beta_1 \beta_2 S + 2\alpha_0 \alpha_1 W + \alpha_1 \alpha_2 W + \beta_1 \beta_2 W)
\]

Applying this simplified equation to the essential TFC candidate sets that control each orbital
element for different cases, the energy costs are computed in Table. 2.4. Overall, set 1 requires the
least control effort to reach the desired final state for all three cases. Table. 2.4 also includes the
cost of changing mean orbital elements by using minimum norm solution which uses 14 TFCs to
control the orbital elements. Note that the event representation with 14-TFC set provides more
cost efficient control law than the sets with 6 TFCs. Therefore, it can represents a USE more
accurately when the event is related to optimal thrusting.

### 2.3.4 Essential TFC set

Considering the separability of the orbital elements’ secular behavior as well as the cost of
control effort, set 1 appears to be the most efficient 6-TFC set to represent a sequence of unmodeled
events acting on a satellite:

\[
\vec{c}_{ess} = \{ \alpha_0 R, \alpha_0 S, \alpha_1 S, \beta_1 S, \alpha_1 W, \beta_1 W \}
\]
Any orbit transfer can be accomplished by this essential TFC set that defines how the control law needs to be constructed. The selected essential set consists of six TFCs, which are zero- or first-order terms: one from the radial direction, two from the normal direction, and three from the circumferential direction of perturbation as described in Fig. 2.7. The zero-order terms give a base value which the first-order sinusoidal components oscillate around. Since this set has only a zero-order term in radial component, the perturbing force component in radial direction will be fixed at a certain value. The circumferential components represent periodic effects of the perturbation using the sine and cosine components as well as a fixed term. This set is useful because it is usually optimal to have a controlling force on a circumferential direction rather than the radial direction. The normal component in this set is able to represent a periodic effect of a perturbation on the normal direction. Using this essential TFC set, an efficient control law can be obtained to satisfy the given orbital transfer.

\[ U_s = \alpha_0 + \alpha_1 \cos E + \beta_1 \sin E \]

Figure 2.7: Essential TFC set
2.4 Different solutions for the essential TFC set to represent an event

2.4.1 Averaged solution

Using the essential TFC set instead of using the full set of 14 TFCs, a control law is obtained from the averaged equation:

\[ \ddot{\overline{\omega}}(t) = \overline{C}_{ess}(\overline{\omega}) \cdot \overline{c}_{ess} \]  

(2.23)

where the \( \overline{C}_{ess} \) matrix corresponding to the essential TFC set:

\[
\overline{C}_{ess} = \frac{1}{2} \sqrt{\frac{\mu}{a}} \begin{bmatrix}
0 & 4a\sqrt{1-e^2} & 0 & 0 & 0 & 0 \\
0 & -3c\sqrt{1-e^2} & 2\sqrt{1-e^2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
2\sqrt{1-e^2} & 0 & 0 & \frac{2-a^2}{e^2} \sqrt{1-e^2} & 0 & 0 \\
-6 & 0 & 0 & -\frac{2-a^2}{e^2} \sqrt{1-e^2} & 0 & 0
\end{bmatrix}
\]

Following the same procedure of deriving Eqs. 2.16, 2.17 with the inverse of \( \overline{C}_{ess} \) matrix, the averaged solution can be obtained to make mean orbital elements to reach the desired final state.

\[
\begin{bmatrix}
\alpha_0^R \\
\alpha_0^S \\
\alpha_i^S \\
\beta_i^S \\
\alpha_i^W \\
\beta_i^W
\end{bmatrix}
\]  

(2.24)

\[
\overline{c}_{ess} = \overline{C}_{ess}(\overline{\omega})^{-1} \cdot \left[ \frac{\ddot{\omega}(t_f) - \ddot{\omega}(t_0)}{t_f - t_0} \right]
\]  

(2.25)

Figure 2.8 shows that mean orbital elements successfully represent the secular behavior of the orbit trajectory, but there is an offset from the true averaged values of osculating orbital elements since the average values of the short period oscillations are not zero. To make a short period correction, the averaged values of short period oscillation have to be added to the mean orbital elements. Using Eqs. 2.3, 2.8 with the essential TFC set, the osculating orbital elements as well as the mean orbital elements at any time \( t \) can be calculated:

\[
\ddot{\omega}(t) = \ddot{\omega}_0 + \int_0^t [G(\ddot{\omega}, \tau) \cdot \overline{c}_{ess}] \, d\tau
\]  

(2.26)

\[
\overline{\omega}(t) = \overline{\omega}_0 + \int_0^t [\overline{G}(\overline{\omega})_{ess} \cdot \overline{c}_{ess}] \, d\tau
\]  

(2.27)
Figure 2.8: Averaged/Minimum norm solutions vs short period corrected solution for case 1
The short period correction term then can be computed by averaging their difference over one orbit period [36]. Since the averaged components, $G(\vec{\alpha})_{\text{ess}} \cdot c_{\text{ess}}$, is constant over one orbit period, it can be simplified:

$$\delta \vec{\alpha} = \frac{1}{T} \int_{0}^{T} \int_{0}^{\tau} \left[ G(\vec{\alpha}, \tau) \cdot \vec{\alpha} \beta - G(\vec{\alpha})_{\text{ess}} \cdot c_{\text{ess}} \right] d\tau' d\tau$$

$$= \frac{1}{T} \int_{0}^{T} \int_{0}^{\tau} \left[ G(\vec{\alpha}, \tau) \cdot \vec{\alpha} \beta \right] d\tau' d\tau - \frac{T}{2} G(\vec{\alpha})_{\text{ess}} \cdot c_{\text{ess}}$$  \hspace{1cm} (2.28)

This short period correction is compatible with the initial offset correction term used in [11]. This correction term can be added to the original averaged dynamics equation, Eq. (2.27), and forces the mean orbital elements to capture the true mean behavior of an orbit:

$$\vec{\alpha}(t) = \vec{\alpha}_0 + \delta \vec{\alpha} + \left[ G(\vec{\alpha})_{\text{ess}} \cdot c_{\text{ess}} \right] t$$  \hspace{1cm} (2.29)

By using Eq. (2.25), the corrected averaged trajectories obtained from an essential TFC set can be expressed as:

$$\vec{\alpha}(t) = \vec{\alpha}_0 + \delta \vec{\alpha} + \left( G_{\text{ess}}(\vec{\alpha}) \cdot G_{\text{ess}}(\vec{\alpha})^{-1} \cdot \left( \frac{\vec{\alpha}(t_f) - \vec{\alpha}_0}{t_f} \right) \right) t$$

$$= \vec{\alpha}_0 + \delta \vec{\alpha} + \left( \frac{\vec{\alpha}(t_f) - \vec{\alpha}_0}{t_f} \right) t$$  \hspace{1cm} (2.30)

Figure 2.8 shows how the short period correction term, Eq. (2.28), yields more reliable mean values of orbital elements compared to the mean orbital elements from the averaged solution, Eq. (2.25), or the minimum norm solution, Eq. (2.19), without the correction term.

2.4.2 Non-averaged solution

The averaged solution is focusing on orbital mechanics over long-duration while excluding short-periodic behavior which only reflects local dynamics of orbital elements within each transfer revolution. Due to this fact, the osculating orbital elements driven by the averaged solution show large errors in final state after a long transfer time. Therefore, it is necessary to obtain short-period information to reach our desired final state using the essential TFC set. To match the final state
requirement, we need to extract the osculating orbital elements from the orbital dynamics using the essential TFC set. The osculating orbital elements at a future time, which consist of short periodic variations as well as the secular variations, could be obtained from Eq. (2.3):

$$\vec{\omega}(t) = \vec{\omega}_0 + \int_0^t G(\vec{\omega}, \tau)_{\text{ess}} d\tau \cdot \vec{c}_{\text{ess}}$$

$$= \vec{\omega}_0 + \mathcal{G}_{\text{ess}} \cdot \vec{c}_{\text{ess}}$$

(2.31)

where \(G(\vec{\omega}, \tau)_{\text{ess}}\) is a 6×6 block matrix of \(G(\vec{\omega}, \tau)\) that contains the frequency terms that correspond to the selected TFCs of the essential set. Integrating this \(G(\vec{\omega}, \tau)_{\text{ess}}\) over time using eccentric anomaly, their corresponding \(\mathcal{G}_{\text{ess}}\) matrix is obtained:

$$\mathcal{G}_{\text{ess}} = \int_0^t G(\vec{\omega}, \tau)_{\text{ess}} d\tau$$

$$= \frac{1}{n} \int_0^E G(\vec{\omega}, \tau)_{\text{ess}}(1 - e \cos E) dE$$

(2.32)

The matrix expression for Eq. (2.32) is shown in the Appendix A. When computing the integration of \(G(\vec{\omega}, \tau)_{\text{ess}}\) over time, the orbital elements are assumed to be constant. This \(\mathcal{G}_{\text{ess}}\) matrix with Eq. (2.31) gives a non-averaged solution. Using the inverse of \(\mathcal{G}_{\text{ess}}\) matrix with initial and final states of orbital elements and the transfer time, the essential TFC solution can be obtained to control the time rate of osculating orbital elements.

$$c_{\text{ess}} = \mathcal{G}_{\text{ess}}^{-1} [\vec{\omega}(t) - \vec{\omega}_0]$$

(2.33)

The osculating orbital elements solution computed with the essential TFC set matches the secular behavior of the mean orbital elements obtained by averaged equations. As expected, the final state obtained from the osculating orbital elements solution is closer to the desired final state, which is shown in Table 2.5 and Fig. 2.9.
2.4.3 Numerically updated solution

In orbital element space: So far, the approximate values of the essential TFC set are obtained analytically by using either mean orbital elements or osculating orbital elements.

Averaged solution:

$$\overrightarrow{c}_{\text{ess}} = \left[ \frac{1}{2\pi} \int_{0}^{2\pi} G_{\text{ess}}(\overrightarrow{\omega}, t)(1 - e \cos E) dE \right]^{-1} \cdot \frac{[\overrightarrow{\omega}(t_f) - \overrightarrow{\omega}(t_0)]}{t_f - t_0} \quad (2.34)$$

Non-averaged solution:

$$\overrightarrow{c}_{\text{ess}} = \left[ \frac{1}{n} \int_{0}^{E} G_{\text{ess}}(\overrightarrow{\omega}, t)(1 - e \cos E) dE \right]^{-1} \left[ \overrightarrow{\omega}(t_f) - \overrightarrow{\omega}(t_0) \right] \quad (2.35)$$

The above two solutions are obtained by assuming that the orbital elements stay constant over an orbital transfer during integration. This assumption makes errors in the TFC calculations, which eventually induces noticeable position and velocity errors at the final states especially when there is large difference between the two states. Those errors can be corrected by using a numerical iteration method to update the TFC values. Either the averaged or non-averaged solutions can serve as a good initial estimate to initiate the numerical computation. Using this initial estimate as a starting point, the two-point boundary value problem between the states and epochs can be solved using the Newton iteration [28] and using the numerically integrated Gauss equations with the updated TFC values. The following section describes how to update TFC values in the iteration process.

Equation 2.3 can be rewritten by using the essential coefficient set in the Gaussian equation:

$$\overrightarrow{\alpha}(t) = \overrightarrow{\alpha}_0 + \int_{0}^{t} \left[ G_{\text{ess}}(\overrightarrow{\alpha}, \tau) \cdot \overrightarrow{c}_{\text{ess}} \right] d\tau$$

$$= \overrightarrow{\alpha}_0 + G_{\text{ess}}(\overrightarrow{\omega}, t) \cdot \overrightarrow{c}_{\text{ess}} \quad (2.36)$$

By defining \( \psi(t_0, t_f, \overrightarrow{\alpha}_0, \overrightarrow{c}_{\text{ess}}) = \overrightarrow{\alpha}_0 + G_{\text{ess}}(\overrightarrow{\omega}, t) \cdot \overrightarrow{c}_{\text{ess}} \) and using the Taylor expansion, an updated solution flow can be expressed:

$$\psi(t_0, t_f, \overrightarrow{\alpha}_0, \overrightarrow{c}_{\text{ess}} + \delta \overrightarrow{c}) = \psi(t_0, t_f, \overrightarrow{\alpha}_0, \overrightarrow{c}_{\text{ess}}) + \frac{\partial \psi}{\partial \overrightarrow{c}_{\text{ess}}} \cdot \delta \overrightarrow{c}_{\text{ess}} + H.O.T \quad (2.37)$$

To drive \( \psi(t_0, t_f, \overrightarrow{\alpha}_0, \overrightarrow{c}_{\text{ess}} + \delta \overrightarrow{c}) \) very close to the desired final state values(\( \overrightarrow{\alpha}_{\text{desired}} \)), the following
condition has to be satisfied:

\[
\vec{\alpha}_{\text{desired}} - \psi(t_0, t_f, \vec{\alpha}_0, \vec{c}_{\text{ess}}) - \frac{\partial \psi}{\partial \vec{c}_{\text{ess}}} \cdot \delta \vec{c}_{\text{ess}} - H.O.T = 0
\]  

(2.38)

Ignoring the high order terms in the Taylor’s series and defining \( \Phi_c(t, t_0) = \frac{\partial \psi}{\partial \vec{c}_{\text{ess}}} \), a proper \( \vec{c} \) can be obtained by updating \( \delta \vec{c} \) numerically:

\[
\delta \vec{c} = \Phi_c^{-1}(t_f, t_0) \left[ \vec{\alpha}_{\text{desired}} - \psi(t_0, t_f, \vec{\alpha}_0, \vec{c}_{\text{ess}}) \right]
\]  

(2.39)

\[
\Phi_c(t, t_0) = \frac{\partial \psi}{\partial \vec{c}_{\text{ess}}} = G_{\text{ess}}(\vec{\alpha}, t), \quad \Phi_c(0, 0) = 0
\]  

(2.40)

\[
\dot{\Phi}_c(t, t_0) = \frac{d}{dt} \left[ \frac{\partial \psi}{\partial \vec{c}_{\text{ess}}} \right] = \frac{\partial}{\partial \vec{c}_{\text{ess}}} \left[ \frac{d \psi}{dt} \right] = \frac{\partial (G_{\text{ess}}(\vec{\alpha}, t) \cdot \vec{c}_{\text{ess}})}{\partial \vec{c}_{\text{ess}}} \cdot \Phi_c + G_{\text{ess}}(\vec{\alpha}, t)
\]  

(2.41)

Numerical simulations are performed on the previous three different cases with the different solutions which also includes the minimum norm solution for comparison purposes. The resulting final position and velocity errors are shown in Table 2.5. It clearly shows that the numerically updated solution provides the most precise solution of the essential TFC values that control the orbital elements to meet the desired final state. The minimum norm solution which uses 14 TFCs works better than the averaged solution, but is less efficient than non-averaged solutions which uses 6 TFCs. Using the numerical iteration method, the essential TFC set is able to provide a precise control law to meet the final condition. Figure 2.9 shows different trajectories obtained by numerical integrations of the orbital elements using the Gauss equations with different solutions for case 3. They all have similar secular behaviors, but the numerically updated solution gives a more precise solution. So far, the maneuver cases have been relevant for orbit elements under an assumption that the thrust magnitude is relatively small. However, a difficulty arises to get a converged solution when the orbit is perturbed by a large thrust maneuvers. If a thrust acceleration is relatively large, then the orbital elements change significantly within one orbit period and the
Figure 2.9: Controlling 6 orbital elements using different TFC solutions for Case 3
Table 2.5: Final position and velocity errors by using different TFC solutions

<table>
<thead>
<tr>
<th>Case #</th>
<th></th>
<th>Averaged</th>
<th>Non-averaged</th>
<th>Numerically Updated</th>
<th>Minimum Norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pos</td>
<td>2.0293</td>
<td>0.3801</td>
<td>$1.3492 \times 10^{-13}$</td>
<td>1.5306</td>
</tr>
<tr>
<td></td>
<td>Vel</td>
<td>$1.5846 \times 10^{-3}$</td>
<td>$3.1838 \times 10^{-4}$</td>
<td>$1.2471 \times 10^{-16}$</td>
<td>$1.1690 \times 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>Pos</td>
<td>24.8329</td>
<td>18.3023</td>
<td>$9.8100 \times 10^{-12}$</td>
<td>19.6567</td>
</tr>
<tr>
<td></td>
<td>Vel</td>
<td>0.0291</td>
<td>0.0214</td>
<td>$1.0356 \times 10^{-14}$</td>
<td>0.0226</td>
</tr>
<tr>
<td>3</td>
<td>Pos(m)</td>
<td>$5.8951 \times 10^7$</td>
<td>$3.8949 \times 10^7$</td>
<td>$0.2007$</td>
<td>$4.3542 \times 10^3$</td>
</tr>
<tr>
<td></td>
<td>Vel(m/s)</td>
<td>427.5610</td>
<td>297.5106</td>
<td>$0.1515 \times 10^{-3}$</td>
<td>331.2419</td>
</tr>
</tbody>
</table>

numerically updated solution fails or takes longer to be converged. Figure 2.10(b) shows that neither the averaged nor the non-averaged solution can be used as a good initial estimate to obtain a converged numerical solution. To avoid this problem, the numerically updated solution can be obtained in the Cartesian space where the state of position and velocity does not change dramatically even with larger maneuvers.

**In Cartesian space**: The TFC event representation can be extended to non-averaged thrusting between Cartesian positions and velocities, which indicates a certain level of universality. In the Cartesian coordinate, the equation of motion for a satellite can be rewritten by using the essential coefficient set:

$$\dot{\vec{X}}(t) = F(\vec{X}, t) + B \cdot T(\vec{X}, t) \cdot S \cdot c_{ess} \tag{2.42}$$

in which $\vec{X}$ is the state vector containing the position and the velocity elements:

$$\vec{X} = \begin{bmatrix} \vec{r} \\ \dot{\vec{r}} \end{bmatrix}, F(\vec{X}) = \begin{bmatrix} \dot{\vec{r}} \\ -\frac{\mu \vec{r}}{|\vec{r}|^3} \end{bmatrix}, B = \begin{bmatrix} 0_{3 \times 3} \end{bmatrix}$$

$$T = \begin{bmatrix} \hat{\vec{r}} & \hat{s} & \hat{\vec{w}} \end{bmatrix}$$

$$S = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & \cos E & \sin E & 0 & 0 \\ 0 & 0 & \cos E & \sin E & 0 & 0 \end{bmatrix}$$

By defining $\psi(t; \vec{X}_0, t_0, c_{ess}) = \vec{X}(t)$ and using the Taylor expansion, an updated solution flow can
Figure 2.10: Trajectory estimation in different orbit space for a high thrust maneuver ($\Delta V 200\text{m/s}$)

(Initial Condition : $a(7500\text{km})$, $e(0.1)$, $i(5^\circ)$, $\Omega(20^\circ)$, $\omega(20^\circ)$, $\nu(180^\circ)$)
be expressed:

\[
\psi(t; \mathbf{X}_0, t_0, c_{\text{ess}} + \delta c_{\text{ess}}) = \psi(t; \mathbf{X}_0, t_0, c_{\text{ess}}) + \frac{\partial \psi}{\partial c_{\text{ess}}} \cdot \delta c_{\text{ess}} + \text{H.O.T}
\]  \tag{2.43}

The goal is to find a proper \( \delta c_{\text{ess}} \) to make \( \psi(t_f; \mathbf{X}_0, t_0, c_{\text{ess}} + \delta c_{\text{ess}}) \) be close to the desired final state \( (\mathbf{X}_f) \):

\[
\mathbf{X}_f - \psi(t_f; \mathbf{X}_0, t_0, c_{\text{ess}}) = \frac{\partial \psi}{\partial c_{\text{ess}}} \cdot \delta c_{\text{ess}} + \text{H.O.T} = 0 \]  \tag{2.44}

Ignoring the H.O.T in the Taylor’s series and defining \( \Gamma(t, t_0) = \frac{\partial \psi}{\partial c_{\text{ess}}} \), \( \delta c_{\text{ess}} \) can be updated in the Cartesian space:

\[
\delta c_{\text{ess}} = \Gamma^{-1}(t_f, t_0) \left[ \mathbf{X}_f - \psi(t_f; \mathbf{X}_0, t_0, c_{\text{ess}}) \right] \]  \tag{2.45}

\[
\Gamma(t, t_0) = \frac{\partial \psi}{\partial c_{\text{ess}}}, \quad \Gamma(0, 0) = 0 \]  \tag{2.46}

\[
\dot{\Gamma}(t, t_0) = \frac{d}{dt} \left[ \frac{\partial \psi}{\partial c_{\text{ess}}} \right] \]  \tag{2.47}

\[
= \frac{\partial}{\partial c_{\text{ess}}} \left( F(\mathbf{X}) + B \cdot T(\mathbf{X}) \cdot S \cdot c_{\text{ess}} \right)
\]

\[
= \frac{\partial F(\mathbf{X})}{\partial \mathbf{X}} \cdot \frac{\partial \mathbf{X}}{\partial c_{\text{ess}}} + B \cdot T(\mathbf{X}) \cdot S
\]

\[+ B \cdot \frac{\partial T(\mathbf{X})}{\partial \mathbf{X}} \cdot \frac{\partial \mathbf{X}}{\partial c_{\text{ess}}} \cdot S \cdot c_{\text{ess}} \]

Assuming that the change of the transformation matrix with respect to the changes of the state is so small, \( \frac{\partial T(\mathbf{X})}{\partial \mathbf{X}} \) can be ignored and Eq. 2.47 is simplified:

\[
\dot{\Gamma}(t, t_0) = \frac{\partial F(\mathbf{X})}{\partial \mathbf{X}} \cdot \Gamma(t, t_0) + B \cdot T(\mathbf{X}) \cdot S \]  \tag{2.48}

With updated \( \delta c_{\text{ess}} \), the numerically updated solution, \( c_{\text{ess}}N = c_{\text{ess}} + \delta c_{\text{ess}} \), of the essential TFC values can be computed in the Cartesian space.
Numerical simulations are performed for a high thrust ($\Delta V : 200 \text{ m/s}$) maneuver case. The maneuver is performed 5 minutes after the initial time with $10 \text{ m/s}^2$ thrust acceleration for 20 seconds. The numerically updated solution is easily converged in the Cartesian space and the converged solution of the essential TFCs drives the orbital trajectory to the desired state at a given time, which is shown at Fig. 2.10(a). After obtaining the numerically updated solution from the Cartesian space, it can be applied into the orbit element space. Figure 2.10(b) shows that the essential TFC values obtained in the Cartesian space also work well in the orbital element space. It verifies that the essential TFC set provides a finite basis representation of arbitrary thrust acceleration in any coordinate frame.

2.5 Summary

By applying an averaging method to the Gauss equations, the perturbing accelerations acting on a satellite can be represented as a function of 14 constant thrust-Fourier-coefficients (TFCs). Time rates of change of mean orbital elements due to these TFCs are analyzed and the representation of these thrust coefficients as a function of the change in orbit states is studied. Among all sets of 6 TFCs, some exhibit superior control of the elements while others induce undesired secular drifts in other orbital elements and require more thrust expenditure to control the secular motion. To determine which sets of TFCs allow us to efficiently control the secular behavior of the orbital elements, the controllability and the separability of the orbital elements under these controls, and the sensitivity of the TFCs are analyzed. We also perform a cost analysis of the various minimal TFC sets that we find. A selected minimum set of 6 TFCs is able to provide a finite basis representation of arbitrary orbital maneuvers that allow us to dynamically interpolate between orbital states. It uniquely represents an efficient control law to achieve a desired final state and reduces computational requirements significantly. For a given essential TFC set, we describe 3 different solution techniques to compute TFC values; an averaged solution, a non-averaged solution and a numerically updated solution. Simulation results show that all three solutions drive an orbit trajectory to reach a desired final state with some errors, with the numerically updated solution yielding
the least position/velocity errors at a final time. Besides, the minimum norm solution of 14-TFC set is also derived and its performance is compared. In the end, the TFC event representation approach is extended to non-averaged Cartesian space to show its applicability.

The TFC event representation technique has potential applications to various problems of interest. It provides a very simple way of reconstructing the fundamental elements of a sequence of control laws. Given a non-ballastic trajectory between two epochs due to a USE (or due to a maneuver), it is possible to ‘interpolate’ between these states using a unique control law using TFCs. Mission designers could apply the essential TFC set to efficiently compute the control acceleration to reach a desired destination. This preliminary analyses of a canonical control law can provide us with a basic understanding of the perturbing effects of thrust on a nominal trajectory. For space situational awareness (SSA), the TFC event representation can be applied for orbit determination problems to estimate the perturbing elements of a USE with sparse observations. By interpolating dynamically between states across a USE, we can propagate orbit uncertainty through the reconstructed dynamics using various TFC sets. It allows us to make use of a priori orbit information and map it to a specific epoch after an event. In addition, the represented orbit dynamics using TFCs can be used to improve the quality of orbit fits through an unknown event period.
Chapter 3

Event Representation Based Orbit Determination Across Unmodeled Space Events Using Thrust-Fourier-Coefficients

A limiting factor for space catalog maintenance is the modeling and estimation of unknown perturbations acting on orbiting satellites. Tracking Earth orbiting satellites in the catalog is made difficult when these objects go through an unknown and unmodeled space event (USE). Without accounting for unknown perturbations, the accuracy of state estimation across the event will be degraded, which causes them to either be refit from scratch or “lost”. At this stage, a post-event analysis tries to recover the subsequent orbit based on the latest orbit solution and tracking data in order to assess possible risks and take appropriate actions [29]. However, when there is no measurement available during the event, maintaining orbit determination (OD) across USEs and obtaining reliable post-event orbit estimations will be a challenging task. In order to update state and uncertainty information across unknown events, the pre-event OD estimation has to be tied together with the post-event observation by representing an unknown event solely based on orbital state changes.

A conventional method used at the time of encountering an unknown event is to use the least square filter over a span following the event [30]. However, OD across any space event is generally not performed in the least square method due to its complexities introduced in a computation of the inverse of the information matrix [4, p. 229]. One of the common methods to perform OD across an unknown event is to add process noises to the sequential estimation filter in order to compensate for unknown perturbations [31][32][33]. This approach is usually a time-consuming
process to find valid parameters to compensate for unknown dynamics of a USE. Even if the OD filter with process noise can estimate an unknown acceleration, this approach does not provide any dynamical insight of the unknown orbit dynamics for a given event. Moreover, this method requires observation throughout the USE period, which often cannot be achieved in a data-starved space surveillance environment. To deal with a USE in data sparse environments, new approaches have been introduced to reconstruct unknown space events by using minimum fuel cost functions [9], or applying optimal control performance metrics [8][10]. However, the perturbing acceleration related to a space event may not be always optimal, specially for a USE caused by structural deployment, thrust malfunction, explosions, or collision with space objects.

Achieving reliable post-event state estimation given a small number of post-event measurements is a difficult problem. By applying the event representation technique using thrust-Fourier-Coefficients (TFCs), we present an alternative way to maintain OD across a USE in data sparse environments. Since the orbital motion has to follow its dynamic law, it is possible to model the unknown dynamics by representing a space event as an equivalent orbit maneuver using TFCs. This chapter aims to show how to use a TFC set to represent an unknown space event and to adapt it into OD filter formulations capable of state and uncertainty estimation across unknown events. To accomplish this goal, it is necessary to answer the fundamental question of how the propagated covariance matrices are different if they take different paths to reach a given final state from the same initial state. After verifying that the covariance propagation in the linear region is independent of orbit dynamics that connect two separate states via different paths, the event representation can be used in the development of different OD filters with TFCs. Therefore, this chapter consists of two main chapters. Chapter 3.1 is devoted to theoretical proof to enable us to apply the event representation in uncertainty propagation. It summarizes analytical aspects of uncertainty propagation using a dynamics representation of an unknown event, and verifies that the covariance propagation using an event representation is valid in a linear region. Chapter 3.2 presents the development of a batch filter using the event representation with different TFC sets and demonstrates the proposed filter’s OD performance across an unknown space event.
3.1 Uncertainty propagation via event representation

While there have been various ways to represent a USE, relatively little attention has been paid to an analytical framework of uncertainty propagation using an event representation. This chapter provides a theoretical proof to enable to use the event representation in implementing an OD filter across unknown events. This analytic study verifies that a reconstructed dynamics model with an event representation allows us to map the a priori covariance matrix to a specific epoch even through an unknown event. This method is also validated by numerical simulations and provides a basic principle from which to develop a batch algorithm for the uncertainty estimation in chapter 3.2.

3.1.1 Analytical study

Given an initial orbital state \( \vec{X}_0 \) and a final orbital state \( \vec{X}_f \), the true trajectory connecting these two states is said to be \( \vec{X}_T \). In general, the true dynamics for satellite motion under unknown space events can be described with the perturbing thrust acceleration arising linearly in the equations [34]:

\[
\dot{\vec{X}}_T = \vec{F}(\vec{X}_T, t) + B \cdot \vec{U}_T(t) \\
\frac{d}{dt} \begin{bmatrix} \vec{r}_T(t) \\ \vec{v}_T(t) \end{bmatrix}_{6\times1} = \begin{bmatrix} \vec{a}_T(t) \\ \vec{v}_T(t) \end{bmatrix}_{6\times1} + \begin{bmatrix} 0_{3\times3} \\ I_{3\times3} \end{bmatrix}_{6\times3} \cdot \vec{U}_T(t)_{3\times1} 
\]

(3.1)

\( \vec{r}_T(t) \) and \( \vec{v}_T(t) \) are the true satellite position and velocity states, \( \vec{F}(\vec{X}_T, t) \) are the known dynamics, \( B \) is the projection matrix of perturbing acceleration onto orbital state, and \( \vec{U}_T(t) \) is the true perturbing acceleration for an unknown event. By representing an unknown space event with a modeled thrust acceleration, an interpolated trajectory, \( \vec{X}_I(t) \), connecting \( \vec{X}_0 \) and \( \vec{X}_f \) can be written in the form :

\[
\dot{\vec{X}}_I = \vec{F}(\vec{X}_I, t) + B \cdot \vec{U}_I(t) \\
\frac{d}{dt} \begin{bmatrix} \vec{r}_I(t) \\ \vec{v}_I(t) \end{bmatrix}_{6\times1} = \begin{bmatrix} \vec{a}_I(t) \\ \vec{v}_I(t) \end{bmatrix}_{6\times1} + \begin{bmatrix} 0_{3\times3} \\ I_{3\times3} \end{bmatrix}_{6\times3} \cdot \vec{U}_I(t)_{3\times1} 
\]

(3.2)

where \( \vec{X}_T \) is the true satellite position and velocity state, \( \vec{F}(\vec{X}_T, t) \) are the known dynamics, \( B \) is the projection matrix of perturbing acceleration onto orbital state, and \( \vec{U}_T(t) \) is the true perturbing acceleration for an unknown event. The interpolated trajectory \( \vec{X}_I(t) \), connecting \( \vec{X}_0 \) and \( \vec{X}_f \) can be written in the form :

\[
\dot{\vec{X}}_I = \vec{F}(\vec{X}_I, t) + B \cdot \vec{U}_I(t) \\
\frac{d}{dt} \begin{bmatrix} \vec{r}_I(t) \\ \vec{v}_I(t) \end{bmatrix}_{6\times1} = \begin{bmatrix} \vec{a}_I(t) \\ \vec{v}_I(t) \end{bmatrix}_{6\times1} + \begin{bmatrix} 0_{3\times3} \\ I_{3\times3} \end{bmatrix}_{6\times3} \cdot \vec{U}_I(t)_{3\times1} 
\]

(3.3)

in which \( \vec{U}_I(t) \) is a modeled unknown acceleration that drives the initial state to a given final state at a given time \( \vec{X}_I(t_f) = \vec{X}_T(t_f) \). Figure 3.1 illustrates the relationship between the true
trajectory and the interpolated trajectory. The difference between the true and the interpolated trajectories and the difference between the true and the modeled unknown accelerations are defined as:

\[ \delta\vec{X}(t) = \vec{X}_T(t) - \vec{X}_I(t) \]  

\[ \delta\vec{U}(t) = \vec{U}_T(t) - \vec{U}_I(t) \]  

By expanding the true dynamics equation in Taylor’s series and neglecting the terms of order higher than the first, Eq. (3.1) can be rewritten as:

\[ \ddot{\vec{X}}_T = \vec{F}(\vec{X}_T, t) + B \cdot \vec{U}_T(t) \]  

\[ = \vec{F}(\vec{X}_I(t) + \delta\vec{X}(t)) + B \cdot \left[ \vec{U}_I(t) + \delta\vec{U}(t) \right] \]  

\[ = \vec{F}(\vec{X}_I, t) + B \cdot \vec{U}_I(t) + \left. \frac{\partial \vec{F}}{\partial \vec{X}} \right|_{\vec{X}_I} \cdot \delta\vec{X}(t) + B \cdot \delta\vec{U}(t) \]  

\[ = \dot{\vec{X}}_I + \left. \frac{\partial \vec{F}}{\partial \vec{X}} \right|_{\vec{X}_I} \cdot \delta\vec{X}(t) + B \cdot \delta\vec{U}(t) \]  

Defining \( A_I(t) = \left. \frac{\partial \vec{F}}{\partial \vec{X}} \right|_{\vec{X}_I(t)} \), the linearized dynamics equation of state difference can be obtained:

\[ \delta\ddot{\vec{X}} = A_I(t) \cdot \delta\vec{X}(t) + B \cdot \delta\vec{U}(t) \]  

where the first term propagates the state difference through the known dynamics and the second term indicates the difference due to the acceleration modeling error. The complete solution of this linear differential equation has the following form [35]:

\[ \delta\vec{X}(t) = \Phi_d(t, t_0) \delta\vec{X}_0 + \Phi_d(t, t_0) \int_{t_0}^{t} \left[ \Phi_d^{-1}(\tau, t_0) B \cdot \delta\vec{U}(\tau) \right] d\tau \]  

Figure 3.1: True vs interpolated trajectories
in which $\Phi_d(t, t_0)$ is the State Transition Matrix (STM) that maps the initial state difference between the true and the interpolated trajectories from $t_0$ to $t$:

$$
\Phi_d(t, t_0) = \frac{\partial(\delta \vec{X}(t))}{\partial(\delta \vec{X}(t_0))} \quad (3.12)
$$

Since both the true and the interpolated trajectories start from a same initial state ($\delta \vec{X}_0 = 0$) and end at the same final state, it must satisfy the following constraint derived from Eq. (3.11):

$$
\delta \vec{X}(t_f) = \Phi_d(t_f, t_0) \delta \vec{X}_0 + \Phi_d(t_f, t_0) \int_{t_0}^{t_f} \left[ \Phi_d^{-1}(\tau, t_0) B \cdot \delta \vec{U}(\tau) \right] d\tau \quad (3.13)
$$

$$
= \int_{t_0}^{t_f} \left[ \Phi_d(t_f, t_0) \Phi_d^{-1}(\tau, t_0) B \cdot \delta \vec{U}(\tau) \right] d\tau \quad (3.14)
$$

$$
= \int_{t_0}^{t_f} \left[ \Phi_d(t_f, \tau) B \cdot \delta \vec{U}(\tau) \right] d\tau = 0 \quad (3.15)
$$

In order to show that the STM propagated to the final time by the modeled dynamics is close to the STM computed from the true dynamics, the full differential equation of the state difference between two trajectories is investigated:

$$
\delta \vec{X}(t) = \dot{\vec{X}}_T(t) - \dot{\vec{X}}_I(t) \quad (3.16)
$$

$$
= \vec{F}(\vec{X}_T, t) + B \cdot \vec{U}_T(t) - \vec{F}(\vec{X}_I, t) - B \cdot \vec{U}_I(t) \quad (3.17)
$$

$$
= \vec{F}(\vec{X}_T + \delta \vec{X}, t) - \vec{F}(\vec{X}_I, t) + B \cdot (\vec{U}_T(t) - \vec{U}_I(t)) \quad (3.18)
$$

$$
= \frac{\partial \vec{F}}{\partial \vec{X}} |_{\vec{X}_I} \cdot \delta \vec{X}(t) + \frac{1}{2!} \left( \frac{\partial^2 \vec{F}}{\partial \vec{X}^2} |_{\vec{X}_I} \cdot \delta \vec{X}(t) \cdot \delta \vec{X}(t) \right) + ... + B \cdot \delta \vec{U}(t) \quad (3.19)
$$

$$
= \frac{\partial \vec{F}}{\partial \vec{X}} |_{\vec{X}_I} \cdot \delta \vec{X}(t) + \frac{1}{2!} \left( \frac{\partial^2 \vec{F}}{\partial \vec{X}^2} |_{\vec{X}_I} \cdot \delta \vec{X}(t) \cdot \delta \vec{X}(t) \right) + ... + B \cdot \epsilon \delta \vec{U}^r(t) \quad (3.20)
$$

in which $\epsilon$ physically means the maximum value of $\| \delta \vec{U}(t) \|$ and represents the fact that the order of norm value of the difference between the true and the modeled perturbing acceleration is relatively small in general compared to the known acceleration [36]:

$$
\epsilon = \text{Max} \| \vec{U}_T - \vec{U}_I \| << \| \vec{F}(\vec{X}, t) \| \quad (3.21)
$$

Using Moulton’s method of analytic continuation, the solutions to this dynamic system of equations can be expanded into the power series of $\epsilon$ about the reference solution [37]:

$$
\delta \vec{X}(t) = \delta \vec{X}^{(0)}(t) + \delta \vec{X}^{(1)}(t) \epsilon + \frac{1}{2!} \delta \vec{X}^{(2)}(t) \epsilon^2 + ... \quad (3.22)
$$
By denoting the known analytical solution when $\epsilon = 0$ as $\delta \hat{X}^{(0)}$, the solution at order 0 can be easily obtained as $\delta \hat{X}^{(0)}(t) = 0$ since $\delta \tilde{U}(t) = 0$, which means the modeled perturbing acceleration is same as the true perturbing acceleration and therefore there is zero state deviation.

Upon substituting the general form of the solution (Eq. (3.22)) of $\delta \hat{X}(t)$ into the full equations of motion (Eq. (3.20)) and rearranging the terms as power series in $\epsilon$ and equating coefficients of corresponding powers of $\epsilon$ up to an order of 2, the following is found:

$$
\epsilon^0: \delta \dot{\hat{X}}^{(0)}(t) = \left[ \frac{\partial F}{\partial \hat{X}} \mid \hat{x}_I + \frac{1}{2!} \left( \frac{\partial^2 F}{\partial \hat{X}^2} \mid \delta \hat{X}^{(0)}(t) \right) \right] \cdot \delta \hat{X}^{(0)}(t) \quad (3.23)
$$

$$
\epsilon^1: \delta \dot{\hat{X}}^{(1)}(t) = \left( \frac{\partial F}{\partial \hat{X}} \mid \hat{x}_I + \frac{\partial^2 F}{\partial \hat{X}^2} \mid \delta \hat{X}^{(0)}(t) \right) \cdot \delta \hat{X}^{(1)}(t) + B \cdot \delta \tilde{U}^{(1)}(t) \quad (3.24)
$$

$$
\epsilon^2: \delta \dot{\hat{X}}^{(2)}(t) = \frac{\partial F}{\partial \hat{X}} \mid \hat{x}_I \cdot \delta \hat{X}^{(2)}(t) + \frac{\partial^2 F}{\partial \hat{X}^2} \mid \hat{x}_I \cdot \left( \delta \hat{X}^{(0)}(t) \cdot \delta \hat{X}^{(1)}(t) + \delta \hat{X}^{(1)}(t) \cdot \delta \hat{X}^{(1)}(t) \right) \quad (3.25)
$$

By applying the fact that the initial conditions for all solutions are zero ($\delta \hat{X}^{(k)}(0) = 0, k \geq 0$) and the solution at order 0 is $\delta \hat{X}^{(0)}(t) = 0$, the solution to these equations can be expressed as:

$$
\epsilon^0: \delta \hat{X}^{(0)}(t, t_0) = 0 \quad (3.26)
$$

$$
\epsilon^1: \delta \hat{X}^{(1)}(t, t_0) = \int_{t_0}^{t} \left[ \Phi_d(t, \tau) \cdot B \cdot \delta \tilde{U}^{(1)}(\tau) \right] d\tau \quad (3.27)
$$

$$
\epsilon^2: \delta \hat{X}^{(2)}(t, t_0) = \int_{t_0}^{t} \left[ \Phi_d(t, \tau) \cdot \frac{\partial^2 F}{\partial \hat{X}^2} \mid \hat{x}_I \cdot \delta \hat{X}^{(1)}(\tau) \cdot \delta \hat{X}^{(1)}(\tau) \right] d\tau \quad (3.28)
$$

With the previous constraint from Eq. (3.15), the solution at the final time can be obtained as:

$$
\epsilon^0: \delta \hat{X}^{(0)}(t_f, t_0) = 0 \quad (3.29)
$$

$$
\epsilon^1: \delta \hat{X}^{(1)}(t_f, t_0) = \int_{t_0}^{t_f} \left[ \Phi_d(t_f, \tau) \cdot B \cdot \delta \tilde{U}^{(1)}(\tau) \right] d\tau = \frac{1}{\epsilon} \int_{t_0}^{t_f} \left[ \Phi_d(t_f, \tau) \cdot B \cdot \delta \tilde{U}(\tau) \right] d\tau = 0 \quad (3.30)
$$

$$
\epsilon^2: \delta \hat{X}^{(2)}(t_f, t_0) = \int_{t_0}^{t_f} \left[ \Phi_d(t_f, \tau) \cdot \frac{\partial^2 F}{\partial \hat{X}^2} \mid \hat{x}_I \cdot \delta \hat{X}^{(1)}(\tau) \cdot \delta \hat{X}^{(1)}(\tau) \right] d\tau \neq 0 \quad (3.31)
$$

It shows that the solution of state difference at order 1 is zero at the final time even though it varies along the trajectory. With these solutions at the final time, the following relationship can
be obtained:

$$\delta \vec{X}(t_f, t_0) = \frac{1}{2!} \delta \vec{X}^{(2)}(t_f, t_0) \epsilon^2 + ...$$ (3.32)

$$\Rightarrow \vec{X}_T(t_f, t_0) - \vec{X}_I(t_f, t_0) = \frac{1}{2!} \delta \vec{X}^{(2)}(t_f, t_0) \epsilon^2 + ...$$ (3.33)

$$\Rightarrow [\Phi_T(t_f, t_0) - \Phi_I(t_f, t_0)] (X_T(0) - X_0) = \frac{1}{2!} \delta \vec{X}^{(2)}(t_f, t_0) \epsilon^2 + ...$$ (3.34)

$$\Rightarrow \Phi_T(t_f, t_0) = \Phi_I(t_f, t_0) + H.O.T$$ (3.36)

in which $\Phi_T(t_f, t_0)$ and $\Phi_I(t_f, t_0)$ are the STM that maps deviations in the initial state from the initial time to the final time using the true dynamics or the modeled dynamics respectively. $H.O.T$ means the high order terms involving $\epsilon^k$ with $k > 2$, which is neglected in the linear region.

This verifies that the STM is independent of the dynamics in the linear region as long as it connects the initial state to the final state at a given transfer time. Therefore, a reconstructed dynamics equation with the event representation facilitates the linear propagation of state uncertainty analytically. When the initial state uncertainty is small compared to the size of the orbit and the propagation time is less than a few orbital periods, the covariance matrix can be linearly propagated using the STM [4, p. 188]:

$$P_T(t_f) = \Phi_T(t_f, t_0) P_0 \Phi_T(t_f, t_0)^T$$ (3.37)

$$= \Phi_I(t_f, t_0) P_0 \Phi_I(t_f, t_0)^T + H.O.T$$ (3.38)

$$\simeq \Phi_I(t_f, t_0) P_0 \Phi_I(t_f, t_0)^T = P_I(t_f)$$ (3.39)

in which $P$ is the covariance matrix and the subscripts $T$ and $I$ designate their related true and represented dynamics respectively. Since the STM propagated to the final time by modeled dynamics is proven to be close to the true STM, the covariance matrix at the final time can be computed by using the event representation.
3.1.2 Numerical study

Different orbital maneuver scenarios are simulated as space events in order to numerically verify the analytical study. To check the accuracy of uncertainty propagation using an event representation, the orbital state as well as the STM propagated by modeled dynamics using an event representation are compared with ones obtained by the true dynamics. Also, analytical prediction of the $3\sigma$ confidence boundaries with the event representation are compared with the true distributions obtained from Monte Carlo results. The essential TFCs are used to model unknown dynamics for an event, which is covered in the previous chapter.

All the simulations are performed on a low-earth orbiting (LEO) satellite and the initial condition is shown in Table D.1, with initial spherical uncertainty of $1\text{m}$ in position and $1\times10^{-2}\text{m/s}$ in velocity. Several different cases are tested with a low or high thrust maneuver event as well as no space event. As revealed in Table D.2, the magnitude of thrust acceleration is $10^{-2}\text{m/s}^2$ for the low thrust maneuver and $10\text{m/s}^2$ for the high thrust maneuver. Any thrust dispersion or restriction is ignored. The number and duration of an event as well as the observation gap are different for each case. A general 2-body dynamics model with respect to Earth-Centered Inertial

<table>
<thead>
<tr>
<th>Table 3.1: Initial state of orbital elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a(\text{km})$</td>
</tr>
<tr>
<td>7500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.2: Different space event cases (P : orbital period, 1.8 hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

(ECI) position-velocity coordinate is considered as the known dynamics, and the orbital state and the STM are propagated by the Matlab built-in solver, ode45 that integrates a system of ordinary
differential equations using explicit 4th and 5th Runge-Kutta formula [38]. For each scenario, the following steps are performed:

1. Integrate the reference orbit and its STM to the final time using the true dynamics of a given space event. Then, the initial covariance is propagated linearly across the unknown event using Eq. (3.37) and the covariance ellipses at the final time, Cov_{True}, are computed.

2. Compute the essential TFCs based on the initial and the final true states. Among three different ways of obtaining the essential TFCs [13], the numerically updated method is used in this simulation. With the computed essential TFCs, the initial orbit and STM as well as the covariance matrix are propagated forward to the final time and then the covariance ellipses at the final time, Cov_{Est}, are computed.

3. Propagate 10,000 Gaussian samples of initial state based on the initial covariance to the final time using the true dynamics of the space event. This Monte Carlo result of final state distribution, True_{Monte}, is regarded as truth.

4. Compute the state difference between the true and the estimated trajectory and compare those computed STMs and covariance ellipses from previous steps.

To show that it is necessary to compensate for an unknown event when estimating a post-event state from a pre-event state, the orbit is estimated without representing an unknown event for case 3 as an example. For this case without representing an unknown event, the essential TFCs are not computed and the initial orbit is propagated only with the known dynamics for the step 2 in the simulation process. The result is shown in Fig. 3.2. The first subplot, Fig. 3.2(a), exhibits the state difference between the true and the estimated orbits starts growing significantly as soon as the USE occurs. The STM and the covariance matrix propagated by the only known dynamics also become remarkably different from the true ones. Since both STM and the covariance matrix show very similar behavior, only a plot of STM difference is showed in Fig. 3.2(b). In order to decide how well estimated STMs (Φ_t) are close to true STMs (Φ_T), the following relative norm of
Figure 3.2: Uncertainty propagation without modeling the unknown event for case 3
STM difference is defined and used:

$$\varepsilon_{\Phi} = \frac{\| I - \Phi^{-1}_{T}(t_f, t_0)\Phi_{I}(t_f, t_0) \|}{\| \Phi_{T}(t_f, t_0) \|}, \quad \varepsilon_{\Phi} = 0 \text{ when } \Phi_{T} = \Phi_{I}$$

(3.40)

in which $\Phi_{T}$ is the STM obtained by using the true dynamics while $\Phi_{I}$ designates an estimated STM with represented dynamics. Without compensating the unknown event, the resulting estimated final state distribution does not match with the Monte Carlo result which is shown in Fig. 3.2(c). Also, it shows that the covariance ellipse computed from the true dynamics encloses the true distribution, which verifies that the non-linearity effect can be ignored in this simulation. Results are similar for different state phase plots, so only the phase plot of X-Y state and its covariance ellipse are shown in this paper for simplicity.

With representing each unknown event using the essential TFCs, Fig. 3.3-3.8 illustrate that the state deviations go close to zero and the relative norm value of STM difference between the one propagated with the event represented dynamics and the one with the true dynamics also goes close to zero as the time approaches the given final time. Note that this event representation approach with the essential TFCs does not recover the true trajectory or the true dynamics for an unknown event, instead it generates a dynamical trajectory that mimics the same secular behavior such that the orbit reaches the same final state as the true orbit trajectory. The resulting covariance ellipse with this event representation encloses the final state distribution obtained from the Monte Carlo simulation for each case, which are shown in the (c) subfigures of Fig. 3.3-3.8. Also, it is shown on these plots that the estimated covariance ellipse using the event representation lays on top of the ellipse generated by the true dynamics. Figure 3.8 shows uncertainty propagation with event representation of case 6 where there is no space event. In this figure, the computed TFC values are so small (order of $10^{-12}$) that the reconstructed trajectory and STM are close to the true ones. It verifies that the proposed approach is still valid even with no event occurred in the truth.

For the linearly propagated final covariance using event representation to be able to describe the true final state uncertainty, it must satisfy a necessary condition of covariance realism which can be checked by averaged uncertainty realism test [39][40]. Covariance realism can be evaluated
Figure 3.3: Uncertainty propagation with event representation for case 1

Figure 3.4: Uncertainty propagation with event representation for case 2
Figure 3.5: Uncertainty propagation with event representation for case 3

Figure 3.6: Uncertainty propagation with event representation for case 4
Figure 3.7: Uncertainty propagation with event representation for case 5

Figure 3.8: Uncertainty propagation with event representation for case 6
by computing the averaged uncertainty realism metric based on the Mahalanobis distance [41]. By assuming the orbital state uncertainty is Gaussian distribution, the Mahalanobis distance between estimated final state using event representation and truth final state \((\vec{X}_T(t_f))\) is defined as:

\[
\mathcal{M}(\vec{X}_I(t_f); \vec{X}_T(t_f), P_I(t_f)) = (\vec{X}_I(t_f) - \vec{X}_T(t_f))^T P_I(t_f)^{-1} (\vec{X}_I(t_f) - \vec{X}_T(t_f))
\] (3.41)

where \(\vec{X}_I(t_f)\) is an estimated orbital state at the final time by using event representation and \(P_I(t_f)\) is its corresponding covariance obtained by Eq. (3.39). Then, the averaged uncertainty realism metric can be computed by averaging over multiple Monte Carlo trials:

\[
\bar{U} \equiv \frac{1}{nk} \sum_{i=1}^{k} \mathcal{M}_i(\vec{X}_I(t_f); \vec{X}_T(t_f), P_I(t_f))
\] (3.42)

in which \(\mathcal{M}_i\) is the Mahalanobis distance metric computed in the \(i\)-th Monte Carlo trial and \(n\) is the dimension of the state vector, 6. For the propagated covariance using event representation to be reliable, it is necessary that the value of the averaged uncertainty realism to be within the confidence interval. The two sided 99.9% confidence interval for this test, with \(k = 10,000\) Monte Carlo trials, is \([0.9811, 1.0191]\) [39]. The computed averaged uncertainty realism metric \(\bar{U}\) with different cases is shown in Table 3.3. This simulation result shows that the uncertainty realism established by the linearly propagated covariance matrix using the event representation passes the uncertainty realism test. Therefore, these numerical simulation results along with the analytical proof verify that the uncertainty propagation using the representation of a USE can be used for the linear propagation of state uncertainty information.

Table 3.3: Averaged uncertainty realism test result

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\bar{U})</td>
<td>0.9894</td>
<td>1.0151</td>
<td>1.0008</td>
<td>1.0159</td>
<td>1.0135</td>
<td>1.0094</td>
</tr>
<tr>
<td>Within confidence interval?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Two sided 99.9% confidence interval: \([0.9811, 1.0191]\)*
3.2 Orbit determination across unmodeled space events via event representation

Propagating an orbit uncertainty across a USE given only a priori information and post-event measurements is a challenging problem and has never been attempted before. A conventional method used at the time of encountering a USE is to initiate the batch filter over a post-event tracking arc with large initial uncertainties. To distinguish this batch filter from the modified batch filter in this chapter, we label it as a regular batch filter that estimates only post-event satellite position and velocity vectors. With the regular batch filter, the state covariance matrix is inflated to address the uncertainty in the post-event estimation and the accuracy of state estimate is low at this stage. Making use of the pre-event OD solution through the TFC event representation will improve the overall OD solutions, specially when there is no measurement available during a USE. In this chapter, a simple way to propagate an orbit uncertainty across a USE using the modified Batch filter with the event representation using the essential TFC set is introduced first. Then, different combinations of TFCs are used to modify the Batch filter in the following subchapter to investigate how different event representations with different TFC sets affect the OD solution across a USE.

3.2.1 Modified Batch filter with the essential TFC set

The problem is to propagate the satellite orbit state to a future time along with a suitable estimate of its confidence boundary. Given a set of post-event measurements of a satellite after an unknown space event, the regular batch processor can estimate the post-event satellite trajectory by reinitializing the filter over the post-event tracking arc with a largely inflated initial uncertainty. When there is accurate a priori information of pre-event orbital state, this regular batch filter is unable to incorporate the pre-event orbit information with the post-event measurement data. By modeling governing dynamics of an unknown event with the essential TFCs, the regular batch filter can be modified to estimate the orbit solution across unknown events when there is tracking
data only available after the USE. This modified batch filter with the essential TFCs is able to keep a priori information through an unknown event and then use it to improve the quality of the post-event OD solution. In order to show that the performance of the proposed batch filter with TFCs is superior to the regular batch filter, various OD simulations are performed with simulated tracking data and the results from both filters are compared.

To analyze the performance of the batch filter with the essential TFCs in a simple way, the two-body dynamics under the simple point-mass gravity field is assumed to be the only known dynamics that exist between a satellite and the Earth. When a satellite is exposed to a USE, the motion of the satellite can be described as Eq. (3.2). To model the event dynamics, the essential TFC set is used to represent the unknown perturbing accelerations [13]:

\[
\vec{U} = \alpha_R^0 \hat{r} + (\alpha_S^0 + \alpha_S^1 \cos E + \beta_S^1 \sin E) \hat{s} + (\alpha_W^0 \cos E + \beta_W^1 \sin E) \hat{w} \tag{3.43}
\]

\[
= \begin{bmatrix} \hat{r} & \hat{s} & \hat{w} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & \cos E & \sin E & 0 & 0 \\ 0 & 0 & 0 & \cos E & \sin E \end{bmatrix} \begin{bmatrix} \alpha_R^0 & \alpha_S^0 & \alpha_S^1 & \beta_S^1 & \alpha_W^0 & \beta_W^1 \end{bmatrix}^T \tag{3.44}
\]

\[
= T \cdot S \cdot c_{ess} \tag{3.45}
\]

in which T is the transformation matrix (\( \hat{r} = \frac{\vec{r}}{||\vec{r}||}, \hat{w} = \frac{\vec{r} \times \vec{v}}{||\vec{r} \times \vec{v}||}, \hat{s} = \hat{w} \times \hat{r} \)) from the body frame (RSW) to the inertial frame (ECI), and S matrix generates the perturbing acceleration in the body frame from the essential TFCs.

The proposed batch filter directly append these essential TFCs to the state vector (the satellite position and velocity vectors) to estimate the perturbing thrust acceleration as well as the orbital state. The augmented state vector consists of time-dependent satellite position and velocity vectors and constant TFCs. By representing an unknown event with an essential TFC set, the
governing equations of motion can be rewritten as follows:

\[ \dot{\vec{X}}(t) = \vec{F}(\vec{X}, t) + B \cdot \vec{U}(\vec{X}, t) \] (3.46)

\[ \frac{d}{dt} \begin{bmatrix} \vec{r} \\ \vec{v} \\ \vec{c}_{ess} \end{bmatrix} = \begin{bmatrix} \vec{v} \\ \vec{v} \\ 0_{6 \times 1} \end{bmatrix} + \begin{bmatrix} 0_{3 \times 3} \\ I_{3 \times 3} \\ 0_{6 \times 3} \end{bmatrix} \cdot \vec{U}(\vec{X}, t) \] (3.47)

in which \( \vec{F}(\vec{X}, t) \) is the known dynamics and \( \vec{U}(\vec{X}, t) \) is the represented unknown acceleration. Along with the augmented state and governing dynamics equations, the state Jacobian and measurement Jacobian matrices have to be modified to complete the batch algorithm with TFCs:

\[ \frac{d\Phi_R(t, t_0)}{dt} = \frac{\partial}{\partial \vec{X}_0} \left[ \vec{F}(\vec{X}, t) + B \cdot \vec{U}(\vec{X}, t) \right] \] (3.48)

\[ = \frac{\partial \vec{F}(\vec{X}, t)}{\partial \vec{X}} \cdot \frac{\partial \vec{X}(t)}{\partial \vec{X}_0} + B \cdot \frac{\partial \vec{U}(\vec{X}, t)}{\partial \vec{X}} \cdot \frac{\partial \vec{X}(t)}{\partial \vec{X}_0} \]

\[ = \left[ \frac{\partial \vec{F}(\vec{X}, t)}{\partial \vec{X}} + B \cdot \frac{\partial \vec{U}(\vec{X}, t)}{\partial \vec{X}} \right] \cdot \Phi_R(t, t_0) \]

\[ H = \vec{H} \cdot \Phi_R(t, t_0) = \frac{\partial G(\vec{X}, t)}{\partial \vec{X}} \cdot \Phi_R(t, t_0) \] (3.49)

in which \( G(\vec{X}, t) \) is the measurement equation. This modification in the batch filter allows for periods of a USE to be fit through without having a precise model of the event. This modified batch filter estimates the essential TFCs as well as the initial orbital state by processing all the post-event tracking data in a single batch. It simply takes a priori information from the pre-event epoch, propagates orbit state and STM across the period of the unknown event according to the modeled dynamics with the event representation. After that, the filter compares a post-event observation with a computed measurement using the propagated state via the represented dynamics. Then, the filter adjusts the TFCs and the initial state until the event representation connects all the post-event measurement data with the a priori state. This process provides the least square solution that minimizes the sum of the squares of the difference between the predicted observation and the actual observation and the best estimate is determined by repeating this iteration until the estimation process has converged. A detailed flow chart for the modified Batch processor with
Step 1. Initialization for iteration

a. Set \( i = 1, t_{i-1} = t_0, \mathbf{X}(t_{i-1})_{12 \times 1} = \mathbf{X}_0, \Phi(t_{i-1}, t_0) = \Phi(t_0, t_0) = I_{12 \times 12} \)
b. Set \( \Lambda = \bar{P}_0^{-1} \) and \( N = \bar{P}_0^{-1} \bar{x}_0 \)

where \( P_0 \) is an initial \( 12 \times 12 \) covariance matrix and \( \bar{x}_0 = 0_{12 \times 1} \)

Step 2. Read next observation and perform Integration & Accumulation (until \( t_f \))

a. Integrate to find \( \mathbf{X}(t_i) : \dot{\mathbf{X}}(t_i) = \bar{F}(\mathbf{X}, t) + B \cdot \bar{U}(\mathbf{X}, t) \)
b. Integrate to find \( \Phi(t_i, t_0) : \dot{\Phi}(t, t_0) = A \cdot \Phi(t, t_0), \quad A = \left[ \frac{\partial \bar{F}(\bar{X}, t)}{\partial \bar{X}} + B \cdot \frac{\partial \bar{U}(\bar{X}, t)}{\partial \bar{X}} \right] \)
c. Accumulate current observation

\[
\Lambda = \Lambda + H_i^T R_i^{-1} \hat{e}_i, \quad N = N + H_i^T R_i^{-1} y_i
\]

\[
H_i = \bar{H}_i \Phi(t_i, t_0), \quad \bar{y}_i = \bar{Y}_i - G(\bar{X}_i, t_i), \quad \bar{H}_i = \frac{\partial G(\bar{X}, t)}{\partial \bar{X}}
\]

where \( \bar{Y} \) is observation and \( G(\bar{X}_i, t_i) \) is computed measurement

Step 3. Solve normal equation and check the observation residual RMS

a. Solve the normal equation : \( \Lambda \hat{x}_0 = N \)
b. \( \text{RMS} = \left( \sum_{k=0}^{l} \hat{e}_i^T R_i^{-1} \hat{e}_i / m \right)^{1/2}, \quad \hat{e}_i = \bar{y}_i - H_i \hat{x}_0 \)

Has process converged? 

Go to Step 1

- a. Update \( \mathbf{X}_0 \) with \( \mathbf{X}_0 + \hat{x}_0 \)
- b. Shift \( \bar{x}_0 \) with \( \bar{x}_0 - \hat{x}_0 \)
- c. Use the original value of \( \bar{P}_0 \)

Step 4. Stop and illustrate the results

a. Obtain OD solution across a space event : \( \mathbf{X}_0 = \mathbf{X}_0 + \hat{x}_0, P_0 = \Lambda^{-1} \)
b. Reconstructing unknown perturbation using the estimated TFCs :

\[
\bar{U} = \alpha_0^R \bar{r} + (\alpha_0^S + \alpha_1^S \cos E + \beta_1^S \sin E) \hat{s} + (\alpha_1^W \cos E + \beta_1^W \sin E) \bar{w}
\]

Figure 3.9: Flow chart for the modified Batch algorithm (blue : modified part)
TFCs is shown in Fig. 3.9, which is based on the general batch processing algorithm [4]. In this figure, all the modifications associated with the TFC event representation are shown in blue. To check the convergence, the root mean square (RMS) of observation residuals is computed [4]:

\[ RMS = \left( \sum_{k=0}^{l} \hat{e}_i^T R_i^{-1} \hat{e}_i / m \right)^{1/2} \]  

(3.50)

where \( l, p \) are the number of observation data and the dimension of error vector respectively. When the RMS no longer changes, the best estimate of \( \hat{x}_0 \) is assumed to be converged. Once the process has converged, the filter illustrates the results using various graphical presentations including reconstruction of a control profile. The TFCs have a similar effect as adding a process noise term to compensate for the unknown dynamics in this filter and the contribution of adding TFCs on state uncertainty estimations is proved in Appendix B. Due to this, the modified batch filter provides better convergence performance and better post-event OD solution than the regular batch filter. It must be stressed again, however, that the TFC estimates that arise from this filter provide additional information not available if a process noise term were added instead.

### 3.2.1.1 Simulations using the essential TFC set

In order to validate the modified batch filter with the essential TFCs and to check the filter’s performance, the same space event scenarios from chapter 3.1 are simulated. A relatively accurate *a priori* information (\( \sigma_{\text{position}} = 1m, \sigma_{\text{velocity}} = 1 \times 10^{-2} m/s \)) is obtained after filtering pre-event satellite tracking data (range and range-rate) from three different ground stations over three orbital periods. With the *a priori* information obtained from the pre-event tracking data, true orbit trajectories are compiled using the true event dynamics and post-event measurements are generated. The sensor measurement error is imitated by adding white Gaussian noises to the true sensor value. For the post-event observation, a single tracking station is used to not only simplify
the analysis, but also demonstrate the filter’s capability. The station is assumed to be capable of tracking the satellite for an hour. The measurement type is range and range-rate data obtained at every minute after a certain observation gap. It is also assumed that there is no observation available during the USE in this simulation.

Without modeling an unknown event, it is difficult to correlate a post-event measurement arc to a pre-event orbital state. The standard batch filter is processed through the unknown event of case 1 without representing the event and the result is shown in Fig. D.1. This figure has two y-axes on both left and right sides to show their different magnitudes. The Y-axis label for state error appears on the left, and the Y-axis label for $3\sigma$ boundary appears on the right. The state estimation errors are too large to stay within $3\sigma$ uncertainty boundaries, which is caused by errors in the dynamical model. To deal with this situation, the regular batch filter is reinitiated just over the post-event tracking arc and the result is shown in Fig. 3.11(b). For all the cases, the

![Figure 3.10: State estimation error & 3\sigma boundary without modeling an unknown event for case 1](image)

regular batch filter is reinitiated over the post-event tracking data and the results are compared with OD solutions obtained from the proposed batch filter with the event representation. Four
Figure 3.11: State estimation error with 3σ uncertainty boundary for case 1
Figure 3.12: State estimation error with $3\sigma$ uncertainty boundary for case 2
of the cases (1, 2, 4 and 6) are shown in Fig. 3.11-3.15. The first subplots, 3.11(a)-3.15(a), show the time history of estimated $3\sigma$ uncertainties obtained by the modified batch filter with TFCs by patching all the filter solutions per each measurement segment including the period across an unknown event. The black dotted vertical line indicates the first observation time after an unknown event. These subplots show that the uncertainty boundary grows until the filter processes the first post-event observation and is reduced after each post-event observation.

The second subplots, Fig. 3.11(b)-3.15(b), exhibit different OD solutions only for the post-event epoch by comparing the estimated $3\sigma$ state uncertainty boundaries and the state estimation errors resulting from a regular batch filter and the modified batch filter with TFCs. Note that these plots show the accumulated result of sixty OD solutions obtained with each of different measurement sets (one to sixty measurements). When a new measurement data comes in, both the modified batch filter with TFCs and the regular batch filter are reinitialized with the updated measurement set to newly estimate the initial state as well as the covariance (and the TFC values for the modified batch filter with TFCs). The a priori state before an unknown event is the initial state for the modified batch filter with TFCs while an expected state (computed by the previously known dynamics without modeling the event) at the first post-event measurement time is the initial state for the regular batch filter. Then, both updated initial states are propagated to the next measurement time and the OD solution is stored just for the segment between the current measurement time to the next measurement time. Therefore, Fig. 3.11(b)-3.15(b) should not be interpreted as a mapping of the state estimate or the covariance matrix from the initial time to the final measurement time. Instead, these plots show how the number of measurement data affects the filter performance at each measurement segment. This process is equivalent to the sequential algorithm and provides the same state estimate as the sequential filter with TFCs when the orbit estimates are mapped to the same measurement time. Only batch solutions are compared in this paper for simplicity’s sake.

Both batch filters provide valid OD solutions that the actual state errors are well within the estimated $3\sigma$ standard deviation bounds. However, the state uncertainty volume and the estimation
Figure 3.13: State estimation error with 3σ uncertainty boundary for case 4
Figure 3.14: State estimation error with $3\sigma$ uncertainty boundary with IOD for case 4
Figure 3.15: State estimation error with 3σ uncertainty boundary for case 6
error using the modified batch filter with TFCs are significantly smaller than those with the regular batch filter at the early part of the post-event tracking arc. By representing the unknown event, the modified batch filter with TFCs takes advantage of having accurate *a priori* information and is able to improve the orbital state and the uncertainty solution with limited measurement data. It also demonstrated that the estimation accuracy of the modified batch filter with TFCs increases as the filter receives more measurement data to represent the unknown event more accurately. However, for the case 4 when there is a large $\Delta V$ maneuver ($\Delta V = 200\,\text{m/s}$), both batch filters start diverging at 30 minutes (for the regular batch), or 50 minutes (for the batch with TFCs) after the initial measurement. It is due to the fact that the initial estimates for the state or TFCs are not close to the true values and the batch filter performance is degraded over a longer time span, which is shown in Fig. 3.13(b). It is also shown in Fig. 3.12(b) for case 2 when there is a relatively large $\Delta V$ ($\Delta V = 64.64\,\text{m/s}$) due to multiple burns, the OD solution from the regular batch filter diverges at the end of the tracking arc. Note that the modified batch filter with TFCs starts to diverge (does not diverge for the case 2) at a later time than the regular batch filter, which gives another advantage of using the proposed filter with an event representation. An initial OD (IOD) can be used to update the initial state and TFCs with the first 30 measurements, which provides more reliable reference trajectory close to the truth and eliminates the divergence. The results of applying IOD to both batch filters are shown in Fig. 3.14 for case 4, and it reveals that both batch solutions have converged. Simulation result for case 5 is very similar to the case 4 result, therefore it is omitted to avoid repetition. For all the cases, both filters produce the OD solution that the estimated state remains within several km of the true state after processing the single tracking arc. Figure 3.15 shows that including the essential TFCs in the batch process for a case where there is no actual space event still provides better OD solution than a regular batch filter. This modified batch filter can still incorporate the pre-event orbit solution with post-event measurements even when there is no event occurred, and provides improved post-event OD solution.

Since the event representation allows us to keep the OD across an unknown event, the batch filter with the essential TFCs yields better OD solution at the beginning of the post-event tracking
arc. This preliminary orbit may be used to improve the accuracy of state by making further observations at some future time. Also, this filter shows more robustness to a large state deviation due to a large-scale $\Delta V$ event. Besides, it provides a representation of an unknown acceleration by computing a control profile with the estimated TFCs. The modeled perturbing acceleration components for different cases are compared with the true controlling accelerations in Fig. 3.16. This figure shows that the modeled and the true acceleration components are of the same order of magnitude when the observations are made near the actual event time. If the observation gap is too large compared to the actual event duration like case 3, 4 and 5, the modeled thrust acceleration is spread over the whole time span. However, the control effort can be computed by integrating the thrust acceleration components over the time interval, which still can be used to estimate the magnitude of perturbing acceleration. The $\Delta V$ computed from the event representation is compared with the true $\Delta V$ value for each case, which is shown in Table D.3. Note that the proposed approach still estimates TFC values when there is no actual space event, which is shown at Fig. 3.16(f). Their magnitudes are so small that their estimated $\Delta V$ is also small and the modified batch filter with TFCs still provide a valid OD solution. More detailed study with various cases will be conducted to examine this property of perturbation magnitude estimation in our future research.

So far, all simulation cases are processed with range and range-rate observation data to analyze the performance of the proposed approach in simple way. Although modern radar signal processing can provide both range and range-rate measurement, this measurement type is rarely available in Space Situational Awareness (SSA) data. To verify that our approach is also valid with other relevant measurement type, the same six cases are simulated with range, azimuth, elevation measurements, and the result for case 1 is shown in Fig. 3.17 as an example since other cases have shown similar results. With different measurement type and its corresponding noise level,
Figure 3.16: Represented vs True acceleration components in body frame
Figure 3.17: Batch result for case 1 with range, azimuth, elevation measurement
convergence rate of OD solution and its accuracy is little different but the proposed batch filter is still able to perform better than the regular batch filter. Also, Fig. 3.17(b) shows that the filter provides an equivalent performance of estimating the magnitude of an unknown acceleration. The amount of additional code required to process the proposed filter is very small. A big advantage of using this batch filter with TFCs is that there is no “tuning” required to estimate the thrust parameters prior to running the simulation since an initial guess for the thrust coefficients can be simply zeros with small initial uncertainty. Although the batch filter in this analysis is based on simple point-mass gravity for the Earth, modification to higher fidelity models is relatively straightforward using Eq. (3.48).

3.2.2 Modified Batch filter with different TFC sets

It is verified that the covariance propagation in the linear region is independent of represented dynamics by comparing propagated orbital states and STMs. Then, the previous chapter shows how to adapt this finding into a Batch formulation with the essential TFC set to obtain post-event OD solutions across USEs. However, it does not compare OD solutions obtained by using different dynamics representation. Therefore, it is useful to check whether different event representations using different combinations of TFCs do produce equivalent OD solutions across USEs.

It has been shown that different combinations of TFC can be used to represent perturbing acceleration and provide a required thrust profile to generate an apparent secular behavior [13]. In chapter 2, 6 efficient sets of 6 TFCs are selected to make a fast assessment of any perturbing
acceleration and able to produce an equivalent orbital transfer for an USE:

\[
\vec{c}_{ess1} = \begin{bmatrix}
\alpha_0^R & \alpha_0^S & \alpha_1^S & \beta_1^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

\[
\vec{c}_{ess2} = \begin{bmatrix}
\alpha_1^R & \beta_1^R & \alpha_0^S & \beta_1^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

\[
\vec{c}_{ess3} = \begin{bmatrix}
\alpha_0^R & \alpha_1^S & \alpha_0^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

\[
\vec{c}_{ess4} = \begin{bmatrix}
\alpha_0^R & \alpha_1^R & \beta_1^R & \alpha_0^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

\[
\vec{c}_{ess5} = \begin{bmatrix}
\alpha_1^R & \alpha_0^S & \alpha_1^S & \beta_1^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

\[
\vec{c}_{ess6} = \begin{bmatrix}
\alpha_1^R & \beta_1^R & \alpha_0^S & \beta_1^S & \alpha_1^W & \beta_1^W
\end{bmatrix}^T
\]

(3.52)

Like the full set of 14 TFCs (\(\vec{c}\)), these different combinations of 6 TFCs can represent unknown perturbations and provide an analytical solution of control profile to connect two separated states across unmodeled events. For example, an unknown perturbing acceleration can be represented by using the 6th essential TFC set (\(\vec{c}_{ess6}\)):

\[
\vec{U} = (\alpha_1^R \cos E + \beta_1^R \sin E)\hat{r} + (\alpha_0^S + \beta_1^S \sin E)\hat{s}
\]

\[
+ (\alpha_1^W \cos E + \beta_1^W \sin E)\hat{w}
\]

(3.53)

These different TFC sets generate the same secular behavior for a given unmodeled event as long as they tie two separate states together.

### 3.2.2.1 Simulation with different TFC sets

In order to compare OD solutions with different TFC sets, different types of unmodeled event cases are simulated. In this chapter, 4 different cases of USEs are analyzed with the modified filter, as is shown in Table 3.5. Different from the previous simulation cases, there are perturbations acting on different directions of a satellite. Cases 1-3 describe cases with an unknown acceleration acting on a single direction, while case 4 represents an example with a perturbation along a random direction. For all these cases, perturbing accelerations last for 1000 seconds and the actual magnitude of perturbing acceleration is \(1 \times 10^{-2} \text{ m/s}^2\) for case 1-3 and \(3 \sim 6 \times 10^{-3} \text{ m/s}^2\) for case 4.
Table 3.5: Different unmodeled event cases

<table>
<thead>
<tr>
<th>case</th>
<th>direction</th>
<th>( \Delta V ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Radial (R)</td>
<td>10 (R)</td>
</tr>
<tr>
<td>2</td>
<td>circumferential (S)</td>
<td>10 (S)</td>
</tr>
<tr>
<td>3</td>
<td>normal (W)</td>
<td>10 (W)</td>
</tr>
<tr>
<td>4</td>
<td>Random</td>
<td>6(R) 9(S) 3(W)</td>
</tr>
</tbody>
</table>

gap across an unmodeled event is 1-orbital period \((\approx 1.8 \text { hours})\) for all the cases and there is no measurement available during the event period. All simulations are performed on a low-earth orbiting (LEO) satellite and the pre-event orbit state is shown in Table 3.6. Two-body dynamics under the uniform gravity field is assumed to be the only known dynamics upon a satellite, which allows us to compare OD solution of the modified filter in a simple way. As a part of simulation, a measurement generating function produces a small number of post-event measurements (range and range-rate measurements from a single ground station) that are collected at every minute after unmodeled events. For an initial condition, a pre-event OD solution is obtained by processing a simulated pre-event tracking data for 3 orbital periods, which provides an OD result with spherical uncertainty of 1 m in position and \(1 \times 10^{-2}\) m/s in velocity. Given this pre-event OD solution and a set of post-event measurements, the modified batch filter with each different TFC set determines a post-event orbit as well as TFC values.

Simulation results are illustrated by two graphical presentations: one that compares the recovered control profile with each TFC set versus the true perturbation; the other that compares OD solutions from the modified filter to those from the regular batch filter. Simulation results and figures are very similar for different cases, so only the resulting figures for case 4, the most representative case, are shown to avoid repetition (simulation results for case 1 \(\sim\) 3 are shown in Appendix C). Figures. 3.18 shows the represented perturbing acceleration for case 4. In this figure,
(a) Estimated TFC values for different TFC sets

(b) Represented vs True acceleration components

Figure 3.18: Event representation for case 4
Table 3.7: True vs Estimated ∆V for different cases (m/s)

<table>
<thead>
<tr>
<th></th>
<th>True</th>
<th>14-TFC set</th>
<th>set 1</th>
<th>set 2</th>
<th>set 3</th>
<th>set 4</th>
<th>set 5</th>
<th>set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>10</td>
<td>2.8897</td>
<td>4.7517</td>
<td>4.7497</td>
<td>15.1622</td>
<td>15.1622</td>
<td>3.9380</td>
<td>3.9677</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>4.7950</td>
<td>5.9447</td>
<td>5.9401</td>
<td>0.3199</td>
<td>0.5045</td>
<td>4.2801</td>
<td>4.2744</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
<td>0.6268</td>
<td>0.7949</td>
<td>0.7966</td>
<td>0.7502</td>
<td>0.7502</td>
<td>0.8015</td>
<td>0.8033</td>
</tr>
<tr>
<td>S</td>
<td>10</td>
<td>5.6536</td>
<td>0.3328</td>
<td>26.2376</td>
<td>0.7409</td>
<td>7.0409</td>
<td>0.2760</td>
<td>26.2400</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
<td>0.9207</td>
<td>0.9505</td>
<td>1.1084</td>
<td>-0.0673</td>
<td>0.9410</td>
<td>0.9511</td>
<td>1.1093</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0.1812</td>
<td>0.1904</td>
<td>0.8080</td>
<td>0.4190</td>
<td>0.4190</td>
<td>0.1578</td>
<td>0.8143</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0.3369</td>
<td>0.4133</td>
<td>0.0906</td>
<td>0.4022</td>
<td>0.6333</td>
<td>0.4324</td>
<td>0.1556</td>
</tr>
</tbody>
</table>

The first subfigure displays estimated TFC values from the modified batch filter with 7 different TFC sets including the full set of 14 TFC. Since these 7 TFC sets have different configuration of TFCs on each direction (radial, circumferential, normal), their estimated values are different from each other. It is noticeable that some TFCs are more dominant than others, depending on the true perturbing direction. For case 4, the radial and circumferential components of TFC sets are more dominant than normal ones.

The second subfigure, Fig. 3.18(b), compares the reconstructed perturbing acceleration to the true perturbation. The shapes of the recovered control profile using 7 different TFC sets are different from each other as well as the true perturbing acceleration. However, it is shown that the magnitudes of reconstructed accelerations are found to be the same order of magnitudes as the true perturbations. This can be also shown by computing a control effort (∆V) by integrating the thrust acceleration profile over the time interval, which is shown in Table. D.3. Even though the computed ∆Vs do not exactly match with true values, it still can be used to bound the control effort necessary for linking two separate states across an unmodeled event. Note that using the full set of 14 TFCs does not exhibit any superior performance over other sets with 6 TFCs. In fact, the modified batch filter with the 14-TFC set does not produce more accurate OD estimation than others either, which is shown in Fig. 3.19-3.20. Also, none of those 6 TFC sets recovers the
true perturbation more accurately than others, considering the control shape and the expenditure ($\Delta V$). Therefore, we can represent an unmodeled event with any TFC set, which still allows us to quantify the magnitude of an actual perturbation and to choose a preferred control configuration for a given event.

To examine the filter performance with different TFC sets, OD solutions from the modified batch filter over one-hour post-event tracking arc are compared. With an updated initial state and estimated TFC values from the modified filter, the pre-event orbit is propagated through an unmodeled event period using the represented dynamics with different TFC sets. For a comparison, state errors and covariance envelopes from the regular batch filter are also computed by applying the filter over the post-event tracking arc with an inflated covariance matrix. All the results on various cases are consistent with the others and simulation results of case 4 are shown in Fig. 3.19. Each subplot describes the errors of the state estimate from the modified filter with the 14-TFC set as $\bigcirc$, those from the modified filter with each set of 6 essential TFCs as $+$, and ones with the regular batch filter without TFCs as $\square$. Different covariance boundaries obtained with those filters are shown with their respective colors (black for regular batch filter; blue for batch with 14 TFCs; others for batch with 6 TFCs). Figure. 3.19 shows that all post-event state errors are within their uncertainty boundaries and they are similar to each other. The modified filter with different TFC sets is able to deliver a valid post-event OD solution across unmodeled events. However, this figure does not reveal the advantage of using the modified batch filter with essential TFCs over the regular batch filter.

To investigate the benefit of applying the TFC representation approach, the accuracy of OD solutions is examined with different size of post-event tracking data duration (1 $\sim$ 90 measurements in 1 $\sim$ 90 minutes). When a new measurement data comes in, the modified batch filter with different TFC sets as well as the regular batch filter are reinitiated with a new measurement set and estimate post-event orbit solutions. Figure. 3.20 displays a collection of OD solutions estimated with different sizes of tracking data duration. State errors and their uncertainty boundaries are computed at their respective last measurement time of each tracking duration. Both subfigures show that state errors
Figure 3.19: Post-event OD solution from different batch filters for case 4 with one hour tracking data
Figure 3.20: OD solution with different sizes of tracking data for case 4
are well within their 3-σ uncertainty boundaries and each OD solution from the modified batch filter with different TFC sets is consistent with each other regardless of a size of measurement data. This validates that the covariance propagation in the linear region is independent of the represented dynamics, by showing that different event representations using different TFC sets produce similar OD solutions across unmodeled events. It is also found that the regular batch filter requires at least 3 range and range-rate measurements to achieve a converged OD solution. For the modified batch filter, dynamic representation with TFCs enables the filter to incorporate an accurate pre-event OD solution with the post-event measurement data and then provides a valid OD solution even with a single post-event measurement. Since the TFC representation of unknown dynamics allows us to maintain orbit solution across an unmodeled event, OD solutions from the modified batch filters exhibit more accurate state and smaller uncertainty boundaries at the early time of the post-event tracking. After processing the measurement data for one hour (60 measurements), OD solutions from the modified batch filters become equivalent to the one obtained with the regular batch filter. Note that the modified batch filter still has a benefit of providing a representation of an unmodeled event, which can be used for post-event analysis.

3.3 Summary

Propagation of orbit uncertainty based on the event representation is studied and its application in the satellite orbit determination (OD) across unknown and unmodeled space events (USEs) is evaluated. Analytical and numerical studies verify that the covariance propagation in the linear region is independent of the dynamics as long as they represent the same orbital change due to unknown perturbations. Therefore, an event representation can be used to take into account the presence of an unknown event in the computation of the state uncertainty across the period of an unknown event. To apply these characteristics to the OD precessing in the presence of a USE, the event representation with thrust-Fourier-coefficient (TFC) is used since it is a very simple and effective way to represent a USE. Different TFC sets are used to represent unknown perturbations and a batch filter with TFCs is developed to perform OD across an unknown event. This filter is a
fully automated process that maintains OD across USEs and avoids the difficulty of manual tuning of thrust coefficients. Simulation results show that each TFC set provides different representation of the unknown perturbing acceleration, which yields varying magnitudes of delta velocity for a given event. However, OD solutions across unknown events using different TFC sets display equivalent performance over the post-event arc as long as those TFC sets are capable of generating the apparent secular motion caused by a given unknown event. The modified batch filter with any TFC set provides faster convergence, better orbit solution, and more flexibility with the initial guess than those in the regular batch filter. Once a USE is represented with any TFC set, the modified filter can incorporate the pre-event orbital state with the post-event tracking data. Therefore, the proposed batch filter provides more accurate post-event state and uncertainty estimation than a regular batch filter does at the early time of the post-event tracking. The proposed OD filter is particularly valuable for the case with no measurement available during a USE period and could allow ground station operators to obtain a valid orbit trajectory right after an unknown event. It also provides insight into the unknown accelerations leading to a given USE. With the estimated TFCs, it computes an estimate of controlling effort, which can be used to bound the control effort necessary for linking two separate states across a USE.
Event Detection and Maneuvering Satellite Tracking Using Event Representation with 14 Thrust-Fourier-Coefficients

The space catalog has been growing dramatically in recent years and maintaining tracking of satellites is essential to enhance space situational awareness (SSA) capability in Earth orbit. The determination and prediction of the maneuvering satellite’s orbit is complicated, specially when it is operated by uncooperative parties. In this chapter, a new event detection algorithm and a maneuvering satellite tracking method using the event representation with thrust-Fourier-coefficients (TFCs) are introduced. A perturbed satellite trajectory under an unknown and unmodeled space event (USE), transitioning between two arbitrary orbital states, can be represented as an equivalent orbital transfer that can be generated by the represented dynamics involving TFCs. This event representation technique with TFCs allows for the usage of existing pre-event orbit determination (OD) solutions to estimate the post-event orbit trajectory. Applying this technique to solve SSA related problems, the sequential filter is modified with TFCs so that it is able to blend incoming post-event observations with the predicted OD estimations to minimize the post-event OD solution errors. Therefore, the TFC event representation enables the modified OD filters to maintain tracking of maneuvering satellites as well as to detect a USE in the absence of a dynamical model of the event.
4.1 Event representation with 14 TFCs

In order to process OD across a USE, its unknown and unmodeled dynamics have to be represented in an OD process to compensate for its effect on a satellite. In this chapter, a mathematical model for unknown dynamics representation using TFCs is briefly reviewed. For a given orbital change across a USE, there are an infinite number of ways to connect the pre-event orbit state with the post-event orbit state using different control laws. Instead of using the essential TFC set, the 14-TFC set is used to represent a USE in more detail to solve SSA related problems in this chapter. It is shown in chapter 2 that there is a simple way to analytically obtain a unique solution for the 14-TFC set. This minimum norm solution of those 14 TFCs from Eq. (2.19) effectively represents an unknown perturbing acceleration:

\[
\tilde{C} = \bar{G}(\bar{\omega})^T \cdot [\bar{G}(\bar{\omega}) \cdot \bar{G}(\bar{\omega})^T]^{-1} \cdot \left[ \frac{\bar{\omega}(t_f) - \bar{\omega}(t_0)}{t_f - t_0} \right]
\]

(4.1)

where \( \bar{G}(\bar{\omega}) \) is a matrix form of the averaged Gauss equations while \( \bar{\omega}(t_f) \) and \( \bar{\omega}(t_0) \) are the post-event state and the pre-event state respectively. It computes 14 TFCs that control the secular motion of a satellite across a USE to reach the given post-event state at a given time. The implication of this result is that the perturbed motion of satellite under USEs can be represented on average as an equivalent maneuver involving 14 constant TFCs. In chapter 2, this TFC event representation is extended to non-averaged thrusting between Cartesian position and velocities to show that it is relevant to represent USEs that occurred over a fraction of an orbit period. With
the computed 14 TFCs from Eq. (4.1), the control profile for a USE can be represented as follows:

\[
\hat{U} \simeq (\alpha_0^R + \alpha_1^R \cos E + \beta_1^R \sin E + \alpha_2^R \cos 2E) \hat{r} + (\alpha_0^S + \alpha_1^S \cos E + \beta_1^S \sin E + \alpha_2^S \cos 2E + \beta_2^S \sin 2E) \hat{s} + (\alpha_0^W + \alpha_1^W \cos E + \beta_1^W \sin E + \alpha_2^W \cos 2E + \beta_2^W \sin 2E) \hat{w}
\]

(4.2)

\[
= \begin{bmatrix}
\hat{r} & \hat{s} & \hat{w}
\end{bmatrix}
\begin{bmatrix}
A1 & \text{zeros} & \text{zeros} \\
\text{zeros} & A2 & \text{zeros} \\
\text{zeros} & \text{zeros} & A3
\end{bmatrix}
\hat{C}
\]

(4.3)

\[
= T \cdot S \cdot \hat{C}
\]

(4.4)

\[
A1 = \begin{bmatrix}
1 & \cos E & \cos 2E & \sin E
\end{bmatrix}
\]

\[
A2 = A3 = \begin{bmatrix}
1 & \cos E & \cos 2E & \sin E & \sin 2E
\end{bmatrix}
\]

in which \(T\) is the transformation matrix \((\hat{r} = \vec{r}/|\vec{r}|, \hat{w} = \vec{r} \times \vec{v}/|\vec{r} \times \vec{v}|, \hat{s} = \hat{w} \times \hat{r})\) from the body frame (RSW) to the inertial frame (ECI), and \(S\) matrix generates the perturbing acceleration in the body frame from the 14 TFCs. Figure 4.1 illustrates how the set of 14 TFCs represents unknown accelerations acting on a satellite. Any control law applied to a thrusting satellite over a finite time period can be rigorously represented with these 14 TFCs [13]. Although the event representation with 14 TFCs
does not recover the actual perturbing acceleration for a given USE, it provides a unique dynamics model that can generate an equivalent orbital change. Therefore, this event representation can be used to take into account the presence of an unknown acceleration in the tracking of a satellite across a USE.

### 4.2 Event detection with event representation using 14 TFCs

Detecting a USE is an important task for maintaining SSA of Earth orbiting satellites. Predicting the trajectory of a satellite across the period of a USE requires the detection of an event before it can be modeled in the orbit estimation. There are numerous techniques to detect an event that have appeared in the literature. Most of them are based on the consistency check between a referencing pre-event orbit and a filtered post-event orbit solution. An event is suspected when the difference of detection parameters, between estimated values from incoming data and known values from a reference orbit, exceeds their defined thresholds. Measurement residuals are primarily used in the data processing to check their consistency by searching for outliers beyond their nominal bounds [42],[43],[44]. For example, the Orbit Determination Tool Kit (ODTK) developed by the Analytical Graphics Inc. (AGI) uses a sequential filter to detect an event by analyzing rejected data from the filter that do not fit into the previous orbit [6]. If an individually observed measurement is very far away from its expected value, an event is suspected to happen. A sudden change in orbital energies or orbital elements of tracking data can also be used to detect an event. Patera [1] used the orbital energy to detect a space event based on the technique of a moving window curve fit as post-processing. Similarly, Swartz at el [29] presented an event detection method based on the Space Incident Flagging Technique (SIFT) by employing a polynomial-curve-fit technique to detect the change of the satellite’s energy. With the orbital elements as detection parameters, Kelecy at el. [45], Song at el. [46], and Lemmens & Krag [47] post-processed the two-line-element set (TLE) data to find any inconsistencies due to maneuvers. Also, Lee and Hwang [48] applied Interacting Multiple Model (IMM) estimation to detect an event by comparing a resulting change in the orbital elements. In a different way, Kelecy and Jah [15] compared filter-smoother updates
through the position and velocity state to detect a single low thrust finite maneuver event by using the batch least-squares and extended Kalman filter (EKF). Recently, a new detection parameter was introduced to recognize spacecraft maneuvers by examining the optimal control distance metric generated by measurement residuals. It is similar to the traditional Mahalanobis distance approach that an event likely has occurred if the probability of the control distance is larger than its systemic uncertainty [41]. Holzinger et al. [8] presented a maneuver detection method for data-sparse environments by applying a control distance metric from an optimal control solution. Singh et al. [9] modified this control distance metric based detection scheme with a minimum-fuel cost function. Lately, Lubey and Scheeres [10] adapted these approaches to detect an event and to reconstruct its unmodeled dynamics using optimal control policies.

A new event detection approach proposed in this paper is based on the event representation method using Thrust-Fourier-Coefficients (TFCs), which uses these TFCs as event detection parameters. The TFC event representation method represents a satellite’s motion under an unknown event, transitioning between two arbitrary orbital states, as an equivalent orbit maneuver connecting those two states by applying the Fourier series representation of perturbing accelerations. The previous study has shown that this event representation method using TFCs rigorously provides a unique control law between measurement points that can generate the given secular behavior of a satellite due to an unknown event [13]. Therefore, the new approach utilizes given pre-event information in conjunction with incoming measurement data to detect acceleration changes on a spacecraft due to unknown maneuvers. Note that the measurement data can be collected during or after maneuvers. Fourier series representations of thrust accelerations were used by Hudson and Scheeres who applied averaging techniques to perturbing motions of a spacecraft and represented the secular motion of a spacecraft with 14 TFCs [11]. Ko and Scheeres adapted this approach to represent a event transitioning between two arbitrary orbital states using the TFCs that account for unknown perturbing accelerations [13]. Applying this approach, a sequential filter is modified with an event representation method using TFCs. The modified filter, labeled as ‘$K\hat{F}_{TFC}$’, directly estimates unknown accelerations in terms of TFCs and plays a main role in our proposed
event detection algorithm. The proposed approach distinguishes itself from other event detection approaches in that it detects event onset and termination time explicitly based on estimated TFCs. This algorithm may be applied to a wide variety of event detection problems, ranging from an impulsive burn maneuver to a continuous low-thrust maneuver.

4.2.1 Event detection algorithm using the modified sequential filter

Maintaining OD across an unmodeled event requires the compensation of unknown dynamics, which is in need of an event detection process established without having event information. Generally, it is not necessary to precisely reconstruct unknown dynamics in order to detect an unmodeled event. Since the 14-TFC set, represented as \( \bar{C} \), can rigorously represent a finite basis of unknown thrust accelerations, it can be used to detect a change-point of accelerations acting on a satellite. By representing the acceleration of an unmodeled event using Eq. (4.2), the governing equations of motion can be rewritten with 14 constant TFCs:

\[
\frac{d}{dt} \begin{bmatrix} \vec{X} \\ \bar{C} \end{bmatrix} = \begin{bmatrix} \vec{F}(\vec{X}) \\ 0_{14 \times 1} \end{bmatrix} + \begin{bmatrix} B \\ 0_{14 \times 3} \end{bmatrix} \cdot \vec{U} \quad (4.5)
\]

where \( \vec{F} \) and \( B \) are from Eq. (3.2). By defining the generalized state vector \( \vec{Z} = \begin{bmatrix} \vec{X} \\ \bar{C} \end{bmatrix} \), Eq. (4.5) can be linearized by expanding about a reference state vector denoted by \( \vec{Z}^* \):

\[
\dot{\vec{Z}}(t) = \dot{\vec{Z}}^*(t) + \left[ \frac{\partial \vec{Z}_t}{\partial \vec{Z}} \right]^* (\vec{Z}(t) - \vec{Z}^*(t)) + \text{higher order terms} \quad (4.6)
\]

where * indicates that the quantity is evaluated on the reference trajectory with zero TFCs (\( \bar{C}^* = \bar{0} \)). By ignoring higher order terms and defining \( \vec{z}(t) = \vec{Z}(t) - \vec{Z}^*(t) = \begin{bmatrix} \vec{x} \\ \bar{C} - \bar{C}^* \end{bmatrix} = \begin{bmatrix} \vec{x} \\ \vec{v} \end{bmatrix} \),
Eq. (4.6) can be written as:

\[
\begin{align*}
\dot{\mathbf{z}} &= \left[ \frac{\partial \mathbf{Z}(t)}{\partial \mathbf{Z}(t)} \right]^* \mathbf{z} \\
&= \left[ \frac{\partial \mathbf{F}(\mathbf{x}) + B \cdot \mathbf{u}}{\partial \mathbf{x}} \quad \frac{\partial \mathbf{F}(\mathbf{x}) + B \cdot \mathbf{u}}{\partial \mathbf{c}} \right]^* \begin{bmatrix} \mathbf{x} \\ \mathbf{c} \end{bmatrix} \\
&= A(t) \mathbf{z} 
\end{align*}
\] (4.7)

The linearized measurement model for observation also can be expressed with the generalized state:

\[
\begin{align*}
\mathbf{y} &= \mathbf{G}(\mathbf{Z}, t) + \mathbf{e} = \mathbf{G}(\mathbf{Z}^*, t) + \left[ \frac{\partial \mathbf{G}}{\partial \mathbf{x}} \right]^* \mathbf{z}^* + \text{higher order terms} + \mathbf{e} \\
&= \mathbf{H} \mathbf{z} + \mathbf{e}, \\
E[\mathbf{e}] &= 0, \quad E[\mathbf{e} \mathbf{e}^T] = R
\end{align*}
\] (4.10)

in which \( \mathbf{y} \) is an observation deviation vector while the observation error, \( \mathbf{e} \), is random with zero mean and specified covariance of \( R \) for each measurement type. With Eq. (4.8) and (4.12), the linear estimation problem using 14 TFCs is defined and the sequential filter can be set up to estimate the TFCs as well as the state:

\[
\begin{align*}
\dot{\mathbf{z}} &= A(t) \mathbf{z} \\
\mathbf{y} &= \mathbf{H} \mathbf{z} + \mathbf{e}
\end{align*}
\] (4.13)

Detailed description of how to implement the sequential filter with TFCs is not included in this paper since it follows the standard flow of the sequential filter which is well explained in [4].

The modified sequential filter, \( KF_{TFC} \), estimates unknown accelerations in terms of TFCs and the orbital state jointly. If there is no measurement data available during an unmodeled event, \( KF_{TFC} \) propagates a pre-event OD solution across the period of an unmodeled event according to modeled dynamics with the event representation. Then, the propagated state is compared with incoming measurements and the filter adjusts TFCs to connect the post-event measurement data.
with a given *a priori* state. Without measurements during a USE, $KF_{TFC}$ is unable to detect event onset or termination time. Instead, it assumes that an event starts at the last pre-event measurement time and ends at the first post-event measurement time. However, it can still examine whether there is an unmodeled event or not during the measurement gap by checking the magnitude of estimated TFCs. An event is declared when a weighted norm of estimated TFCs from the OD filter exceeds a pre-defined nominal threshold, which will be explained in the following chapter. In the modified sequential filter, the 14 TFC set serves as an added process noise term to compensate for an unmodeled event which also has been shown with the modified batch filter in [49].

With measurement data available during an unmodeled event, $KF_{TFC}$ may be used to detect event onset and termination time more precisely. To recognize a change-point of unknown acceleration, the filter needs to estimate TFCs at each measurement update and requires an initialization of TFCs to zeros at the beginning of each time update. This modification with $KF_{TFC}$ allows us to perform OD estimation similar to an extended Kalman filter (EKF). To distinguish it from $KF_{TFC}$, we label it as ‘$EKF_{TFC}$’. With these two filters, an event detection algorithm is developed to estimate unmodeled eventing time and accelerations. This new event detection algorithm should have the following four essential functions: (1) estimation of unknown acceleration in terms of TFCs; (2) estimation of orbital state along with the estimated TFCs; (3) detection of event onset and termination time; and (4) representation of unknown acceleration across the estimated event period. The proposed algorithm processes the following steps:

1. Run $EKF_{TFC}$ over all the pre-event tracking arc to obtain nominal values of 14 TFCs as well as a pre-event OD solution

2. Estimate TFCs at each measurement interval by processing $EKF_{TFC}$ forwards in time with a pre-event OD solution as an initial state

3. Inspect magnitudes of the estimated TFCs to identify event onset time

4. Record the time when a generalized norm of estimated 14 TFCs exceeds a nominal threshold (from step 1) as an output for subsequent analysis
(5) Keep processing measurement data until measurement residuals return to a nominal (non-event) condition

(6) Initialize $EKF_{TFC}$ using the last filter updated orbital state and covariance

(7) Run $EKF_{TFC}$ backwards in time with estimating TFCs over each measurement interval

(8) Inspect magnitudes of the estimated TFCs to identify event termination time and do the same as step 4

(9) Run $KF_{TFC}$ forwards in time with an estimated eventing time based on the results from step 4 and 8, which provides a unique 14 TFCs set that forces the orbit to fit through all measurement data over the estimated eventing period

(10) Represent an unmodeled event with the result from step 4, 8, and 9 using Eq. (4.2)

The process from step 2 to 8 can be iterated to improve the estimation of event termination time since the backward $EKF_{TFC}$ in step 6 may start with less accurate initial information using the last updated post-event OD solution. Note that this process is still valid for the case when no measurement data is available during maneuvers. In this case, the estimated TFC values will exceed their nominal values at the first post-maneuver measurement time in step 3 that can be considered as the maneuver termination time. In step 8, the estimated TFC values from the backward $EKF_{TFC}$ will exceed their nominal values at the last pre-maneuver measurement time that can be regarded as the maneuver onset time. It means that this algorithm regards the relatively large measurement gap, in where an unknown maneuver is suspected to occur, as the maneuvering period.

To identify the event onset or the termination time in step 3 and 8, one has to determine whether the estimated 14 TFC values over each measurement interval are due to a systematic uncertainty or a result of an unmodeled event. It can be checked, using the Chi-Square test ($\chi^2_n$ test) based change-point detection scheme [50]. A change-point of unknown accelerations is declared
\[
\begin{align*}
\Gamma > \lambda &= \chi^2_n(3\sigma) \\
\Gamma &= \bar{C}^T P_{cc}^{-1} \bar{C}
\end{align*}
\] (4.15) (4.16)

where \( \sigma \) is the level of confidence and \( \lambda \) is the threshold value of nominal TFCs that is determined using a result from step 1. \( P_{cc} \) is the covariance of estimated TFCs (\( \bar{C} \)) from the filter. This detection test relies on the assumption that individual TFCs are Gaussian distributed and independent. The \( \lambda \) is from upper bounds of nominal TFCs due to systematic uncertainties, and it can be adjusted to enforce the level of confidence. The test provides an output of possible event onset or termination time when the filtered TFC estimate exceeds a defined threshold. Outliers due to noisy data can be rejected by comparing them between each adjacent measurement segment. If a change-point is due to an outlier, the estimated TFCs will come back to their nominal values at the following measurement update time since there is no perturbing acceleration to account for. It indicates that the satellite stays in its predicted orbit trajectory. If the satellite is in a perturbed orbit, the norm values of estimated TFCs will stay above the threshold for a certain period, which allows us to detect a USE.

### 4.2.2 Simulations and results

In order to validate the proposed event detection algorithm with the event representation using 14 TFCs, different simulated USE cases are studied. All the simulations are performed on a low-earth orbiting (LEO) satellite, and its initial state is shown in Table D.1. There are two possible kinds of perturbing acceleration for a USE\[46\]. One is an impulsive or a discrete perturbation like any collision with other space object, structural breakup, or an explosion. The

<table>
<thead>
<tr>
<th>( h_0(km) )</th>
<th>( e )</th>
<th>( i(deg) )</th>
<th>( \Omega(deg) )</th>
<th>( \omega(deg) )</th>
<th>( \nu(deg) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1885</td>
<td>0.1</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>180</td>
</tr>
</tbody>
</table>

\( h_0 \) : altitude at apogee; Earth radius : 6378.137km[7]
other is a relatively small continuous perturbation such as a low thrust malfunction or significant environmental change. To check the performance of the proposed algorithm over these different perturbations, 6 different USE cases are simulated. Also, the proposed algorithm is processed with different types of simulated measurement data to check its capability, which is shown in Table D.2. The $\Delta V$ is 10$m/s$ for both impulsive and discrete burns. During these events, measurement data is available except for case 2 where there is no available measurement for an hour when an impulsive burn occurs in the middle. The sensor measurement error is imitated by adding white Gaussian noises to the true sensor value, and Matlab is used to implement the algorithm.

Case 1 $\sim$ 2 demonstrate a situation where a satellite performs an impulsive high-thrust maneuver. These two cases are also compared to see how the data sparse environment (no measurement available during the maneuver) affects the performance of the algorithm by checking the accuracy post-event OD solutions and their represented dynamics. Also, case 1 is tested with 2 outliers (at $t = 1$ hour and $t = 2$ hours) in measurement data to check the outlier rejection capability. Case 3 $\sim$ 5 is simulated to compare its performance over a discrete burn maneuver by processing 3 different measurement types. Case 6 is simulating a situation, in which the atmospheric drag is mis-modeled after an unknown structural deployment occurs. This non-gravitational dynamics mis-modeling may be interpreted as a continuous low-thrust maneuver and case 6 is tested to check the versatility of the algorithm on low-thrust maneuver detection. A general 2-body dynamics model with respect to Earth-Centered Inertial (ECI) position-velocity coordinate is considered as

<table>
<thead>
<tr>
<th>Case</th>
<th>Type</th>
<th>Duration of Burn V (min)</th>
<th>Measurement available during event?</th>
<th>Measurement type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>impulsive burn</td>
<td>-</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>2</td>
<td>impulsive burn</td>
<td>-</td>
<td>No (observation gap : 1hr)</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>3</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>4</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>range, Az, El</td>
</tr>
<tr>
<td>5</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>RA, Dec</td>
</tr>
<tr>
<td>6</td>
<td>structural deployment</td>
<td>continuous</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
</tbody>
</table>

Az : Azimuth, EL : Elevation, RA : Right Ascension, Dec : Declination
the known dynamics for all the cases except case 6 where J2 and the atmospheric drag acceleration are also included in the known dynamics. Although the simulation is based on simple point-mass gravity for the Earth to analyze the performance of the proposed algorithm in simple way, modification to a full force model is relatively straightforward by defining the known dynamics with higher fidelity models. Once the known dynamics is specified, the proposed algorithm using the TFC event representation is able to account for unmodeled perturbing accelerations, which is fairly shown in case 6.

To initiate the algorithm, it is necessary to obtain an initial condition and a pre-event OD solution. This can be done by processing pre-event tracking data with $EKF_{TFC}$, explained in step 1 in the previous subchapter. Figure 4.2 displays the result from the step 1 for case 1. The modified filter still estimates TFC values when no actual event has occurred during an observation period, which is shown at Fig. 4.2(a). Since there is no perturbation to be compensated for, these TFCs estimates are due to the sensor measurement errors which have a Gaussian distribution. Their magnitudes are so small that the modified filter with TFCs still provides a valid OD solution that the actual state errors are well within the estimated $3\sigma$ standard deviation boundaries obtained by the filter. The estimated TFC values are used to compute the threshold value of nominal TFCs for the change-point detection of thrust acceleration. The result also verifies that any incoming measurement data may be processed with the modified single sequential filter without regard to whether an actual event has occurred or not. The TFC set works as a process noise term to compensate for arbitrary modeling errors or maneuver events by inflating the covariance of the state.

With a pre-event OD solution, $EKF_{TFC}$ runs forwards and backwards in time to estimate the TFCs at each measurement interval. Then, their generalized norm values are computed using Eq. (4.16), which is shown in Fig. 4.3 for case 1. In both subfigures, there is a change-point where $\Gamma$, a generalized norm value of TFCs, increases significantly and goes beyond the threshold, $\lambda$. From Fig. 4.3(a), an event is predicted to begin at three hours after the initial time. In this figure, the outliers can be easily recognized by comparing their subsequent estimated TFC values.
Figure 4.2: \( EKF_{TFC} \) results with pre-event tracking data in step 1 for case 1

Figure 4.3: Generalized norm value of TFCs from \( EKF_{TFC} \) in step 2-8 for case 1
The two isolated TFC jumps (at $t = 1$, $t = 2$ hr) indicate that the satellite stays in its previous orbit plane and therefore there is no perturbing thrust to be compensated for. This shows that this algorithm is able to separate outliers from measurement data. From Fig. 4.3(b), the event is suspected to stop right before time passes three hours, which illustrates the event termination time appears before the onset time. It may be caused by a detection delay of the algorithm for a USE with a relatively short thrusting time. If a measurement interval is longer than an actual eventing time, the perturbing effect of a USE becomes apparent at the following measurements after the event. For case 1 with impulsive burn, we can extrapolate the event has a burn time shorter than the measurement interval, 1 minute, which may be interpreted as an impulsive burn. Having an estimated event time, the modified sequential filter, $KF_{TFC}$, runs forwards in time and provides a unique TFC set as well as post-event OD solutions. As shown in Fig. 4.4, the state estimation errors resulting from the filter are within the estimated $3\sigma$ state uncertainty boundaries. Besides

![Position errors with $3\sigma$ uncertainty boundaries](image1)

![Velocity errors with $3\sigma$ uncertainty boundaries](image2)

Figure 4.4: OD solution with estimated perturbation in step 9 for case 1

estimating an event period and providing post-event OD solutions, the proposed algorithm also delivers a representation of an unmodeled event. Using the estimated TFC set from step 9 for case
1, the event with an impulsive thrusting can be represented as Fig. 4.5(a) where the represented control profile is compared with the true thrust acceleration.

If there is no available measurement data across an unmodeled event, such as case 2, it is difficult to determine an event time with a relatively large measurement interval. However, the proposed detection algorithm is able to detect the presence of an unmodeled event by checking estimated TFC values over the measurement gap. We have checked the performance of the algorithm with longer observation gaps (1 and 2 orbital period). The result showed that it still could detect the existence of a USE and provides a valid post-event OD solution across the longer observation gaps. There is no special limit about the observation interval to detect a USE using the TFC event representation, but the non-linearity effect could be an issue when propagating the orbit information across the large measurement gap since this approach is valid in linear region. The reason of choosing 1-hour measurement gap instead of 1 or 2 orbital period is to show that the TFC event representation is able to account for non-averaging thrusting over a fraction of an orbit period. The final result of processing the algorithm for case 2 is shown in Fig. 4.5(b)-4.6, where the representation of unknown acceleration and the OD solutions are examined. Figure 4.5(a) and 4.5(b) also illustrate that the algorithm may yield different representations for the same event while providing valid post-event OD solutions. It is due to the fact that the estimated event onset and termination times are based on available measurement data, which is different for each case.

Detection of an event with discrete burn is tested with different types of measurement data, and the results of applying the detection algorithm to those measurements for case 3-5 are shown in Fig. 4.7-4.11. Figure 4.7 shows the OD solution by processing range and range-rate data to estimate the event time and the thrust profile for case 3. Due to inaccuracy of those estimations, some of the state estimations are out of $3\sigma$ boundaries. This can be improved by iterating the process as described in the previous chapter. Figure 4.8 shows how the OD solutions have improved after two iterations for case 3. The state errors become smaller and the fit accuracy is improved. It is mainly because the filter detects the event termination time better with an improved post-event OD solution after each iteration. Figure 4.9 compares the event representations for both cases.
Figure 4.5: Unknown acceleration representation with estimated TFCs in step 10
(a) Position errors with 3σ uncertainty boundaries  (b) Velocity errors with 3σ uncertainty boundaries

Figure 4.6: OD solution with estimated perturbation for case 2

(a) Position errors with 3σ uncertainty boundaries  (b) Velocity errors with 3σ uncertainty boundaries

Figure 4.7: OD solution with estimated perturbation for case 3
Figure 4.8: OD solution with estimated perturbation for case 3 after two iterations
Figure 4.9: unmodeled event representation for case 3
Although they are similar to each other, the estimated event termination time is found to be closer to the true value after two iterations if the circumferential components are examined closely.

For case 4 and 5, the detection algorithm is processed with different angle measurements. Figures 4.10-4.12 display post-processing OD solutions and event representations. The result verifies that the angle measurement data also can be used to detect an unmodeled event and to provide valid OD solutions. Note that it takes a longer time for OD solutions to be converged after a USE since angle measurements usually do not contribute much to a high accuracy OD solution. Also, there is a delay of detecting an event onset time when using angle measurements only (case 5), which is shown in Fig. 4.12(b). However, they can still be used in the event detection algorithm when range data is unavailable.

For the mis-modeled drag case, it is assumed that a structural deployment causes a change in the cross-sectional area of a satellite. Without compensating this change, the mis-modeled atmospheric drag makes the filter diverge after the deployment. This event may be interpreted as a continuous unknown low-thrust maneuver. Different from the previous cases, there is no event
(a) Position errors with 3 \( \sigma \) uncertainty boundaries

(b) Velocity errors with 3 \( \sigma \) uncertainty boundaries

Figure 4.11: OD solution with estimated perturbation for case 5

(a) Case 4

(b) Case 5

Figure 4.12: unmodeled event representation
termination time for this case. It causes the measurement residuals and TFCs to increase in time after the deployment, which are shown in Fig. 4.13. Since the measurement residual does not return to a nominal boundary, step 5-8 of the algorithm cannot be processed, which means that the event termination time cannot be identified. However, the detection algorithm can still detect a change-point of unknown acceleration after the structural deployment, which is regarded as the event onset time. With the estimated event onset time, the algorithm assumes the last measurement time as the event termination time. It is based on the fact that precise detection of event termination time is not as critical as that of event onset time [51]. Once the estimated event begins, the state covariance matrix is inflated so that the filter is able to accept the subsequent measurement data and to provide valid post-event OD solutions.

For case 6, the structural deployment happens at about two hours after the initial time. The algorithm estimates that the event begins after two and one-half hours. There is a detection delay around one-half hour, which is due to the fact that the accumulated effect of mis-modeling drag does not show up immediately in the estimation process. This may be found in the measurement residual plot in Fig. 4.13(a) as well as the drag representation plot in Fig. 4.14. The represented control profile is different from the true mis-modeled drag; however, it still helps one to estimate the
Figure 4.14: Un-modeled drag representation for case 6
magnitude degree of perturbing acceleration. Note that the proposed event detection algorithm is not designed to recover the true perturbing acceleration. Instead, it aims to track a satellite under unknown acceleration by representing an event rigorously and to provide more accurate post-event OD solutions. With the estimated event period and the represented acceleration, the OD solution across the period of mis-modeling of drag is obtained and shown in Fig. 4.15. The state errors from the algorithm throughout the mis-modeling period after the deployment stay within their uncertainty boundaries. From all the simulated cases, the proposed event detection algorithm, utilizing the event representation technique, shows consistent performance and versatility. The proposed algorithm is able to detect different event types and to provide valid OD solutions by processing different measurement data.

4.3 Tracking a maneuvering satellite with event representation using TFCs

Maneuvering satellite tracking has been an important task in order to maintain SSA of Earth orbiting satellites. However, it becomes difficult especially when a maneuver is related to
an unknown perturbing event. Any unknown change of force model is regarded as an unknown maneuver, which can be caused by unplanned/non-cooperative maneuver, structural deployment, or collision with space debris. Without compensating for unknown perturbations acting on orbiting satellites, incoming data after an unknown maneuver will be rejected and a satellite can be lost. To deal with this situation, there are three possible ways to recover a post-maneuver orbit trajectory: re-initiation of OD process, maneuver reconstruction, and filtering-through approach [52][53][54].

The first approach is to re-initiate an OD filter over the post-maneuver tracking arc with a largely inflated initial uncertainty. It disregards the pre-maneuver orbit solution and estimates an initial orbit for the post-maneuver orbit trajectory. The maneuver reconstruction approach is a post-processing to determine the maneuver time period and the magnitude of thrust accelerations by using both pre-maneuver and post-maneuver orbits. It involves more computations and difficulty of tuning the thrusting parameters, but provides more accurate post-maneuver OD solutions. The filtering-through approach is to fit the post-maneuver observation into the existing pre-maneuver orbit trajectory by compensating the thrusting acceleration. This real-time tracking approach assumes that the data association has been done and the maneuvering target is identified as the same tracked target[54]. Then, it forces the OD filter to process incoming observation data in real-time to estimate post-maneuver orbits by adapting its dynamics and state covariance. In this section, an emphasis is placed on the filtering-through approach using the TFC event representation method.

A number of different techniques for the filtering-through approach have been developed to track aircraft and missile in aeronautics society, which can be transformed into maneuvering spacecraft tracking [54][55][56]. These techniques available for the real-time maneuvering target tracking can be classified into three groups: single-model based adaptive Kalman filtering, multiple-model algorithms, and decision-based adaptive filtering [53][51]. The simple approach is to use a single-model based Kalman filter to estimate the state of a satellite, but in the presence of unknown and unmodeled acceleration, its performance is seriously degraded [57][58][59]. To account for an unknown perturbation in real-time, adaptive filtering algorithm was developed to track maneuvering
targets[60]. This approach allows the unknown acceleration to be estimated from measurements without making decision. However, its performance degrades during the non-maneuvering period since the filter tries to compensate for noise-induced errors [53]. The multiple model approach arranges a bank of Kalman filters in parallel, where each filter matches a particular maneuvering dynamics model [61][62]. It is based on the assumption that the types of possible maneuvers are finite. Among the various algorithms have been developed for this approach, the interacting multiple model (IMM) algorithm [62], and the adaptive IMM (AIMM) algorithm [63] have shown to be efficient and effective ones. These algorithms have been modified to track a maneuvering spacecraft and they are successful at performing real-time OD across the maneuvering period [48][64]. Although this approach has been a favorite option, it has disadvantages of having the complex algorithm and heavy computational load.

The decision-based adaptive filtering developed so far falls into three categories: equivalent noise, input detection and estimation (IDE), and switching model approach [51]. The equivalent noise approach assumes that unknown dynamics can be sufficiently modeled by a white or colored process noise [65]. The popular technique for this approach is to adjust the noise level, by increasing the process noise magnitude, to account for the effect of a maneuver on state estimation [66]. Adaptive Kalman filtering with the noise identification [67] or with the gain adaptation [68] are included in this approach. It appears that this approach is relatively simple but encounters a difficult problem of finding equivalent noise level and related noise statistics in real time. In addition, this approach does not provide any dynamical information about the magnitude of the unknown accelerations. The IDE approach is to detect a maneuver and to estimate an unknown acceleration input explicitly from the available measurement data [51]. Using the estimated control input, the satellite state is estimated directly without having a maneuver model. Main examples of this approach are the input estimation (IE) technique [69], the modified input estimation (MIE) technique [70], the enhanced Input Estimation (EIE) technique [71], and the generalized input estimation (GIE) technique [72]. These algorithms apply some simplifying assumptions that require unknown maneuvers to be constant acceleration input, to have a certain maneuver duration, or to
have a known maneuver onset time. These assumptions are quite restrictive in real satellite tracking applications under unknown maneuvers. If these assumptions made do not correspond to the actual nature of the unknown maneuver, filter performance may be degraded. The switching model approach describes the motion of a satellite with a non-maneuvering model and a maneuvering model [51]. Upon receiving measurement data, the algorithm decides which dynamics model to use in real time. The variable state dimension (VSD) algorithm [73], the enhanced VSD algorithm [74], and the two-stage filtering [75] can be included in this approach. To track a maneuvering satellite with this approach, a nonlinear VSD estimator with a single unscented Kalman filter (UKF) using two state models has been developed [76]. The performance of this approach heavily depends on good maneuver detection, but often it is difficult to detect maneuver termination time. Also, it will be challenging to apply this approach to a low-thrust maneuver case due to a delay of maneuver detection and a difficulty of finding an appropriate maneuver model.

The tracking technique proposed in this chapter falls into the single-model based adaptive Kalman filtering. It distinguishes itself from other methods in that it does not rely on any assumption about a maneuver. This method does not rely on a statistical description of an unknown maneuver as a random process. Instead, it utilizes the event representation technique with TFCs to explicitly estimate an unknown control acceleration. It has shown that any maneuver performed by a satellite transitioning between two arbitrary orbital states can be represented as an equivalent maneuver connecting those two states using TFCs. Applying this TFC event representation, the extended Kalman filter (EKF) is modified to track a maneuvering satellite in real-time. This algorithm estimates the state and the control input jointly without requiring any a priori information of a maneuver. It detects a maneuver and inflates the TFC uncertainty level, which allows the EKF filters through unknown maneuvering period by accepting incoming observation data with added state uncertainty, while continuing to estimate the orbit in real-time.
4.3.1 Modified extended Kalman filter with 14 TFCs

Tracking a maneuvering satellite using 14 TFCs consists of a modified EKF with a TFC covariance inflation. In the modified EKF, the state vector is expanded to include the 14 TFCs, 
\[
\tilde{Z} = \begin{bmatrix} \tilde{X} \\ \tilde{C} \end{bmatrix},
\]
and in order to estimate the perturbing thrust acceleration as well as the orbital state in real time. Representing the unknown dynamics with the 14 TFCs, the motion of a maneuvering spacecraft can be rewritten with the generalized state vector:

\[
\frac{d}{dt} \tilde{Z} = \begin{bmatrix} \tilde{F}(\tilde{Z}) \\ 0_{14 \times 1} \end{bmatrix} + \begin{bmatrix} B \\ 0_{14 \times 3} \end{bmatrix} \cdot \tilde{U}(t) \tag{4.17}
\]

where \( \tilde{F} \) and \( B \) are from Eq. (3.2). Along with the augmented state and represented dynamics, the state transition matrix (STM) \( \Phi(t, t_0) \) is defined and partitioned as:

\[
\Phi(t, t_0) = \frac{\partial \tilde{Z}(t)}{\partial \tilde{Z}(t_0)} = \begin{bmatrix} \Phi_{xx}(t, t_0) & \Phi_{xc}(t, t_0) \\ \Phi_{cx}(t, t_0) & \Phi_{cc}(t, t_0) \end{bmatrix}
\]

Then, the differential equation for STM can be expressed using Eq. 4.9:

\[
\dot{\Phi}(t, t_0) = A(t)\Phi(t, t_0)
\]

\[
\begin{bmatrix} \dot{\Phi}_{xx}(t, t_0) & \dot{\Phi}_{xc}(t, t_0) \\ \dot{\Phi}_{cx}(t, t_0) & \dot{\Phi}_{cc}(t, t_0) \end{bmatrix} = \begin{bmatrix} \frac{\partial(\tilde{F}(\tilde{X}(t)) + B \cdot \tilde{U}(t))}{\partial \tilde{X}(t)} & \frac{\partial(\tilde{F}(\tilde{X}(t)) + B \cdot \tilde{U}(t))}{\partial \tilde{C}} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \Phi_{xx}(t, t_0) & \Phi_{xc}(t, t_0) \\ \Phi_{cx}(t, t_0) & \Phi_{cc}(t, t_0) \end{bmatrix}
\]

From Eq. 4.20, the following property can be easily obtained:

\[
\dot{\Phi}_{ex}(t, t_0) = 0, \quad \dot{\Phi}_{cx}(t, t_0) = 0 \tag{4.21}
\]

\[
\Phi_{ex}(t, t_0) = \Phi_{cx}(t_0, t_0) = 0, \quad \Phi_{ex}(t, t_0) = \Phi_{cx}(t_0, t_0) = I \tag{4.22}
\]

To examine the contribution of TFCs on the state uncertainty estimation, the covariance matrix, \( P_Z \), can be propagated forward from an initial time to a current time by using the partitioned STM. At the initial time, it is assumed that there is no correlation between the state and TFCs.
\( (P_{x0} = P_{cx0} = 0) : \)

\[
P_Z = \Phi(t, t_0) P_{z0} \Phi^T(t, t_0) \tag{4.23}
\]

\[
\begin{bmatrix}
P_{xx} & P_{xc} \\
P_{cx} & P_{cc}
\end{bmatrix} =
\begin{bmatrix}
\Phi_{xx}(t, t_0) & \Phi_{xc}(t, t_0) \\
0 & I
\end{bmatrix}
\begin{bmatrix}
P_{xx0} & 0 \\
0 & P_{cc0}
\end{bmatrix}
\begin{bmatrix}
\Phi_{xx}(t, t_0) & \Phi_{xc}(t, t_0)
\end{bmatrix}^T \tag{4.24}
\]

From Eq. (4.24), the partitioned covariance matrix can be expressed as:

\[
P_{xx} = \Phi_{xx}(t, t_0) P_{xx0} \Phi_{xx}^T(t, t_0) + \Phi_{xc}(t, t_0) P_{cc0} \Phi_{xc}^T(t, t_0) \tag{4.25}
\]

\[
P_{xc} = \Phi_{xc}(t, t_0) P_{cc0} \tag{4.26}
\]

\[
P_{cx} = P_{cc0} \Phi_{xc}^T(t, t_0) \tag{4.27}
\]

\[
P_{cc} = P_{cc0} \tag{4.28}
\]

where \( P_{xx} \) is the error covariance matrix related to a position and velocity state. The second term in Eq. (4.25) is a positive definite and compensates for the error due to unmodeled perturbing acceleration via \( P_{cc0} \). When there is a USE, this term automatically inflates the state covariance and represents the contributed uncertainty from unmodeled dynamics.

The modified EKF initializes the 14 TFCs to zeros with nominal TFC covariance matrix, \( P_{cc0} \), at the initial time:

\[
P_{cc0} = \lambda I_{14 \times 14} \tag{4.29}
\]

where \( \lambda \) is the norm value of nominal 14 TFCs that is obtained by running this filter over the pre-maneuver tracking arc when getting an initial reference trajectory. The computed norm value, \( \lambda \), can also be used as a threshold value to determine a maneuver onset and a termination time, which is already shown in the previous chapter. The modified EKF operates in its normal mode in the absence of any maneuvers and the 14 TFCs works as a process noise to account for any systematic error such as a measurement error. The estimated values of 14 TFCs are so small that these nominal TFCs do not alter the reference trajectory significantly. When there is an unmodeled event, the filter recognizes it by detecting any measurement residual exceeding a threshold number of
standard deviations from the mean residual for that object. Upon detecting this maneuver onset, the modified EKF adjusts 14 TFCs to avoid filter divergence and to compensate for unknown dynamics by increasing the covariance of the 14 TFCs in Eq. (4.25). Instead of using nominal covariance of 14 TFCs, the filter applies the inflated covariance:

\[ P_{cc_k} = \gamma P_{cc_k} \] (4.30)

where \( P_{cc_k} \) is the covariance matrix of the 14 TFCs at the current observation time \((t = t_k)\) and \( \gamma \) is a scale up factor, 2. If \( P_{cc_k} \) is too small, the estimated state covariance can become too small and the estimation process can diverge. If \( P_{cc_k} \) is chosen too large, the covariance bound is raised to an unnecessarily large value, which permits larger errors in the estimate of solution. Therefore, the filter keeps increasing \( P_{cc_k} \) until measurement residuals fall within desired uncertainty boundaries, and then this iteration process terminates immediately after that.

Using an adequate \( P_{cc_k} \) from Eq. (4.30), the updated TFC values provide a sufficient thrust acceleration to bring the estimated orbit trajectory close to the true perturbed orbit. In other words, the estimated TFCs successfully account for the unknown acceleration. Then, the process proceeds to the next observation time \((t = t_{k+1})\) and the reference orbit is updated. The filter reinitializes the 14 TFCs to zeros to process next measurement data. At this stage, the problem is that the filter diverges if the covariance of 14 TFCs is reinitialized to the nominal covariance matrix, \( P_{cc_0} \). This divergence occurs because using \( P_{cc_0} \) does not inflate the state covariance sufficiently to account for the uncertainty contributed by TFCs estimation after the covariance inflation for a USE. To avoid this problem, the modified EKF uses the mean covariance matrix for \( P_{cc} \) at reinitialization:

\[ P_{cc_{k+1}} = \frac{P_{cc_k} + P_{cc_0}}{2} \] (4.31)

Even when there is no actual maneuver, this procedure is still valid since \( P_{cc_k} \) would be similar to \( P_{cc_0} \) and therefore \( P_{cc_{k+1}} \approx (P_{cc_0} + P_{cc_0})/2 = P_{cc_0} \). In this way, the proposed filter achieves a good tracking performance during the non-maneuvering period as well as the maneuvering period,
without detecting a maneuver termination time explicitly. The flow chart for the modified EKF associated with the TFC event representation is shown in Fig. 4.16, which is based on the general EKF algorithm[4]. This process does not require for the filter to have any \textit{a priori} knowledge of a maneuver. Therefore, the modified EKF can be applied to a wide variety of maneuvering satellite tracking problems, ranging from an impulsive burn to a continuous low-thrust maneuver.

### 4.3.2 Simulations and results using 14 TFCs

In order to validate the modified EKF with 14 TFCs and to check the filters performance, the same space event scenarios from chapter 4.2 are simulated. Assume there is a fairly accurate a priori orbit information available with pre-maneuver tracking data. The modified EKF utilizes the a priori orbit solution in conjunction with incoming measurement data to maintain tracking of a maneuvering satellite. It is also assumed that the track association has been done and the maneuvering satellite is identified as the same tracked satellite. Figure 4.17 shows OD solutions and estimated TFC values from the modified EKF for case 1. The state errors and uncertainty boundaries decrease until an impulsive burn occurs at \( t = 3 \text{hr} \). Then, the filter increases TFCs to account for the perturbing acceleration, which inflates the uncertainty boundaries to accept the measurement data during the maneuver. The TFCs estimation with an inflated TFC covariance forces measurement residuals fall within \( 3\sigma \) boundaries (30m for range, 3m/s for range-rate), which is shown in Fig. 4.18. As a result, the state estimation errors are within their estimated \( 3\sigma \) state

<table>
<thead>
<tr>
<th>Case</th>
<th>Type</th>
<th>Duration of Burn V (min)</th>
<th>Measurement available during event?</th>
<th>Measurement type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>impulsive burn</td>
<td>-</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>2</td>
<td>impulsive burn</td>
<td>-</td>
<td>No (observation gap : 1hr)</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>3</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
<tr>
<td>4</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>range, Az, El</td>
</tr>
<tr>
<td>5</td>
<td>discrete burn</td>
<td>30</td>
<td>Yes</td>
<td>RA, Dec</td>
</tr>
<tr>
<td>6</td>
<td>structural deployment</td>
<td>continuous</td>
<td>Yes</td>
<td>range, range-rate</td>
</tr>
</tbody>
</table>

Az : Azimuth, EL : Elevation, RA : Right Ascension, Dec : Declination
Step 1. Initialization after processing the pre-maneuver tracking data
   a. Set new Initial condition for the reference trajectory:
      \[ X_0^* = \hat{X}_0 = X_0^* + \hat{x}_k \]
   b. Define \( Z = \begin{bmatrix} X \\ C \end{bmatrix} \) and set \( i = 1, t_{i-1} = t_0, Z^*(t_{i-1}) = \begin{bmatrix} X_0^* \\ 0_{14 	imes 0} \end{bmatrix} \)
   c. Define \( P_z = \begin{bmatrix} P_{xx} & P_{xc} \\ P_{cx} & P_{cc} \end{bmatrix} \) and set \( P_z^0 = \begin{bmatrix} P_{xx}^0 & 0 \\ 0 & P_{cc}^0 \end{bmatrix} \)

Step 2. Read next observation and perform time update
   a. Integrate to find \( Z(t_i) : \dot{Z}(t_i) = \begin{bmatrix} \dot{X} \\ \dot{C} \end{bmatrix} = F(X) + B \cdot a_u \)
   b. Integrate to find \( \Phi(t_i, t_{i-1}) \) with initial condition \( \Phi(t_{i-1}, t_{i-1}) = I \):
      \[ \dot{\Phi}(t_i, t_{i-1}) = \begin{bmatrix} \frac{\partial F(X(t_i)) + B \cdot a_u(t_i)}{\partial X} \\ \frac{\partial F(X(t_i)) + B \cdot a_u(t_i)}{\partial C} \end{bmatrix} \cdot \Phi(t_i, t_{i-1}) \]
   c. Time update: \( \bar{P}_z_i = \Phi(t_i, t_{i-1})P_{z_i-1}\Phi^T(t_i, t_{i-1}) \)

Step 3. Check the predicted measurement residual, \( \beta_i \)
   a. Compute measurement residual: \( y(t_i) = Y(t_i) - G(Z^*(t_i), t_i) \)
   b. Compute observation-state matrix: \( \tilde{H}_i = \frac{\partial G(Z, t_i)}{\partial Z} \)
   c. Compute measurement residual based on the predicted state at \( t_i \):
      \[ \beta_i = y(t_i) - \tilde{H}_i \bar{x}_i \]

Is \( \beta_i \) within 3\( \sigma \) boundary?

Yes
   Go to Step 2
   a. Inflate TFC uncertainty: \( P_{cc_i-1} = \gamma P_{cc_i-1} \)
      \[ \gamma = 2 \]
No

Step 4. Measurement and reference orbit update
   a. Compute Kalman gain: \( K_i = P_{z_i}\tilde{H}_i^T(\tilde{H}_iP_{z_i}\tilde{H}_i^T + R_i)^{-1} \)
   b. Update the reference orbit: \( Z_i^* = Z_i^* + \dot{z}_i, P_{z_i} = (I - K_i\tilde{H}_i)\bar{P}_{z_i} \)

Go to Step 2
   a. Replace \( i \) with \( i + 1 \)
   b. Resetting TFCs: \( C_i = 0_{14 \times 1} \)
   c. Resetting covariance matrix:
      \[ P_{z_i-1} = \begin{bmatrix} P_{xx_i-1} & 0 \\ 0 & P_{cc_i-1} + P_{cc_0} \end{bmatrix} \]

Have all observations been read?

Yes
   Stop
No

Figure 4.16: Flow chart for the modified EKF
Figure 4.17: OD solution from the modified EKF for case 1

Figure 4.18: Measurement residuals from the modified EKF for case 1
uncertainty boundaries and the filter is able to maintain tracking of a satellite under an impulsive burn. From Fig. 4.17(c)-4.17(d), a maneuver onset time can be easily detected by checking the TFCs estimation or a generalized norm value of 14 TFCs, $\Gamma$. There is a change-point where those values increase significantly and go beyond their thresholds. The maneuver is estimated to begin at three hours after the beginning of the simulation. It is also noticeable in Fig. 4.17(d) that the inflated TFCs falls back to the nominal threshold ($\lambda$) at $t = 3.2hr$, which indicates that the maneuver has terminated. This allows us to estimate the duration of an unmodeled event. Note that the estimation of maneuver termination time from the filter is not accurate mainly due to its inherent difficulty and a delay of detection. However, timely detection of a maneuver termination time is usually not as important as timely detection of maneuver onset time during the tracking. This is because tracking a non-maneuvering satellite assuming it is maneuvering still provides an acceptable state estimation with a related uncertainty boundary [51].

When there is no measurement data available during the maneuver like case 2, the modified EKF can still maintain tracking of a maneuvering satellite across a relatively large measurement interval, which is shown in Fig. 4.19. The TFC covariance inflation increases the state uncertainties, which allows the modified filter to process the post-maneuver measurements and to estimate the post-maneuver orbit. The estimated TFCs from the filter are able to generate a sufficient thrust acceleration to connect the pre-maneuver orbit with the estimated post-maneuver trajectory. Figure 4.20-4.22 show that the modified filter can successfully process OD across a maneuver with 30 minutes continuous burn for case 3-5. The position errors are substantially less than ten kilometers where unknown accelerations do occur, and all state errors are within their estimated $3\sigma$ uncertainty boundaries. In Fig. 4.20(c)-4.21(c), there are two big jumps in TFCs estimation, which is different from the impulsive burn case that has a single jump. From these figures, it is difficult to determine the maneuver onset and the termination time. In this case, checking a generalized norm value is more useful to estimate the maneuver onset and the termination time since it is easier to distinguish those change-points. From Fig. 4.20(d)-4.21(d), the satellite is estimated to perform the maneuver for about 45-55 minutes while the actual burn time is 30 minutes. This maneuvering
Figure 4.19: OD solution from the modified EKF for case 2
Figure 4.20: OD solution from the modified EKF for case 3

(a) Position errors with $3 \sigma$ uncertainty boundaries
(b) Velocity errors with $3 \sigma$ uncertainty boundaries
(c) Time history of TFCs estimation
(d) Generalized norm of estimated 14TFCs
Figure 4.21: OD solution from the modified EKF for case 4
Figure 4.22: OD solution from the modified EKF for case 5
Figure 4.23: OD solution from the modified EKF for case 6
time estimation can be improved by using the proposed event detection algorithm introduced in the previous chapter. As a post-processing, it will provide more accurate estimation of the maneuver termination time. Nevertheless, the modified EKF is still able to maintain real-time tracking of a satellite while providing a valid OD solution during the maneuver and after the maneuver.

When there are only angle measurements available like case 5, there is a delay of detecting the maneuver onset time since the right ascension (RA) and declination (Dec) angle measurement data generally do not yield high accuracy OD estimations. This detection delay affects the performance of the modified EKF, which is shown in Fig. 4.22. In this figure, the satellite position and velocity errors are out of their estimated $3\sigma$ uncertainty boundaries at the beginning of the maneuver due to the detection delay. However, with more data coming in, the filter is able to keep tracking of a maneuvering satellite using angle measurement only.

Figure 4.23 shows that the filter detects continuous perturbing accelerations consistently. Once the estimated maneuver begins, the state covariance matrix is inflated so that the filter is able to accept the subsequent measurement data and to provide valid OD solutions. Different from the previous cases, there is no maneuver termination time for case 6, which explains why those inflated TFCs do not decrease back to the nominal values in Fig. 4.23(c) and 4.23(d). The structural deployment begins at two hour after the initial time, but the algorithm estimates that the maneuver begins after $t = 2.5\text{hr}$. There is a detection delay of around 30 minutes, which is due to the fact that the accumulated effect of low-thrust burn does not show up immediately in the estimation process. From all the simulated cases, the proposed maneuver tracking algorithm shows consistent performance of providing valid OD solutions across unknown maneuvers and continues tracking of satellites. Aside from successfully tracking a satellite, the proposed algorithm also provides a direct estimate of the unknown maneuvering period.

4.3.3 Simulations and results using the essential TFC set

The advantage of tracking a satellite with the essential TFC set is able to represent a space event with less computational requirements. Like the 14-TFC set, the EKF can be modified with
the essential TFC set to track a maneuvering satellites. In order to check the performance of
the modified EKF with the essential TFC set, the same space event scenarios from chapter 4.2
(Table D.2) are simulated. For all the cases, OD solutions with using the essential TFC set show
consistent and similar results as those obtained by using 14 TFC set. To avoid repetition, the
resulting figures for case 1, 3, and 6 are only shown in this subchapter. These results yield a high
confidence in the ability of the modified EKF to maintain tracking of a maneuvering satellite. It
demonstrates the effectiveness of the filter in tracking satellites with various maneuvers. This OD
filter, incorporating a simple EKF and the event representation technique using the essential TFC
set, provides the same performance of tracking a maneuvering satellite as the modified EKF with
14-TFC set does. It proves that once an unknown thrust acceleration is represented by any valid
TFC set, the represented dynamics can be utilized to track a maneuvering satellite.

4.4 Summary

The event representation method using TFCs is applied to detect a USE and to maintain
tracking of a maneuvering satellite by continuing the orbit solution arc. First, detecting unmodeled
events based on the event representation method using TFCs is studied. By including 14 TFCs as an
appended state, the sequential filter is modified to detect a change-point of unknown accelerations.
With this modified filter, an event detection algorithm is implemented to estimate both the event
onset and the termination time as well as unknown accelerations. It is a knowledge-free event
detection scheme that does not require any information about an unmodeled event. The simulation
study proves that the proposed detection algorithm is able to detect various types of events by
incorporating the pre-event orbital state with incoming observation data.

Second, real-time tracking of maneuvering satellites based on the event representation tech-
nique using TFCs is studied. An extended Kalman filter (EKF) is modified with TFCs and its
tracking performance is tested by applying it over different satellite maneuver cases. The simula-
tion result shows that the modified EKF is able to maintain tracking of a satellite by providing
valid orbit solutions across unknown maneuvers. This EKF has three main advantages. First,
Figure 4.24: OD solution from the modified EKF with the essential TFC set for case 1
Figure 4.25: OD solution from the modified EKF with the essential TFC set for case 3
Figure 4.26: OD solution from the modified EKF with the essential TFC set for case 6
unlike other methods, no pre-defined model of unknown accelerations is required. Second, it is a fully automated process that is also simple to implement. Third, it is able to track a wide range of operating satellites as they undergo maneuvers, ranging from an impulsive burn to a continuous low-thrust burn. In addition, the filter also enables us to estimate unknown maneuver onset and termination time directly from observation data. Incorporation of such a capability could play an essential role in analyzing a mission task as well as future behaviors of a satellite.
Chapter 5

Conclusion and Future Works

5.1 Conclusion

This dissertation presents characteristics and applications of the event representation technique using the thrust-Fourier-coefficients (TFCs). First, a new way of representing an unknown and unmodeled space event (USE) with TFCs was described. Second, we analyzed the uncertainty propagation with an event representation across USEs. Our study demonstrated that orbit determination (OD) process could be maintained across the period of a USE by applying an event representation method. Then, the event representation technique with TFCs was applied to solve space situational awareness (SSA) problems and simulation studies were performed to verify our approach.

Chapter 2 analyzed time rates of change in mean orbital elements due to the TFCs and studied the secular behaviors of the orbit controlled by different TFC sets. Then, a computation algorithm was developed to represent any change in orbit state across a USE as an equivalent maneuver using TFCs. Numerical studies showed that a selected set of 6 TFCs as well as the 14-TFC set could represent a USE by providing a unique control law to dynamically interpolate states across an unknown event. The efficiency of represented control laws using different TFC set was verified with simulation studies of targeting problems. The results showed that the TFC event representation method generically provided the fundamental elements of perturbing accelerations with no restriction on the USE type.

Chapter 3 was devoted to investigate the applicability of the event representation technique to
orbit uncertainty propagation. Analytic study proves that the propagated state transition matrix (STM) mapping from an initial to a final state is quasi-independent of event dynamics based on the condition that a satellite moves from a given initial state to the same final state at a given time. Applying this fundamental finding, numerical simulations verified that the dynamics representation interpolating two disparate orbit states could be used to linearly propagate the orbit uncertainty information via STM. With this property, the Batch filter was modified with the TFC event representation to estimate the orbital state and its uncertainty across USEs. Case studies with simulated tracking data showed that, given limited tracking data, the modified Batch filter provided more accurate post-event OD solution than regular batch filter. The TFC event representation technique enabled the filter to make use of the previous orbit information to improve the accuracy of post-event orbit solution.

In chapter 4, new OD algorithms to detect a USE and to maintain tracking of a maneuvering satellite were developed by utilizing the TFC event representation technique. The sequential filter was modified by appending the 14 TFCs as solve-for states. Using this modified sequential filter, the event detection algorithm was implemented by processing observation data both forwards and backwards in time to detect event onset and termination time, respectively. Along with the estimated event time period, the detection algorithm provided more accurate post-event orbit solutions. A case study of detecting USEs with different types of simulated measurement data verified the validity of the algorithm. Since the TFC event representation method generates an equivalent thrust profile for a USE, it also can be applied to continue tracking of a satellite across unknown events. This application is demonstrated by modifying the extended Kalman filter (EKF) with TFCs. The modified EKF was capable of filtering through in real time and maintaining an OD solution in the presence of USEs by applying a single represented dynamics model. This EKF filter has the advantage of not confronting the difficulty of selecting parameters and distinguishes itself from other approaches in that it does not rely on any assumption about a USE or multiple dynamics models for a given event.
5.2 Future Works

Modifying common OD program with the TFC event representation: The event representation technique using TFCs can be adapted into commonly used OD software programs such as STK/ODTK, TRACE, GEODYN, GTDS, GOA etc [78]. Regardless of whether these programs use a Batch processor or a sequential processor, implementing this method with existing OD filters can be easily done by appending TFCs and the represented dynamics to the pre-built OD algorithms. This modified dynamical model using TFCs analytically describes the forces acting on the satellite including unknown perturbations due to USEs. Along with the augmented state and represented dynamics, the state Jacobian as well as the measurement Jacobian matrices have to be modified to complete the modification in the process. To check its feasibility, the least square filter available in Orbit Determination Toolbox (ODTBX) has been modified with the event representation technique using 6 TFCs in ([79]). We chose to use the ODTBX\(^1\) least square filter because it is a pre-built MATLAB based software package that can be modified easily. Post-event OD solutions using this modified ODTBX with TFCs for different USE cases are shown in the Appendix D. It demonstrates the flexibility and relevance of adapting the TFC event representation technique into existing OD software programs. The difficulty of this future work is to get an access to OD software algorithms to apply those modifications since many of them are not open to the public. Utilization of these modified OD software programs to process actual tracking data could be included as a part of this future work.

Event representation with higher order TFCs: Additional possible application of the method is to include higher order terms of TFCs to accurately represent a USE. Any physical control law can be represented in terms of an infinite sum of sine and cosine functions of Fourier series, and our study has shown that the 14 zero-, first-, and second-order TFC terms is able to provide a basis of the true perturbing acceleration for USE. The represented dynamics using these 14 TFCs take the form of periodic control laws that generate the given secular motion of a

\(^1\) Available at: http://opensource.gsfc.nasa.gov/projects/ODTBX/.
satellite under a USE. This event representation can be improved by exploiting higher-order Fourier coefficients that can modify the shape and frequency of the unknown control law without altering the average dynamics. However, the direct approximation of these higher order Fourier coefficients is not straightforward and has not yet solved. Since constant 14 TFCs govern the mean motion of a perturbed satellite orbit, they can be fixed with the averaged solution from (2.30) to represent the given secular effect of a USE. Then, the higher order TFCs could be numerically estimated to match the short term behavior of a satellite under a USE. With these estimates of the higher order TFCs, the true perturbing dynamics could be represented more accurately. Examining its computational complexities in more detail could be studied in this work.

Solving guidance problem with thrust restriction: The event representation using different essential candidate sets of TFCs can be developed to solve guidance problems of changing a certain orbital element of a satellite with limited thrusting capability. The TFC event representation provides a control law to interpolate dynamically between states of a required orbital transfer. Using the represented controlling acceleration components, the actual control inputs for a satellite, such as magnitude and direction of thrust acceleration, can be computed. This control input is a function of time and TFCs, and provides a satellite with a continuous stream of control commands that describe the desired magnitude and direction of thrust. Different from other guidance laws, such as Lambert guidance [80], or proportional guidance [81], this guidance law using TFCs will make a satellite arrive at the desired final position with a desired final velocity since we are controlling 6-dimensional orbital space with 6 TFCs. This method will be useful for rendezvous or docking missions. In addition, the event representation using different combinations of TFCs provides different shapes of possible control laws, which gives an advantage in terms of finding feasible solutions that satisfy any restriction on control laws. Possible constraints like a limit on the amplitude of adjustable thrust, thrust dispersions, and a limit on thrust direction should be considered for this work. This application permits mission designers to optimize a control law across different realization types with considering any control requirement.
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Appendix A

Computation of $\mathcal{G}_{\text{ess}}$ Matrix for Non-averaged Solution

A full expression of $\mathcal{G}_{\text{ess}}$ matrix (Eq. 2.32) for the non-averaged solution is derived.

$$\mathcal{G}_{\text{ess}} = \frac{1}{n} \int_0^E \mathcal{G}(\omega, \tau)_{\text{ess}} (1 - e \cos E) dE$$

$$= \begin{bmatrix} 0 & 0 & 0 & 0 & \mathcal{G}_{3,11} & \mathcal{G}_{3,13} \\ 0 & 0 & 0 & 0 & \mathcal{G}_{4,11} & \mathcal{G}_{4,13} \\ \mathcal{G}_{5,1} & \mathcal{G}_{5,5} & \mathcal{G}_{5,6} & \mathcal{G}_{5,8} & \mathcal{G}_{5,11} & \mathcal{G}_{5,13} \\ \mathcal{G}_{6,1} & \mathcal{G}_{6,5} & \mathcal{G}_{6,6} & \mathcal{G}_{6,8} & 0 & 0 \end{bmatrix}$$  (A.1)

$$\mathcal{G}_{1,1} = \frac{2}{n^2} e(1 - \cos E)$$

$$\mathcal{G}_{1,5} = \frac{2}{n^2} \sqrt{1 - e^2} E$$

$$\mathcal{G}_{1,6} = \frac{2}{n^2} \sqrt{1 - e^2} \sin E$$

$$\mathcal{G}_{1,8} = \frac{2}{n^2} \sqrt{1 - e^2}(1 - \cos E)$$

$$\mathcal{G}_{2,1} = \frac{a^2}{\mu}(1 - e^2)(1 - \cos E)$$

$$\mathcal{G}_{2,5} = \frac{a^2}{\mu} \sqrt{1 - e^2} \left(2 \sin E - \frac{3}{2} e E - \frac{e \sin 2E}{4}\right)$$

$$\mathcal{G}_{2,6} = \frac{a^2}{\mu} \sqrt{1 - e^2} \left(E + \frac{\sin E}{2} - \frac{7}{4} e \sin E - \frac{e \sin 3E}{12}\right)$$

$$\mathcal{G}_{2,8} = \frac{a^2}{\mu} \sqrt{1 - e^2} \left(\frac{1 - \cos 2E}{2} - \frac{5e(1 - \cos E)}{4} - \frac{e(1 - \cos 3E)}{12}\right)$$
\( G_{3,11} = \frac{a^2}{\mu \sqrt{1 - e^2}} \left( -\frac{3}{2} e \cos w \sin E + \frac{1}{2} (1 + e^2) \cos w\left( E + \frac{\sin 2E}{2}\right) - \frac{1}{2} e \sqrt{1 - e^2 \sin w} \frac{1 - \cos 2E}{2} \right) \\
+ \frac{a^2}{\mu \sqrt{1 - e^2}} \left( -\frac{1}{4} e \cos w\left( \sin E + \frac{\sin 3E}{3}\right) + \frac{1}{4} e \sqrt{1 - e^2 \sin w} \frac{1 - \cos 3E}{3} + 1 - \cos E \right) \)

\( G_{3,13} = \frac{a^2}{\mu \sqrt{1 - e^2}} \left( -\frac{3}{2} e \cos w(1 - \cos E) + \frac{1}{2} (1 + e^2) \cos w\left( \frac{1 - \cos 2E}{2}\right) - \frac{1}{2} e \sqrt{1 - e^2 \sin w} (E - \frac{\sin 2E}{2}) \right) \\
+ \frac{a^2}{\mu \sqrt{1 - e^2}} \left( -\frac{1}{4} e \cos w\left( \frac{1 - \cos 3E}{3} + 1 - \cos E \right) + \frac{1}{4} e \sqrt{1 - e^2 \sin w} (E - \frac{\sin 3E}{3}) \right) \)

\( G_{4,11} = \frac{a^2 \csc i}{\mu \sqrt{1 - e^2}} \sqrt{1 - e^2} \cos w \left( \frac{1 - \cos 2E}{4} - e \left( \frac{1 - \cos 3E}{3} + 1 - \cos E \right) \right) \\
+ \frac{a^2 \csc i}{\mu \sqrt{1 - e^2}} \sin w \left( \frac{1 + e^2}{2} (E + \frac{\sin 2E}{2}) - 3e \sin E - \frac{e}{4} (\sin E + \frac{\sin 3E}{3}) \right) \)

\( G_{4,13} = \frac{a^2 \csc i}{\mu \sqrt{1 - e^2}} \sqrt{1 - e^2} \cos w \left( \frac{1}{2} (E - \frac{\sin 2E}{2}) - \frac{e}{4} (\sin E - \frac{\sin 3E}{3}) \right) \\
+ \frac{a^2 \csc i}{\mu \sqrt{1 - e^2}} \sin w \left( \frac{1 + e^2}{2} (1 - \cos 2E) - 2e (1 - \cos E) - \frac{e}{4} (1 - \cos 3E) + \cos E - 1 \right) \)

\( G_{5,1} = -\frac{a^2 \sqrt{1 - e^2}}{\mu e} (\sin E - eE) \)

\( G_{5,5} = \frac{a^2}{\mu e} \left( (2 - e^2)(1 - \cos E) - \frac{e}{2} (1 - \cos 2E) \right) \)

\( G_{5,6} = \frac{a^2}{\mu e} \left( \frac{2 - e^2}{2} (1 - \cos 2E) - \frac{e}{4} (1 - \cos 3E) \right) \)

\( G_{5,8} = \frac{a^2}{\mu e} \left( \frac{2 - e^2}{2} (E - \frac{\sin 2E}{2}) - \frac{e}{4} (\sin E - \frac{\sin 3E}{3}) \right) \)

\( G_{5,11} = -\cos i G_{4,11} \)

\( G_{5,13} = -\cos i G_{4,13} \)

\( G_{6,1} = -\frac{a^2}{\mu} \left( 3E - \frac{1 + 3e^2}{e} \sin E + e^2 \frac{\sin 2E}{2} \right) \)

\( G_{6,5} = -\frac{a^2}{\mu} \sqrt{1 - e^2} \left( \frac{2 - e^2}{e} (1 - \cos E) - \frac{1 - \cos 2E}{4} \right) \)

\( G_{6,6} = -\frac{a^2}{\mu} \sqrt{1 - e^2} \left( \frac{2 - e^2}{e} (1 - \cos 2E) - \frac{1}{4} \left( \frac{1 - \cos 3E}{3} + 1 - \cos E \right) \right) \)

\( G_{6,8} = -\frac{a^2}{\mu} \sqrt{1 - e^2} \left( \frac{2 - e^2}{2e} (E - \frac{\sin 2E}{2}) - \frac{1}{4} (\sin E - \frac{\sin 3E}{3}) \right) \)
Appendix B

Contribution of Adding TFCs on State Uncertainty Estimation

The state vector is expanded to include the essential TFC set ($\vec{C}$) in order to estimate the perturbing thrust acceleration, $\vec{U}$, as well as the orbital state. Modeling the unknown dynamics using the essential TFC set, the governing equations of motion can be rewritten with the augmented state:

$$\frac{d}{dt} \begin{bmatrix} \vec{X} \\ \vec{C} \end{bmatrix} = \begin{bmatrix} \vec{F}(\vec{X}) \\ 0_{6\times1} \end{bmatrix} + \begin{bmatrix} B \\ 0_{6\times3} \end{bmatrix} \cdot \vec{U}$$  \hspace{1cm} (B.1)

where $F$ and $B$ are from Eq. (3.2). By defining the generalized state vector $\vec{Z} = \begin{bmatrix} \vec{X} \\ \vec{C} \end{bmatrix}$, Eq. (B.1) can be linearized by expanding about a reference state vector denoted by $\vec{Z}^*$:

$$\dot{\vec{Z}}(t) = \dot{\vec{Z}}^*(t) + \left[ \frac{\partial \dot{\vec{Z}}(t)}{\partial \vec{Z}(t)} \right]^* (\vec{Z}(t) - \vec{Z}^*(t)) + \text{higher order terms}$$  \hspace{1cm} (B.2)

where * indicates that the quantity is evaluated on the reference trajectory with zero TFCs ($\vec{C}^* = \vec{0}$). By ignoring higher order terms and defining $\vec{z}(t) = \vec{Z}(t) - \vec{Z}^*(t) = \begin{bmatrix} \vec{X} - \vec{X}^* \\ \vec{C} - \vec{C}^* \end{bmatrix} = \begin{bmatrix} \vec{x} \\ \vec{c} \end{bmatrix}$, Eq. (B.2) can be written as:

$$\dot{\vec{z}} = \left[ \frac{\partial \dot{\vec{Z}}(t)}{\partial \vec{Z}(t)} \right]^* \vec{z} = A(t) \vec{z}$$  \hspace{1cm} (B.3)

$$\begin{bmatrix} \dot{\vec{x}} \\ \dot{\vec{c}} \end{bmatrix} = \begin{bmatrix} \frac{\partial \vec{F}(\vec{X})+B\cdot\vec{U}}{\partial \vec{X}} & \frac{\partial \vec{F}(\vec{X})+B\cdot\vec{U}}{\partial \vec{C}} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \vec{x} \\ \vec{c} \end{bmatrix}$$  \hspace{1cm} (B.4)
The measurement model for observation and the error property can be expressed as;

\[
\vec{Y} = G(\vec{Z}, t) + \vec{e} = G(\vec{Z}^*, t) + \left[ \frac{\partial G}{\partial \vec{Z}} \right]^* (\vec{Z}(t) - \vec{Z}^*(t)) + \text{higher order terms} + \vec{e}
\]

(B.5)

\[
\bar{y} = H\bar{z} + \bar{e}
\]

(B.6)

\[
\begin{bmatrix}
\frac{\partial G}{\partial x} & \frac{\partial G}{\partial c}
\end{bmatrix}
\begin{bmatrix}
\vec{x} \\
\vec{c}
\end{bmatrix}
+ \bar{e} =
\begin{bmatrix}
H_x & H_c
\end{bmatrix}
\begin{bmatrix}
\vec{x} \\
\vec{c}
\end{bmatrix}
+ \bar{e}
\]

(B.7)

\[
E[\bar{e}] = 0, \quad E[\bar{e}\bar{e}^T] = R
\]

(B.8)

in which \( \bar{e} \) is observation errors. The \textit{a priori} estimates of initial state \((\vec{x}, \vec{c})\) and their associate statistical properties are given as:

\[
\begin{align*}
\vec{x} &= \vec{x} + \vec{\eta}, & E[\vec{\eta}] &= 0, & E[\vec{\eta}\vec{\eta}^T] &= \bar{P}_{xx} \\
\vec{c} &= \vec{c} + \vec{\xi}, & E[\vec{\xi}] &= 0, & E[\vec{\xi}\vec{\xi}^T] &= \bar{P}_{cc} \\
E[\vec{\eta}\vec{\xi}^T] &= E[\vec{\xi}\vec{\eta}^T] = 0, & E[\vec{\xi}\vec{\eta}^T] &= \bar{P}_{xc}
\end{align*}
\]

(B.9-11)

At the initial time, it is assumed that there is no correlation between the state and TFCs \((\bar{P}_{xc} = \bar{P}_{cx} = 0)\). To exploit the contribution of TFCs on the state uncertainty, one can modify the measure equation as:

\[
\begin{align*}
\bar{y}_A &= H_A\bar{z} + \bar{e}_A \\
\begin{bmatrix}
\vec{y} \\
\vec{x} \\
\vec{c}
\end{bmatrix}
&=
\begin{bmatrix}
H_x & H_c \\
I & 0 \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\vec{x} \\
\vec{c}
\end{bmatrix}
+ \begin{bmatrix}
\vec{\eta} \\
\vec{\xi}
\end{bmatrix}
\]

(B.12-13)

\[
E[\bar{e}_A] = \begin{bmatrix}
E[\bar{e}] \\
E[\vec{\eta}] \\
E[\vec{\xi}]
\end{bmatrix}
= 0, \quad E[\bar{e}_A\bar{e}_A^T] = R_A
\]

(B.14)

To obtain the weighted least square solution of \(z\), the performance index to be minimized is
defined as:

\[ J = \frac{1}{2} \bar{r}_A^T W_A \bar{r}_A \]  \hspace{1cm} (B.15)

\[ = \frac{1}{2} (\bar{y}_A - H_A \bar{z})^T W_A (\bar{y}_A - H_A \bar{z}) \]  \hspace{1cm} (B.16)

with the weighting matrix, \( W_A \), is expressed as:

\[
W_A = R_A^{-1} = \begin{bmatrix}
R^{-1} & 0 & 0 \\
0 & P_{xx}^{-1} & 0 \\
0 & 0 & P_{cc}^{-1}
\end{bmatrix}
\]  \hspace{1cm} (B.17)

where \( P_{xx} \) is the a priori error covariance matrix related to the original position and velocity state (= \( P_x \)). To obtain a minimum of Eq. (B.16), the following necessary condition has to be satisfied:

\[
\frac{\partial J}{\partial \bar{z}} = - (\bar{y}_A - H_A \bar{z})^T W_A H_A = 0
\]  \hspace{1cm} (B.18)

From this equation, the least square solution of \( \bar{z} \) can be obtained:

\[
H_A^T W_A (\bar{y}_A - H_A \bar{z}) = 0
\]  \hspace{1cm} (B.19)

\[
\bar{z} = (H_A^T W_A H_A)^{-1} H_A^T W_A \bar{y}_A
\]  \hspace{1cm} (B.20)

where \( (H_A^T W_A H_A)^{-1} \) is the definition of the covariance matrix:

\[
P_A = (H_A^T W_A H_A)^{-1} = \Lambda^{-1}
\]  \hspace{1cm} (B.21)

in which the inverse of the covariance matrix is defined as the information matrix (\( \Lambda \)). By breaking
up the covariance matrix, the partitioned information matrix can be expressed as:

\[
P_A = \begin{bmatrix} P_{xx} & P_{xc} \\ P_{cx} & P_{cc} \end{bmatrix} = (H_A^T W_A H_A)^{-1} \tag{B.22}
\]

\[
\Lambda = \begin{bmatrix} \Lambda_{xx} & \Lambda_{xc} \\ \Lambda_{cx} & \Lambda_{cc} \end{bmatrix} = \begin{bmatrix} H_T^* 1 0 \\ H_c^* 0 1 \end{bmatrix} \begin{bmatrix} R^{-1} & 0 & 0 \\ 0 & W_{xx} & 0 \\ 0 & 0 & W_{cc} \end{bmatrix} \begin{bmatrix} H_x & H_c \\ I & 0 \\ 0 & I \end{bmatrix} \tag{B.23}
\]

\[
\Lambda_{xx} = H_x^T R^{-1} H_x + W_{xx} \tag{B.24}
\]

\[
\Lambda_{xc} = H_x^T R^{-1} H_c \tag{B.25}
\]

\[
\Lambda_{cx} = H_c^T R^{-1} H_x = \Lambda_{xc}^T \tag{B.26}
\]

\[
\Lambda_{cc} = H_c^T R^{-1} H_c + W_{cc} \tag{B.27}
\]

Using the definition of information matrix, the partitioned covariance matrix can be expressed as:

\[
P_{xx} = (\Lambda_{xx} - \Lambda_{xc} \Lambda_{cc}^{-1} \Lambda_{cx})^{-1} \tag{B.28}
\]

\[
P_{xc} = -(\Lambda_{xx} - \Lambda_{xc} \Lambda_{cc}^{-1} \Lambda_{cx})^{-1} \Lambda_{xx} \Lambda_{cc}^{-1} \tag{B.29}
\]

\[
P_{cx} = -(\Lambda_{cc} - \Lambda_{cx} \Lambda_{xx}^{-1} \Lambda_{xc})^{-1} \Lambda_{cx} \Lambda_{xx}^{-1} \tag{B.30}
\]

\[
P_{cc} = (\Lambda_{cc} - \Lambda_{cx} \Lambda_{xx}^{-1} \Lambda_{xc})^{-1} \tag{B.31}
\]

Using the Schur Identity [82] and Eq. (B.31), Eq. (B.28) can be rewritten as:

\[
P_{xx} = (\Lambda_{xx} - \Lambda_{xc} \Lambda_{cc}^{-1} \Lambda_{cx})^{-1} \tag{B.32}
\]

\[
= \Lambda_{xx}^{-1} + \Lambda_{xx}^{-1} \Lambda_{xc} (\Lambda_{cc} - \Lambda_{cx} \Lambda_{xx}^{-1} \Lambda_{xc})^{-1} \Lambda_{cx} \Lambda_{xx}^{-1} \tag{B.33}
\]

\[
= \Lambda_{xx}^{-1} + \Lambda_{xx}^{-1} \Lambda_{xc} P_{cc} \Lambda_{cx} \Lambda_{xx}^{-1} \tag{B.34}
\]

The first term on the right-hand side of the equation, \(\Lambda_{xx}^{-1}\), can be rewritten using Eq. (B.24), which is the definition of the covariance \(P_x\) associated with estimating the state vector only, neglecting errors in TFCs:

\[
\Lambda_{xx}^{-1} = (H_x^T R^{-1} H_x + W_{xx})^{-1} = P_x \tag{B.35}
\]
where $P_x = (H_x^T R^{-1} H_x + \mathbf{W}_{xx})^{-1} = ((H_x^T R^{-1} H_x + \mathbf{W}_{xx})^{-1})^T = P_x^T$. With this equations, the uncertainty of position and velocity including the contribution from TFCs can be described as:

$$P_{xx} = P_x + P_x \Lambda_{xc} P_{cc} \Lambda_{cx} P_x$$  \hspace{1cm} (B.36)

$$\quad = P_x + P_x \Lambda_{xc} P_{cc} (P_x \Lambda_{xc})^T$$ \hspace{1cm} (B.37)

where the second term is positive definite and compensates the error due to unmodeled event dynamics. This term automatically inflates the state covariance and represents the contributed uncertainty from unmodeled dynamics of a USE. Note that $-P_x \Lambda_{xc}$ is same as the sensitivity matrix ($S_{xc} = -P_x H_x^T R^{-1} H_c$) defined in [4, p. 395]:

$$P_{xx} = P_x + P_x \Lambda_{xc} P_{cc} (P_x \Lambda_{xc})^T$$  \hspace{1cm} (B.38)

$$\quad = P_x + (-P_x H_x^T R^{-1} H_c) P_{cc} (-P_x H_x^T R^{-1} H_c)^T$$ \hspace{1cm} (B.39)

$$\quad = P_x + S_{xc} P_{cc} S_{xc}^T$$ \hspace{1cm} (B.40)

in which the sensitivity matrix maps effects of TFC error into the state uncertainty estimate.
Appendix C

Orbit Determination Across Unmodeled Space Events via Event Representation Using Different TFC Sets

In chapter 3.2.2, four different types of unmodeled event cases are processed with the modified Batch filter using different TFC sets and the result for case 4 is only shown to avoid repetition. Simulation results for case 1 ∼ 3 are shown in this Appendix. Cases 1-3 describe cases with perturbations acting on a single direction, while case 4 represents a USE with an unknown acceleration acting on a random direction. For each case, the first subfigure displays estimated TFC values from Table C.1: Different unmodeled event cases

<table>
<thead>
<tr>
<th>case</th>
<th>direction</th>
<th>ΔV (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Radial (R)</td>
<td>10 (R)</td>
</tr>
<tr>
<td>2</td>
<td>circumferential (S)</td>
<td>10 (S)</td>
</tr>
<tr>
<td>3</td>
<td>normal (W)</td>
<td>10 (W)</td>
</tr>
<tr>
<td>4</td>
<td>Random</td>
<td>6(R) 9(S) 3(W)</td>
</tr>
</tbody>
</table>

the modified Batch filter with 7 different TFC sets including the full set of 14 TFC. The second subfigure compares the reconstructed perturbing acceleration to the true perturbation. Next two subplots describe the errors of the state estimate from the modified Batch filter with the 14-TFC set as ○, those from the modified filter with each set of 6 TFCs as +, and ones with the regular Batch filter without TFCs as □. Different covariance boundaries obtained with those filters are shown with their respective colors (black for regular batch filter; blue for batch with 14 TFCs; others for batch with 6 TFCs). The result shows that event representations using different combinations of TFCs produce equivalent OD solutions across USEs, which validates our approach.
Figure C.1: Event representation for case 1
Figure C.2: OD solution with different sizes of tracking data for case 1
Figure C.3: Event representation for case 2
Figure C.4: OD solution with different sizes of tracking data for case 2
Figure C.5: Event representation for case 3
Figure C.6: OD solution with different sizes of tracking data for case 3
Appendix D

Simulation Result of Modifying Orbit Determination Toolbox (ODTBX) with the TFC event representation

In order to validate the modified ODTBX with the TFC event representation, several simulated USE cases are analyzed with the filter. All the simulations are performed on a low-earth orbiting (LEO) satellite and a typical initial condition is chosen as Table D.1. To check the performance of the modified filter in a simple way, 6 different cases of USE are tested with the modified filter, which are shown in Table D.2. Case 1-3 are for the continuous low thrust malfunction cases on each direction. Each malfunction starts at 5 minutes after the last pre-event measurement and ends at 5 minutes before the first post-event measurement. Case 4-6 are for the USEs related to an impulsive $\Delta V$ burn on each direction. Suppose all ground stations lose tracking of a satellite

Table D.1: Initial state of LEO satellite

<table>
<thead>
<tr>
<th>$h_0$ (km)</th>
<th>$e$ (deg)</th>
<th>$i$ (deg)</th>
<th>$\Omega$ (deg)</th>
<th>$\omega$ (deg)</th>
<th>$\nu$ (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1350</td>
<td>0.05</td>
<td>101</td>
<td>80</td>
<td>30</td>
<td>0</td>
</tr>
</tbody>
</table>

$h_0$ : altitude at perigee

Table D.2: Perturbations for different USE cases

<table>
<thead>
<tr>
<th>case</th>
<th>type</th>
<th>$\Delta V$ (m/s)</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Continuous</td>
<td>100</td>
<td>Along-track</td>
</tr>
<tr>
<td>2</td>
<td>Continuous</td>
<td>100</td>
<td>Radial</td>
</tr>
<tr>
<td>3</td>
<td>Continuous</td>
<td>100</td>
<td>Cross-track</td>
</tr>
<tr>
<td>4</td>
<td>Impulsive</td>
<td>10</td>
<td>Along-track</td>
</tr>
<tr>
<td>5</td>
<td>Impulsive</td>
<td>10</td>
<td>Radial</td>
</tr>
<tr>
<td>6</td>
<td>Impulsive</td>
<td>10</td>
<td>Cross-track</td>
</tr>
</tbody>
</table>
as soon as this impulsive event happens. After one orbital period (1.88 hour) following the event, they are able to take measurements every 1 minute for next 3 hours.

To start the algorithm, the filter needs an initial state estimate, an associated initial state covariance, and an initial TFC estimate. Preliminary OD was performed to obtain the initial data by filtering a pre-event satellite tracking data (range and range-rate for 3 orbital periods). As a result, a relatively accurate a priori information ($\sigma_{\text{position}} = 1m$, $\sigma_{\text{velocity}} = 1cm/s$) was obtained and used as a priori information in our simulations. For the initial guess for TFCs, the modified filter can simply start with zeros without tuning those coefficients. With a priori information and the true event dynamics, the measurement generating function built in ODTBX produces post-event measurements. For the post-event observation, 3 ground tracking stations are selected from the ground station list in ODTBX and are used to generate range and range-rate data from true position and velocity vectors at every minute. The sensor measurement error ($10m$, $1 \times 10^{-2} m/sec$) is imitated by adding white Gaussian noises to the truth and it is assumed that there is no observation available during the unknown space event.

To compare how an unmodified least square filter perform over a USE, the original least square filter in ODTBX is processed through the unknown event of case 1 without representing the event and the result is shown in Fig. D.1. Without modeling the USE, the filter delivers

![Figure D.1: OD result (state errors) with the unmodified filter on case 1](image-url)
large state estimation errors that stay outside of the 3 sigma uncertainty boundaries which are relatively too small. It shows that the original ODTBX fails to maintain OD across a USE without compensating the perturbing effect. By modifying the ODTBX with the TFC event representation, OD was performed on the same case and the result is shown in Fig. D.2. The figure describes the error of the state estimate from the true trajectory as a red line and 3 sigma covariance boundary of the estimate as a green line. The modified filter successfully process all the measurements with a priori information, and the state errors as well as the measurement errors are within uncertainty boundaries. All the results on various cases are consistent with the expected behavior that the estimated state values are within confidence intervals and the filter provides a converged solution with the TFC event representation. For the impulsive perturbation case, Fig. D.3 illustrates the OD solution with the modified filter on case 6.

The performance of the modified ODTBX is also validated through use of 30 Monte Carlo simulations. The linearly propagated covariance results are compared to confidence intervals associated with the Monte Carlo analysis available in ODTBX. Each Monte Carlo run in ODTBX generates random deviations from the reference as initial conditions, and then it integrates each deviated case and uses this as truth for measurement generation and estimation in OD simulation [40]. Each run delivers the time series of estimation errors and residuals for each case. Figure. D.4 shows the results of 30 Monte Carlo runs on case 1, where red dots are individual actual errors while blue line indicates the mean error of ensembles from 30 Monte Carlo runs. In each subfigure, cyan bands show 1-3 sigma confidence intervals of the ensemble standard deviations and the green line displays mean value of 3 sigma uncertainty boundaries from 30 OD solutions. These uncertainty boundaries from the Monte Carlo runs with the modified filter enclose state and measurement errors. Thus, it confirms that the OD solutions from the modified filter are consistent and the modified least square filter is able to maintain OD across an unknown space event. Utilizing a priori information and an event representation of a USE, the modified filter is able to provide valid orbit states and uncertainty information without measurement data during the event. This OD solution can be used to improve the accuracy of orbit state right after a USE by making further observation after
Figure D.2: OD result (state, measurement errors) with modified filter on case 1
Figure D.3: OD result (state, measurement errors) with modified filter on case 6
Figure D.4: OD results from 30 Monte Carlo runs on case 1
The modified filter also provides a representation of an unknown acceleration by constructing a control profile with TFCs. Figure D.5 compares the reconstructed perturbing acceleration components to the true ones for the case 1, 3 and 4. For those USEs associated with continuous perturbations, the reconstructed accelerations are found to be the same order of magnitude as the true perturbations. For the impulsive cases, the modeled thrust acceleration is spread over the whole period of a USE, therefore the shape of the recovered control profile is different from the true one. Although this filter does not recover the actual perturbing acceleration precisely for a USE, yet it provides insight into the control effort for the unknown event. The control effort ($\Delta V$) can be estimated by integrating the thrust acceleration profile over the time interval, which still can be used to quantify the magnitude of an actual perturbation. The represented perturbing acceleration components for different cases are shown in Table D.3. Even though the computed $\Delta V$s do not exactly match with true values, it still provides an estimate of controlling effort, which can be used to bound the control effort necessary for linking two separate states across an unknown event.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Continuous</th>
<th></th>
<th>Impulsive</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>case 1</td>
<td>case 2</td>
<td>case 3</td>
<td>case 4</td>
</tr>
<tr>
<td>Along-track</td>
<td>99.2</td>
<td>22.3</td>
<td>0</td>
<td>10.3</td>
</tr>
<tr>
<td>Radial</td>
<td>4.2</td>
<td>50</td>
<td>0.1</td>
<td>4.92</td>
</tr>
<tr>
<td>Cross-track</td>
<td>0</td>
<td>0</td>
<td>50.1</td>
<td>0</td>
</tr>
</tbody>
</table>

* True $\Delta V$: 100m/s for continuous, 10m/s for impulsive
Figure D.5: Represented vs True acceleration components in body frame