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This dissertation is concerned with developing techniques to improve detection of target objects in digital imagery, e.g., satellite image analysis, airport baggage screening, and medical image diagnosis. Human experts are fairly good at these tasks, but expertise takes years to acquire and human performance is fallible. Computer systems trained through machine learning methods are promising, but in many difficult tasks computer systems have not yet reached the level of performance of human experts. This dissertation proposes an approach to human-computer cooperative analysis to obtain results that are better than either human or computer alone could achieve. The traditional route to improving human performance with results from automatic classifiers is to highlight images by drawing boxes around regions of an image that the computer system believes likely to contain a target object. Human experts typically do not like this form of assistance: it’s often obvious to the expert that the highlighted region is relevant or irrelevant, and highlighting some regions often causes other regions to be overlooked. This dissertation proposes an alternative to the hard highlighting technique of drawing boxes around candidate targets. The alternative, soft highlighting, provides graded saliency cues based on the confidence level of a classifier. For example, with grey scale satellite imagery, soft highlighting might take the form of varying the saturation level of a particular hue. The dissertation describes a series of 8 experiments to evaluate the costs and benefits of soft highlighting versus hard highlighting versus a control condition of no highlighting.

In Experiments 1-5, subjects search an array of handprinted digits for a given target digit identity. The elements of the array are highlighted according to the output of a classifier. The quality of the classifier was manipulated using a stochastic, oracle-based classifier that simulates classification to achieve a specified degree of discriminability between targets and nontargets. The
experiments measured the time to locate targets in the array. Soft highlighting allows subjects to find targets faster than hard highlighting or the no-highlight control, even for weak classifiers, i.e., classifiers which had little discriminative power. The experiments found that highlighting affects search slopes (the time to process each element in the display), meaning that search becomes more efficient with highlighting. Not only was search more efficient, but fewer targets are missed with soft highlighting versus hard highlighting.

Experiments 6-8 used actual satellite imagery. Subjects searched images for a particular target, a McDonald’s restaurant. Highlights were obtained from a state-of-the-art convolutional neural net classifier which output a continuous confidence level. Experiment 6-8 also found that subjects could locate a target more quickly and with fewer misses with soft highlighting than with either hard highlighting or the no-highlight control. However, highlighting—both soft and hard—yielded more false alarms (nontarget locations identified as potential targets). We argue that while false alarms are a problem for novices who do not yet have the skill to verify the presence of a target, experts should not suffer from this same problem.
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1.1 Taxonomy of image highlighting techniques. We categorize image highlighting techniques along three dimensions: soft or hard, image-based or agent-based, and static or dynamic. While these dimensions separate the space of highlighting techniques into eight octants in practice we often ignore the static, dynamic dimension because of the paucity of dynamic highlighting techniques. This reduces the space from 3D to 2D and involves only the quadrants spanned by soft, hard and image-based, agent-based.

1.2 A one-dimensional edge. This plot, showing pixel intensity along a single row of a hypothetical image has an obvious edge on the left side and another, smaller, edge on the right.

1.3 Convolutional edge detectors. Original image (upper left), Roberts edges (upper right), Sobel edges (lower right), and Prewitt edges (lower left). The various edge detectors highlight the image by preserving the outlines of the main objects in the image at the expense of lower frequency (smoother) image features.

1.4 Simple thresholding. The Pentagon image (left, byte valued) has been thresholded (right) at gray value 212 so that pixels with gray values less than 212 are set to 0 and those at 212 or above are set to 255. Notice how thresholding has immediately highlighted the landing pad on the left side so that it stands out clearly in the thresholded image.
1.5 Otsu thresholding. The original Magna Carta image (left) is thresholded according to the Otsu algorithm to produce a binary image (center) which has removed much of the extraneous image information and highlighted the text in most areas. A histogram of the original image (right) along with a vertical line marking the threshold gray value determined by the Otsu algorithm. This is a byte image so gray levels range from $[0,255]$. .......................... 13

1.6 Dilation. The small gaps in the top image are filled in by dilation to produce a more connected image on the bottom. .......................... 14

1.7 Erosion. The thick letters in the top image are eroded to produce the thinned letters of the image on the bottom. .......................... 15

1.8 Opening followed by closing. The original image (left) is opened (center) and then closed (right). The structuring element was a 3x3 matrix of ones. Notice how the image on the right has rejoined sections in the upper middle that were connected originally (left) and then separated when the open operation was applied. Also notice how small objects in the original image have now been removed. .......................... 16

1.9 Color quantization. The original 24-bit RGB color image (left) is reduced to four representative colors (right). This reduction highlights similar image regions and assigns them to the same color value while trying to preserve as much similarity between the quantized image and the original. .......................... 18

1.10 Original CT image. .......................... 20

1.11 CT image with applied color table. .......................... 20

1.12 CT image with applied color table that compresses the range to highlight mostly bone. .......................... 20

1.13 Contrast enhancement. The original image is on the top left and the 5% contrast stretch image is on the bottom left. Their respective histograms are on the right. The limited range of the original image is improved by remapping the gray level values from the 5-th percentile to the 95-th percentile along a linear ramp. Values below the 5-th percentile are set to zero and values above the 95-th percentile are set to 255. .......................... 23
1.14 Histogram equalization. The original image (upper-left), global histogram equalization (upper-right), generalized histogram equalization (lower-right) and finally locally adaptive histogram equalization (lower-left).

1.15 Contrast enhancement by histogram matching. The original image (top) is matched to the reference image (middle) resulting in the new output image (bottom). The histograms for each image are given on the right. Notice that the final output image histogram closely matches the histogram of the reference image.

1.16 The histogram matching mapping process. A gray level value in the original image is mapped to a new gray level in the output image through the cumulative histograms of both the original image (left) and reference image (right) by following the blue arrows.

1.17 Smoothing to highlight large image features. The original image (center) is smoothed using a 3x3 kernel (left) and a 5x5 kernel (right).

1.18 Median filtering. The original image (center) is corrupted with 10% salt and pepper noise (10% of the pixels have been randomly set to 0 or 255). The image on the right is the result of applying a 3x3 smoothing filter. The image on the left is the result from a 3x3 median filter.

1.19 Laplacian filtering. The original image (center) is convolved with a Laplacian kernel (see text) to produce the image on the left. This image is added back to the original image and with proper scaling gives the sharpened image on the right. Notice how the edges of the craters are now more pronounced, for example.

1.20 Unsharp masking. The original image (left) is sharpened by unsharp masking with \( \lambda = 1 \) (see text) to produce the sharpened image on the right. Notice the distinctness of the features, especially those of the upper left part of the right-most image.

1.21 Locally adaptive unsharp masking. The original image (left) is sharpened with standard unsharp masking (center) and locally adaptive unsharp masking (right) which sets \( \lambda \) according to \( \lambda = \lambda_0 (1 - \log(\sigma)/5.6 \) where \( \sigma \) is the standard deviation of a 5x5 kernel convolved over the input image. Notice how the image on the right highlights small image features without exaggerating them as in the center image.
1.22 Homomorphic filtering. The original image (left) is simultaneously highlighted while the dynamic range is reduced via a homomorphic filtering operation to produce a new image (right). Notice that the image on the right has a reduced dynamic range while simultaneously increased detail as can be seen in the cameraman’s coat.

1.23 Image presentation for a typical mammography workstation. The two view mammograms (MLO and CC views) are shown for the current and previous visit.

1.24 Typical prompts used in mammography CAD. Sources: (a) [65], (b) [72], (c) [118], (d) [162], (e) [67], (f) [184], and (g) [186]. Note that (b) represents a system from 1993 while (e) represents a current state-of-the-art system. In essence, the prompts have not changed in twenty years.

1.25 Improvement of a viewer’s lesion detection by following the gaze path of an outside agent. The chest x-ray on the left has hard highlights over three lung nodules. The same image is on the right along with the gaze path (last 500 ms) of a viewer searching for lung nodules. The white line is the path followed by the viewer while the gray line is the path followed by the outside agent. In this case an expert radiologist. This form of hard agent-based highlighting was demonstrated to improve the detection abilities of novices. From [123].

1.26 A thematic map. The input false color image (left) is classified, pixel by pixel, to assign each pixel to a class. From this the thematic map (right) is created which has assigned each pixel to one of six classes.

1.27 Uncertainty display using whitening of the color in the thematic map to indicate increased uncertainty in the pixel classification. The black crosses are markers used in the classification and are not part of the uncertainty display.

1.28 Probability map display. In this display the gray level indicates the uncertainty in the pixel level classification at that point. The less certain the classification is the darker the pixel.

1.29 Entropy map. The entropy of the classifier outputs per class per pixel are displayed as gray scale values.
1.30 Isosurface display of class boundaries. The isosurfaces enclose regions representing the boundaries between classes for a particular classification scheme. ........................................... 50

2.1 Proportion of true-positive (TP) and false-positive (FP) reports for the inside and outside ROI zones for Experiment 5 of Krupinski [111]. ................................................................. 58

2.2 Image viewing modes used by Zheng [226]. ................................................................. 60

2.3 Number of missed abnormalities in noncued regions by viewer. The number in parentheses is the number of missed regions that were detected in Mode 1 (no highlighting). From Zheng [226]. ................................................................................................. 61

2.4 Data set composition. “Incorrectly marked” means that the CAD system placed a highlight on the image in the wrong location. “Unmarked” means that the CAD system did not place any highlights on the image when it should have done so. From Alberdi [4]. ......................... 62

2.5 Percentage of correct human decisions when viewing mammograms with incorrect or unmarked CAD highlights. From Alberdi [4]. ................................................................. 63

2.6 Percentage of correct human decisions when viewing mammograms from Experiment 1 (see Figure 2.5) without CAD highlights. From Alberdi [4]. ................................................. 64

2.7 Eye gaze duration averaged over all observers for a sample image with an incorrectly marked target location. Observers with the hard highlighting from the erroneous CAD marks spent most of their time looking at the false positive and very little searching as those without highlighting did. From Drew [55], figure 3. ................................................................. 67

2.8 Eye gaze duration averaged over all observers for a sample image with two false positives and no target present. From Drew [55], figure 4. ................................................................. 69

3.1 A grid of display elements of the sort used in the experiments. ................................. 71
3.2 A plot of pairs of beta distributions for different $\theta$ values. For each $\theta$ two distributions are plotted: beta($\theta$, 1) for targets (solid) and beta(1, $\theta$) for nontarget digits (dashed). For large $\theta = 19$ (red) the target draws will almost always be near 1 while nontarget draws will be close to 0. This simulates a highly confident classifier. As $\theta$ decreases to 4 (green) and then 1.5 (blue) the pair of curves become flatter meaning that the two probability distributions are becoming increasingly similar. At $\theta = 1$ (not shown) the two curves overlap completely and the distribution collapses to a uniform distribution. This simulates a classifier that simply guesses whether the digit is a target or not.

3.3 Examples of the type of digit grids used in the experiments. The grid in the top center is the control condition with all digits displayed with intensity 0.5. The remaining six grids, from middle row to bottom, left to right, are for $\theta = 1.0, 1.5, 2.333, 4.0, 9.0, 19.0$. See Table 3.1 for the relationship between $\theta$ and other measures of classification strength like EER and $d'$. The main item to note is that larger $\theta$ leads to increased contrast between targets and the background along with decreased contrast between nontargets and the background. The paired Beta distributions associated with each display are also shown along with the EER. The smaller the EER the more likely the stochastic classifier is correct.

3.4 Experiment 1. Percentage of the ten targets (“2” digits) detected as a function of time and condition. Each target was removed as it was clicked. The mean over all subjects after between subject variability correction is shown ($\pm$ SE of the mean). The data are corrected for between-subject variability according to the procedure in [138].

3.5 Experiment 2. The $\bar{x} \pm$ SE of the median reaction time across all subjects for each grid size and condition. Values at $x = 49$ are for the 7x7 grid while values at $x = 100$ are for the 10x10 grid. The slope of the lines is marked. Paired t-test and Wilcoxon signed-rank tests show that soft highlighting leads to faster target localization as display size increases. The intercepts for the best fit lines are control: 1377.6, $d' = 1.05$: 1525.9, and $d' = 2.56$: 1513.9 with identical statistical test results to the slopes.
3.6 Sample digit arrays for Experiment 3. (Left) hard highlighting using binary intensities. (Right) soft highlighting in which intensity varies according to confidence of the stochastic classifier ($\theta = 1.737, d' = 1.05$).

3.7 Experiment 3. Percent of targets detected by time and condition. Left: full range plot. Right: zoomed to show differences between conditions. From the plot it is clear that there is a small but consistent increase in the fraction of targets found over time for the soft highlighting case compared to hard highlighting. Below, the mean number of targets found per trial by condition with paired t-test and two-sided Wilcoxon signed-rank test results. There is an effect between soft and hard highlighting for the $d'=1.25$ case where subjects were finding more targets per trial, on average.

3.8 Experiment 3. The mean number of targets located across all subjects for each condition minus the mean number of targets located across all subjects for the control condition of no highlighting as a function of time. Values above zero mean that more targets were detected relative to the control condition while values less than zero mean fewer targets were detected. A three second smoothing window was applied.

3.9 Experiment 3. The difference between the mean number of targets detected by that time for the soft and hard highlighting conditions for each $d'$ value. Values above zero mean that by that time subjects had found more targets, on average, when soft highlighting was used than in the hard case. The error bars were calculated using a between subject variability correction [138] and a three second smoothing window was applied.

3.10 Experiment 4. Fraction of targets found as a function of time, number of targets present and condition. Curves are mean across subjects $\pm$ SE for each time point.

3.11 Experiment 4. The mean time to locate a target by condition for one target and two targets cases. All pairs were compared. Bars marked with a single star are statistically significant with $p < 0.05$. Paired t-test results are shown along with Wilcoxon signed-rank test results.

3.12 Experiment 4. Fraction of trials completed as a function of time, number of targets present and condition. Curves are mean across subjects $\pm$ SE for each time point.
3.13 Experiment 4. The mean time to end a trial (in seconds) by condition for no target, one target and two target cases. All pairs were compared. Bars marked with a single star are statistically significant with \( p < 0.05 \). Bars marked with a double star are significant with \( p < 0.0001 \). Paired t-test results are shown along with Wilcoxon signed-rank test results.

3.14 Experiment 4. Mean number of missed targets by condition for the cases where the subject directly terminated the trial. Specifically, cases when there was one target present and it was missed (left), when two targets were present and one was missed (middle) and lastly when two targets were present and both were missed (right). Below, the results of comparisons between the control condition and the four highlight conditions (t-tests and Wilcoxon signed-rank tests). Significant differences are marked in the figure with a single star (\( p < 0.05 \)) or double star (\( p < 0.005 \)). As seen in previous experiments (e.g. Experiment 1) the uninformative classifier (\( d' = 0 \)) actually causes more misses relative to the control condition.

3.15 Experiment 5. Fraction of trials completed as a function of time, number of targets present and condition. Curves are mean across subjects \( \pm SE \) for each time point.

3.16 Experiment 5. The mean time to end a trial (s) by condition for no target, one target and two target cases. Bars marked with a single star are statistically significant with \( p < 0.01 \). Paired t-test results are shown along with Wilcoxon signed-rank test results.

3.17 Experiment 5. Fraction of targets found as a function of time, number of targets present and condition. Curves are mean across subjects \( \pm SE \) for each time point.

3.18 Experiment 5. The mean time to locate a target by condition for one target and two targets cases. Bars marked with a star are statistically significant with \( p < 0.01 \). Paired t-test results are shown along with Wilcoxon signed-rank test results for significant pairs. All pairs of bars were tested.

3.19 Experiment 5. Mean number of highlighting toggles by number of targets and condition. If a subject turns highlighting off and then back on it is counted as two toggles. Statistical tests showed no pair-wise differences as significant. On the whole, subjects chose to either leave highlighting on or turned it off and left it off.
3.20 Experiment 5. Mean fraction of trials in which the subject toggled highlighting at least once. Bars marked with a single star at the same height are statistically significant with $p < 0.05$. Those marked with double stars are statistically significant with $p < 0.005$. Paired t-test results are shown along with Wilcoxon signed-rank test results. 104

3.21 Experiment 5. Mean number of missed targets by condition for the cases where the subject directly terminated the trial. Specifically, cases when there was one target present and it was missed (left), when two targets were present and one was missed (middle) and lastly when two targets were present and both were missed (right). Below, the results of comparisons between the control condition and the four highlight conditions (t-tests and Wilcoxon signed-rank tests). Significant differences are marked in the figure with a single star ($p < 0.05$) or double star ($p < 0.005$). As seen in previous experiments (e.g. Experiment 4) the uninformative classifier ($d' = 0$) actually causes more misses relative to the control condition. 106
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Chapter 1

Introduction

This dissertation examines the effect of various image highlighting techniques on viewer’s perception of targets (objects) in digital images. In particular, it focuses on ways in which classification output, ie, the output from a machine learning classifier, can be presented to a viewer along with the original imagery so that the viewer can more quickly assess the presence of a target without becoming distracted or misled by errors made by the classifier.

We begin in Chapter 1 with a definition of what it means to highlight an image. We then develop a taxonomy of image highlighting and describe existing techniques in each area. From this taxonomy we will discover that highlighting techniques preserving image information while still guiding the viewer’s attention to recognized targets in unexplored.

In Chapter 2 we describe how hard agent-based highlighting techniques (see Section 1.2) are currently used and analyze in detail research that demonstrates the limitation of these hard techniques to serve as motivation for experiments involving soft agent-based highlighting.

Chapter 3 presents the results of experiments involving highlighting of synthetic imagery. Chapter 4 details the construction of the machine learning classifier used in the experiments of Chapter 5 while Chapter 5 itself presents the results of experiments investigating the effectiveness of soft agent-based highlighting when applied to satellite imagery. Lastly, Chapter 6 discusses the results of the experiments and offers directions for future research in this area.
1.1 What is Highlighting and What Value Does It Offer?

As primates, humans rely heavily on visual input to understand the world. When looking at images our attention is drawn to regions that are in some way more salient than other regions. For example, an image of a calm lake is relatively uniform and uninteresting but if there is a white swan in the lake it is highly salient and our attention is immediately drawn to it. Why? In part it is because the swan is highlighted by being different in color and shape than its surroundings and our well-tuned visual system perceives this and pays attention to it.

Highlighting is the process of manipulating an image to alter the saliency of objects in the image. This is done in order to draw the viewer’s attention to specific objects of interest. To be specific, in this article “highlighting” means any manipulation of an image which increases the viewer’s ability to detect objects of interest. A range of highlighting techniques are found in the literature, and we describe a natural taxonomy of the techniques to help organize the otherwise scattered and diverse array of highlighting research.

Many review surveys have been written about specific aspects of image highlighting. These surveys cover everything from basic techniques [103] to more specific techniques such as segmentation [156] [125], edge detection [189], classification [57], and domain-specific processing [19] [220].

This article proceeds as follows. In Section 1.2 we describe the taxonomy which forms the framework for our survey. Sections 1.4 through 1.5 review each of the static image categories defined in Section 1.2. Dynamic highlights are reviewed in Section 1.6. We end with a discussion and look forward to areas for possible future research in Section 1.7.

1.2 A Taxonomy of Image Highlighting Techniques

We divide the space of image highlighting techniques along the following dimensions: soft versus hard, image-based versus agent-based, and static versus dynamic. These dimensions form a taxonomy by which we can organize the space of highlighting techniques. This taxonomy can be visualized most easily as in Figure 1.1. For most of this article we will, because of the relative lack
of examples, ignore the static, dynamic axis in Figure 1.1 and focus instead on the combinations leading to hard-image-based, soft-image-based, hard-agent-based, and soft-agent-based highlighting techniques with the understanding that any of these approaches may be static or dynamic. Dynamic highlighting will be discussed separately.

Why these dimensions? The soft versus hard dimension is largely intuitive though it does form a continuum and a judgement call was sometimes necessary to assign a technique to one or the other. It is also recognized that many highlighting techniques are the result of outside information which in some way attempts to explain the content of the image. This leads to the introduction of the image-based versus agent-based dimension to separate these techniques from those that are not attempting to understand the content of the image. The static versus dynamic dimension expresses the fact that highlighting can incorporate time-varying changes to the image itself in order to change the saliency of objects. Each of these dimensions will be described in turn.

1.2.1 Soft Highlighting Versus Hard

A soft highlighting technique will modulate the image in some manner, continuously or nearly so, in order to draw attention to the region of interest. The hallmark of this technique is that the modulation is not one that actively masks or removes other image features but instead causes those features to still be visible. A classic example of a soft highlighting technique is contrast adjustment.

A hard highlighting technique, on the other hand, will either add new features to the image, features that were not originally present, or remove image information in order to emphasize other parts of the image. For our purposes both the adding to and removing from are considered a hard highlight because they alter the information in the image. Adding a box around a portion of the image is a hard highlight, for example. We will present many examples of each of these techniques in the analysis below.
Figure 1.1: Taxonomy of image highlighting techniques. We categorize image highlighting techniques along three dimensions: soft or hard, image-based or agent-based, and static or dynamic. While these dimensions separate the space of highlighting techniques into eight octants in practice we often ignore the static, dynamic dimension because of the paucity of dynamic highlighting techniques. This reduces the space from 3D to 2D and involves only the quadrants spanned by soft, hard and image-based, agent-based.
1.2.2 Image-based Highlighting Versus Agent-based

An image-based highlighting technique is defined to be one in which the highlighting technique, while definitely a function of the pixels in an image, is not concerned with the content of the image, per se. That one image contains a scene with cattle in a field and another contains a star field is not taken into account by the highlighting technique. In this sense, an image-based highlight can be though of functionally as,

\[ I' = f(I) \]

where \( I \) is the input image, \( I' \) is the output highlighted image, and \( f() \) is a mapping function that depends only upon the pixels of the input image.

An image-based highlight does not rely upon any outside oracle to inform it of the content of the image. Just as contrast adjustment, for example, is a soft highlight technique, it is also an image-based highlighting technique as well since it does not depend upon the content (objects) in the image.

An agent-based highlighting technique, however, does depend upon the content of the image. How this understanding of the content of the image comes about is not specified. It is simply treated as an oracle which knows without specifying how it knows. In this case, we can express an agent-based highlighting technique functionally as,

\[ I' = f(I, \theta_I) \]

where \( I \) is the input image (pixels), \( I' \) is the output highlighted image, and \( \theta_I \) is the input from the oracle informing the function, \( f() \), of the content of the image \( I \).

1.2.3 Static Highlighting Versus Dynamic

The highlighting techniques categorized in Figure 1.1 can be further categorized along another axis as either static or dynamic. The operating assumption in this article is that the input image
itself is static, the pixel content does not change with time. With this assumption, then, it is easy
to see that a static highlight is one that generates another image which is also constant in time.
The vast majority of image highlighting techniques fall into this category.

A dynamic highlighting technique produces a time-varying visual pattern. This pattern has
the goal of changing the saliency of relevant objects in the image in order to direct the viewer’s
gaze to the highlighted region. This is accomplished through motion of some kind, either in space
(jittering) or in some other image characteristic such as contrast, sharpness or color.

We expand upon this natural definition here to also include any highlighting technique that
produces any sort of output that varies in time. For example, an image which contains regions that
change appearance over time is considered to be dynamic. Additionally, an image where a varying
sound is produced depending upon where the viewer is looking or moving the mouse pointer is also
categorized as dynamic.

With our taxonomy in place we now proceed to describe each combined category and to
offer examples spanning the range of image highlighting techniques found in the literature. We
freely admit that our operational definition of “highlight” admits to a legion of possible techniques
and we accept that some important techniques may be inadvertently omitted from our discussion.
Nevertheless, we hope to have been thorough and to include in each category below the prime
examples of these techniques. Where possible, we refer to foundational papers and then give other
examples in the same genre to illustrate ongoing research in that area.

1.3 Hard Image-Based Highlighting

The first category we consider is that of hard image-based highlighting. The hard image-
based techniques of this section produce output images which are often very different than the
input images on which they are based. For example, they often discard information in order to
draw the viewer towards the image portions to be highlighted. However, these techniques are blind
in that they operate on the pixels of an image without attempting to “understand” the content.
There are a myriad of hard techniques to choose from. Here we attempt to cover the most widely
used. We describe in turn: edge detection, thresholding, morphological filtering, color quantization and color tables.

1.3.1 Edge Detection Techniques

The human eye has evolved to be very sensitive to the presence of edges. Edge detection is important because it detects these edges in images and highlights them at the expense of other image content. In a one-dimensional case an edge is a transition from one relatively constant region to another region. For example, in Figure 1.2 the plot has an obvious edge on the left and, depending upon how sensitive one wishes to be, may have what could be called a second edge towards the right side. Viewed as an image where intensity represents the level of the pixel it becomes clear that transitions in intensity correspond to edges in an image.

Edge detection is a very old image processing technique [135] [47] [178] [12] which is still an active area of research [54] [139]. In this section we will examine three fundamental edge detection techniques: Roberts ([176]), Sobel ([201]) and Prewitt ([167]). All of these techniques are implemented as convolutions over an input image.

The Roberts detector combines the output of two 2x2 convolution operators,
\[ E_{\text{Roberts}} = \sqrt{\left( \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \ast I \right)^2 + \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \ast I \right)^2} \]

where \( \ast \) represents convolution. As the kernel is 2x2 the output pixel is not clearly the center pixel as would be the case with a kernel of odd dimensions. In this case, the pixel location updated in the output image is marked in bold in the equation above. This creates an edge image \( (E) \) from the input image \( (I) \) by estimating gradient magnitudes formed by transitions between object regions. For the Roberts detector the gradients are diagonal as can be seen from the +1 to −1 transition in the kernels above.

The Sobel operator is similar but uses a different definition of gradients with a 3x3 convolution kernel. In this case each kernel computes the \( \hat{x} \) or \( \hat{y} \) gradient image which is combined to generate the final output magnitude image. Mathematically,

\[
G_X = \begin{pmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{pmatrix} \ast I, \quad G_Y = \begin{pmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{pmatrix} \ast I
\]

with the magnitude edge image as,

\[ E_{\text{Sobel}} = \sqrt{G_X^2 + G_Y^2} \]

The convolution kernels for the Sobel detector estimate the gradient along the \( \hat{x} \) and \( \hat{y} \) directions respectively as can be seen from the kernel values themselves. The Prewitt edge detector is very similar to the Sobel but does not place emphasis on the center line of the kernel. For the Prewitt detector the \( \hat{x} \) and \( \hat{y} \) kernels are,

\[
P_X = \begin{pmatrix} -1 & 0 & 1 \\ -1 & 0 & 1 \\ -1 & 0 & 1 \end{pmatrix} \ast I, \quad P_Y = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \\ -1 & -1 & -1 \end{pmatrix} \ast I
\]
so that the final edge image is,

$$E_{\text{Prewitt}} = \sqrt{P_X^2 + P_Y^2}$$

We illustrate each of these detectors in Figure 1.3. The original image is in the upper left then going clockwise we have the Roberts image, Sobel image, and Prewitt image. Clearly each technique highlights edges at the expense of the majority of the image data and each does so in a subtly different way. Edge detection can be used as a first step in segmentation and draws the viewer’s gaze to the outlines of image objects but still without any understanding of the image contents.

1.3.2 Thresholding Techniques

In its simplest form, thresholding involves making a binary image from an input image by picking a particular intensity value and setting all pixels with a lower intensity to zero and all pixels with a greater intensity to 255 (for a byte image). Naturally, it will be immediately suggested that ranges of thresholds can be used, etc.

As a technique for highlighting features in images thresholding is as aggressive a technique as possible. The resulting output image will be strictly binary. As a quick example, consider Figure 1.4 which shows the impact thresholding has on an input image. In this case a byte valued image of the Pentagon (left) has been thresholded at gray value 212. This means that pixels with gray values less than 212 have been set to zero and pixels with gray values at 212 or above have been set to 255. The thresholded image (right) has highlighted the landing pad on the left side so that it stands out clearly in the thresholded image.

Most automatic thresholding algorithms base their decisions on the image histogram. The most classic algorithm is the Otsu method [155] which has been cited over 17,000 times. This algorithm will be detailed below as representative of the entire volume of literature in this area. Some others include [105], [182], [2], and [156].

The Otsu method seeks the threshold (grayscale) value that maximizes the variance between
Figure 1.3: Convolutional edge detectors. Original image (upper left), Roberts edges (upper right), Sobel edges (lower right), and Prewitt edges (lower left). The various edge detectors highlight the image by preserving the outlines of the main objects in the image at the expense of lower frequency (smoother) image features.
Figure 1.4: Simple thresholding. The Pentagon image (left, byte valued) has been thresholded (right) at gray value 212 so that pixels with gray values less than 212 are set to 0 and those at 212 or above are set to 255. Notice how thresholding has immediately highlighted the landing pad on the left side so that it stands out clearly in the thresholded image.
the histogram values below the threshold and those above. This variance, for a given threshold value $t$, can be written as,

$$\sigma^2(t) = \omega_L(t)\omega_H(t)(\mu_L(t) - \mu_H(t))^2$$

where,

$$\omega_L(t) = \sum_{i=0}^{t} p_i$$
$$\omega_H(t) = \sum_{i=t+1}^{N} p_i$$
$$\mu_L(t) = \frac{1}{\omega_L(t)} \sum_{i=0}^{t} p_i g_i$$
$$\mu_H(t) = \frac{1}{\omega_H(t)} \sum_{i=t+1}^{N} p_i g_i$$

for gray level $g_i$ which appears in the image with probability $p_i$ as computed from the histogram. The maximum gray level is $N$. The threshold value $t_{\text{max}}$ which maximizes $\sigma(t)$ is the value at which the image will be thresholded.

Figure 1.5 is an example of the Otsu algorithm in action. On the left is an image of a copy of the Magna Carta where the left side is the input image and the right side is the output after applying Otsu thresholding. The threshold removes background noise while still preserving, in most places, the text itself. On the right is a histogram of the Magna Carta image with the threshold selected by the Otsu algorithm indicated by a vertical line.

Thresholding as a highlighting technique is generally most effective in highlighting image objects that are either brighter or dimmer than the selected threshold. This is true for simple single-value thresholding as was shown in the examples above where the Pentagon landing pad and text of the Magna Carta were highlighted.
Figure 1.5: Otsu thresholding. The original Magna Carta image (left) is thresholded according to the Otsu algorithm to produce a binary image (center) which has removed much of the extraneous image information and highlighted the text in most areas. A histogram of the original image (right) along with a vertical line marking the threshold gray value determined by the Otsu algorithm. This is a byte image so gray levels range from \([0, 255]\).
Figure 1.6: Dilation. The small gaps in the top image are filled in by dilation to produce a more connected image on the bottom.

1.3.3 Highlighting with Morphological Filtering

Morphological filtering convolves a structuring element over an input binary image. The core operations in morphological filtering are dilation, erosion, opening and closing [191]. Each of these will be illustrated below. A typical use case is to take a thresholded image, operate on it with one or more of these filters, and then use the output of that operation to update the original image.

The effect of dilation is to fill in gaps less than the dimension of the structuring element. For example, consider Figure 1.6 where dilation with a 3x3 structuring element,

\[
\begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix}
\]

fills in the small gaps between the dots in the characters but not the larger gaps between the characters where the original image is on the top and the dilated image is on the bottom.

Erosion has the effect of removing objects that are smaller than the structuring element in addition to thinning larger objects. Here objects refers to parts of the image that are fully connected. For example, Figure 1.7 shows erosion of the thick letters present in the top image to produce the thinned out bottom image. This is accomplished by eroding with a 5x5 structuring element of all ones.

Dilation and erosion are primitive morphological operations. From them are built the more
Figure 1.7: Erosion. The thick letters in the top image are eroded to produce the thinned letters of the image on the bottom.

standard operations of opening and closing. It is these operations that fall into our category of hard image-based techniques. Opening consists of erosion followed by dilation and closing consists of dilation followed by erosion. The effect of these operations is illustrated in Figure 1.8 which shows an original thresholded image of cells on the left which has been opened by a 3x3 structuring element of ones (center) and then closed with the same structuring element (right).

The net effect of opening followed by closing is to remove objects in the image that are not of the same size or larger than the structuring element and to preserve connections that are of the order of the structuring element in size. So, in Figure 1.8 we see that the right image, the final image, has kept large objects and preserved strong connections (thicker than the structuring element) but has filled in small gaps and removed isolated small objects. Morphological techniques highlight objects according to their scale by removing smaller objects.

Research in morphological image highlighting was more active in past decades (see [215] [211] [132] [45]) but is still being pursued today as well, for example, see [209] [160] [141] and [40].

1.3.4 Color Quantization Techniques

Color quantization is the process of reducing the color space of an image. It falls under the hard image-based highlighting category because the quantization involves the removal of image information (color depth) in exchange for possibly enhanced object disernability by which we mean the grouping of similar objects by moving their colors to a similar, common value. Color quan-
Figure 1.8: Opening followed by closing. The original image (left) is opened (center) and then closed (right). The structuring element was a 3x3 matrix of ones. Notice how the image on the right has rejoined sections in the upper middle that were connected originally (left) and then separated when the open operation was applied. Also notice how small objects in the original image have now been removed.
Color quantization is used in this way to group similar colors together in [39] as a prelude to an automatic saliency map algorithm.

The most classic algorithm for color quantization is the median-cut algorithm [82]. This algorithm is recursive and involves setting a bounding box over the colors of the image as represented in RGB space (ie, a 3D space where each axis is one of the color components red, green or blue). This box is then split into two boxes by selecting a plane aligned with one of the color axes such that the number of pixels in the two new boxes formed is roughly equal and the plane is aligned parallel to the axis with the greatest variation. These new boxes are then subdivided recursively until the desired number of boxes matching the desired number of final colors is found. The last step averages the pixels in each box to determine the mean color of the box. These are the output colors.

For example, the median-cut algorithm applied to a 24-bit color image to reduce it to four colors results in Figure 1.9 where the original image is on the left and the four color quantized image is on the right. Naturally best viewed in color. In this example the original true color image contained over 230,000 unique RGB color values. The resulting four color image uses only four RGB triplets: (79, 83, 63), (142, 148, 136), (194, 114, 65) and (143, 182, 210). These are indexed by the output of the color quantization step thereby automatically partitioning the image into regions. A region labeling step can then be used to build segmentation masks to pull out regions in the original image which share visually consistent colors. This allows highlighting as a segmentation step or on its own.

Color quantization was widely studied in the past in order to efficiently map images to limited color depth displays which was the original motivation for the median-cut algorithm. However, along the way many other algorithms and modifications of the median-cut algorithm were developed. For early work see [69] [153] [52] [36] [91] and [89]. For more recent work in this area consider [34] [225] and [221]. In [34] a new, fast algorithm for performing quantization is introduced as an aid, in part, to content-based retrieval. The goal in [225] is similar.
Figure 1.9: Color quantization. The original 24-bit RGB color image (left) is reduced to four representative colors (right). This reduction highlights similar image regions and assigns them to the same color value while trying to preserve as much similarity between the quantized image and the original.
1.3.5 Highlighting with Color Tables

Many images are acquired in a single band and represented in gray scale. Sometimes these images can be hard to interpret as pure gray scale and simple highlighting can be applied by changing the color table [199]. If the acquisition process results in images where there is a definite and consistent mapping between the gray level and some other quantity then color tables can be built which will consistently highlight specific regions when present while also, if desired, diminish regions that are not of immediate interest (hence including color table manipulations in this section).

For example, in medical imaging CT images are single band but are mapped during the acquisition and reconstruction process to Hounsfield units (HU),

$$\text{HU} = 1000 \times \frac{\mu - \mu_{\text{water}}}{\mu_{\text{water}} - \mu_{\text{air}}}$$

where $\mu$ is the linear attenuation coefficient representative of the density of the tissue or bone through which the x-ray photons are traveling.

Because Hounsfield units are consistently defined they can be mapped to a specific set of gray level ranges which in turn allows for the creation of color tables to highlight tissue types in various ways. For example, consider Figure 1.10 which is difficult to interpret structurally until a color table is applied that highlights different tissue types from their HU values as in Figure 1.11 or even a compressed color table to highlight bone regions as in Figure 1.12.

Lookup table manipulations are very basic and so widely used that they are not considered a particularly interesting research area. For example, the expected window level and center controls ubiquitous to all modern PACS (Picture Archiving and Communication System) medical display stations [11] are in fact color table manipulations done on the fly to highlight some image regions at the expense of other regions.
Figure 1.10: Original CT image.

Figure 1.11: CT image with applied color table.

Figure 1.12: CT image with applied color table that compresses the range to highlight mostly bone.
1.3.6 Summary of Hard Image-Based Highlighting

In this section we explored image highlighting techniques that fall into the hard image-based category. We looked at edge detection and thresholding, two fundamental image highlighting techniques, and followed that with morphological techniques. Next we considered color quantization and finished the section with some examples of color table manipulations for highlighting. We move now from hard image-based techniques to soft image-based which highlight images in a way that preserves image content but without understanding that content.

1.4 Soft Image-Based Highlighting

Soft image-based highlighting techniques involve continuous image highlighting which is not based on knowledge of the content or meaning of the image. Many of the techniques in this category are those which are foundational to modern image processing. Specifically, we look at each of the following classes of techniques: contrast enhancement, histogram-based methods, smoothing and sharpening in the spatial domain, smoothing and sharpening in the frequency domain, unsharp masking, and homomorphic filtering.

1.4.1 Contrast Enhancement Techniques

Contrast adjustment is the modification of grayscale image values according to some function, \( I' = T(I) \), where the function \( T() \) is often based on the histogram of the pixel values in the input image, \( I \). In this section we explore contrast enhancement techniques which are some of the oldest techniques applied to grayscale images. These will make the generic \( T() \) specific. Many of these techniques apply to color imagery, indeed, multiband imagery (such as many satellite images), by application per color channel. Here we consider only grayscale images with this fact in mind.

Many imaging systems collect image values as intensities in some integer range, often 8 or 16 bits, as the output of an A/D data acquisition system. For image analysis the full data range is typically used. For display purposes, however, grayscale images, with few exceptions, are displayed
using 8-bit values as this corresponds to more closely to the range of gray values discernable by the human visual system [104]. Therefore, we will content ourselves to examples involving 8-bit data with pixel values in the range $[0, 255]$. For example, this is exactly the situation frequently encountered in remote imaging analysis. Note that this also includes medical images which are, by strict definition, also remote sensing images.

In order to discuss grayscale images and the manipulation of their values for contrast enhancement a quick review is in order. An image is represented with unsigned byte data under the assumption that a 0 pixel is the darkest value and a 255 pixel is the highest value. Typical display conditions map 0 to black and 255 to white though some medical display modes reverse this to make digital x-ray images appear in a manner that more closely matches a film x-ray with bones as white. A raw image is displayed, first by mapping its values to the range $[0, 255]$ and then by showing these digital values on the computer screen as an image. Since virtually all modern displays are 24-bit RGB this is accomplished by setting each channel to the same color values preserving the 255 grayscale range.

Contrast enhancement depends heavily on the histogram of the image values. In this case the histogram is simple to compute unambiguously, we use 255 bins, always, and simply count the number of image pixels with that value in the image. Modification of the mapping function between old pixel values and new pixel values then makes use of thresholds derived from this histogram.

A very common image enhancement technique is that of mapping specified percentiles of the input values to 0 or 255 [66]. For example, a 5% stretch is found from the original histogram by calculating the gray values corresponding to the $5^{th}$ and $95^{th}$ percentiles. Call these $g_5$ and $g_{95}$, respectively. New gray levels ($g'$) are calculated from the existing pixels ($g$) using,

$$g' = (g - g_5) \left( \frac{255}{g_{95} - g_5} \right)$$

where $g'$ values less than zero are set to zero. For example, consider Figure 1.13 where the original image pixel values are remapped using a 5% stretch.
Figure 1.13: Contrast enhancement. The original image is on the top left and the 5% contrast stretch image is on the bottom left. Their respective histograms are on the right. The limited range of the original image is improved by remapping the gray level values from the 5-th percentile to the 95-th percentile along a linear ramp. Values below the 5-th percentile are set to zero and values above the 95-th percentile are set to 255.
The original image is on the top along with its histogram on the right. From the histogram it is easy to see that the gray levels are only using a fraction of the possible range. After the 5% contrast stretch the entire range of allowed gray levels is used producing an improved image. In this case the 5\textsuperscript{th} percentile gray value was 80 and the 95\textsuperscript{th} percentile gray value was 159 so pixels were remapped using,

\[ g' = (g - 80) \left( \frac{255}{159 - 80} \right) \]

Remapping of graylevel values based on the original image histogram is the fundamental technique in a wide range of soft image-based highlighting techniques [75] [117] among others. Of particular importance is that of histogram equalization. This equalization may be global or adaptive to the local image environment, as described below. The goal is to adjust the grayscale values so that the histogram makes maximal use (however defined) of the range of grayscale values available to it. This will adjust the contrast increasing it when viewed by the human eye. Histogram equalization is related to histogram matching where the goal is to either match the image histogram to a specified distribution or to that of another image as shown in the example below. Histogram equalization and matching techniques appear often in the literature, for example, see [223] [92] [71] and [163].

As an example of histogram equalization consider the images in Figure 1.14. The original image is in the upper left, then clockwise we have global histogram equalization, generalized histogram equalization which adds non-integer values to the bins based on a region around the pixel under consideration, and locally adaptive histogram equalization. Clearly, each of these images alters the contrast of the original allowing other image areas to be highlighted, albeit sometimes subtly so.

Global histogram equalization seeks to redistribute the image gray levels over the entire allowed range, [0, 255]. For locally adaptive histogram equalization each pixel in the image is assigned a new gray value based on its ranking in a region around the pixel. This can be considered
a global equalization applied region by region. Lastly, a generalized histogram equalization acts in the manner of the locally adaptive but uses non-integer values when building the histogram.

When compared to the original image on the top-left, each of the histogram equalization techniques has highlighted regions of the image that were not clear before. For example, the top-right image (global histogram equalization) has highlighted features in the cameraman’s coat, though sometimes excessively so. The lower-left image (locally adaptive histogram equalization) has also highlighted features in the coat but at the expense of producing an unnatural look to the image. Generalized histogram equalization (lower-right) highlighted features in the coat as well but without producing an exaggerated image. Note, the contrast between the coat sleeve and the glove or the appearance of buttons on the coat that were difficult to discern in the original.

Histogram matching was mentioned above along with some references. In Figure 1.15 we show the effect of histogram matching. In this case the Cameraman image (top) is matched to the histogram of the Lena image (middle) to give a new image (bottom). The histograms for each of these images is also shown on the right. Clearly, matching the histogram has highlighted details on the Cameraman’s coat that were not visible in the original image. Also, the shape of the matched image histogram closely resembles that of the reference (Lena) image.

Histogram matching calculates the histograms of the input image, \( i_1 \), and a reference image, \( i_2 \). From these histograms the cumulative histogram is calculated by setting, for each gray level, the output value to the sum of all previous histogram values (finally normalized to 1.0). Call these \( C_1 \) and \( C_2 \) respectively. Then, for each gray level value, \( g_1 \), find the gray value \( g_2 \) such that \( C_1(g_1) = C_2(g_2) \). This is then the mapping from \( g_1 \) in the original image to the new output gray value, \( g_2 \).

Figure 1.16 illustrates the remapping process. The cumulative histogram of the original image (right) is paired with that of the reference image (left). For each gray level value, here 100, the cumulative frequency is found (vertical blue arrow up). From this, the corresponding value is found in the reference image (horizontal blue arrow). From this, the new gray level value is read (vertical blue arrow down). This forms the output mapping.
Figure 1.14: Histogram equalization. The original image (upper-left), global histogram equalization (upper-right), generalized histogram equalization (lower-right) and finally locally adaptive histogram equalization (lower-left).
Figure 1.15: Contrast enhancement by histogram matching. The original image (top) is matched to the reference image (middle) resulting in the new output image (bottom). The histograms for each image are given on the right. Notice that the final output image histogram closely matches the histogram of the reference image.
Figure 1.16: The histogram matching mapping process. A gray level value in the original image is mapped to a new gray level in the output image through the cumulative histograms of both the original image (left) and reference image (right) by following the blue arrows.
Histogram equalization and histogram matching are specific instances of a general process of remapping gray levels in an image according to some transformation. Following [75], we can write this transformation as,

\[ y(x) = T(x) \]

where a set of input gray levels, \( x \), is mapped to a new set of output gray levels, \( y \). In [75] this transformation is restricted to be monotonic and increasing to preserve black to white gradations but there is no reason for the mapping to be restricted in this way. All histogram techniques generate an effective \( T() \) in order to make the mapping.

For example, histogram equalization can be defined mathematically as,

\[ y(x) = T(x) = \sum_{j=0}^{x} p_r(g_j) = \sum_{j=0}^{x} \frac{n_j}{n}, \quad x = 0, 1, 2, \ldots, L - 1 \]

for a set of \( L \) gray levels where \( p_r(g_j) \) is the probability that gray level \( g_j \) is present in the original image. This is estimated from the histogram as \( n_j/n \) where \( n_j \) is the number of pixels in the input image with gray level \( g_j \) and \( n \) is the total number of pixels in the image. The output image is created by changing all pixels with gray level \( x \) in the input to gray level \( y(x) \) in the output.

One wonders if mappings might be found automatically by casting them as optimization problems to minimize or maximize an objective function related to some desired property such as monotonicity or some desired distribution of number of gray values in specific regions of the histogram, etc.

### 1.4.2 Smoothing and Sharpening Techniques

A particularly common technique is to smooth (blur) an image, perhaps to reduce the visual effect of noise, or to do the opposite and enhance edges to give the image a sharper appearance. For example, see Chapter 5 of [174] for a description of smoothing and sharpening for remote sensing imagery. Noise in an image can be thought of as any artifact introduced by the image acquisition process. This might be cold or hot pixels in a CCD camera which lead to salt and pepper noise, or
thermal effects in the CCD camera itself which adds a background to each pixel that is typically assumed to be Gaussian in nature. The effect of an optics system may also be considered noise through its point-spread function which blurs out image detail.

Why is smoothing or sharpening considered a highlighting technique? For smoothing noise is typically reduced, along with other fine image detail, and this highlights large image features that might be less noticeable without the reduction in fine detail. For example, in a remote sensing image the viewer may be most interested in large-scale features of the land itself. A smoothing operation will reduce the visual impact of smaller scale features thereby making the larger features easier to see. For sharpening the opposite happens. Edges are enhanced which aids the viewer by more clearly highlighting the boundaries between image regions.

Smoothing and sharpening in the spatial domain are specific operations involving convolution of a kernel over the image. These operations may also be performed in the Fourier domain via multiplication but we will consider only convolutional operations in the spatial domain as the net highlighting result is quite similar.

Convolution involving digital images is summarized as follows (ignoring edge effects),

1. Define a kernel which typically is square and has an odd length, eg, 3x3 pixels.

2. Starting in the upper left corner of the image, take a 3x3 image patch.

3. Multiply each pixel in the image patch by the corresponding value in the kernel and sum the results.

4. Replace the center pixel of the 3x3 image chip in the output image with the value computed in Step 3.

5. Shift over one pixel and repeat Steps 2 and 3. At the end of the row, move down one pixel and repeat.

With this definition a smoothing operation, also called a lowpass filter, is accomplished by an averaging kernel (see [117]) which can be defined as,
Figure 1.17: Smoothing to highlight large image features. The original image (center) is smoothed using a 3x3 kernel (left) and a 5x5 kernel (right).

\[
k_{3x3} = \frac{1}{9} \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}
\]

for a 3x3 kernel or as,

\[
k_{5x5} = \frac{1}{25} \begin{pmatrix} 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \end{pmatrix}
\]

for a 5x5 kernel.

As might be expected, averaging over ever larger regions (kernels) will result in more and more smoothing of the image simply because the average pulls values towards the mean. This effect is illustrated in Figure 1.17 where the original image (center) is smoothed with a 3x3 kernel (left) and 5x5 kernel (right) to highlight the larger features of the image by reducing or eliminating the smaller features.

A special case which can be placed under the smoothing category is a filter that removes noise from the image. As an example, a median filter (see [37] for an advanced version and [146]...
for a separable version) is quite similar to the averaging filters given above but instead of replacing each pixel in the output with the mean of the kernel region it uses the median. The effect of this filter is to remove discrete salt and pepper noise which can come from poorly acquired image data. For example, the center image of Figure 1.18 is corrupted with 10% salt and pepper noise, i.e., 10% of the pixels have been randomly set to 0 or 255. The image on the right is the result of applying a 3x3 smoothing filter and the image on the left is the result of applying a 3x3 median filter. Clearly, median filtering highlights the image by removing distracting noise values.

Convolution with a kernel can also be used to sharpen the image by emphasis of the edges. A key tool to enhance edges is the Laplacian (2nd derivative) kernel ([131]) which on its own locates edges but can be combined with the original image to highlight edges as in Figure 1.19 where the original image (center) is sharpened by adding back the Laplacian image (left) to produce, with proper scaling, the sharpened image (right). In this case the Laplacian is defined as,

\[
\text{Laplacian}_{3x3} = \begin{pmatrix}
-1 & -1 & -1 \\
-1 & 8 & -1 \\
-1 & -1 & -1
\end{pmatrix}
\]

which will cause the center pixel of each region to be strongly enhanced while suppressing the impact of nearby pixels. Adding this edge enhanced image back into the original will highlight
Figure 1.19: Laplacian filtering. The original image (center) is convolved with a Laplacian kernel (see text) to produce the image on the left. This image is added back to the original image and with proper scaling gives the sharpened image on the right. Notice how the edges of the craters are now more pronounced, for example.
edges while preserving low frequency information as seen above.

1.4.3 Highlighting with Unsharp Masking

Unsharp masking, originally developed for film processing, is a highlighting technique which enhances the clarity of digital images ([15], [171], [170], [165]) by making use of a blurred version of the input image. The essence of the unsharp masking algorithm is,

1. Blur the input image. For example by convolving with an averaging kernel.
2. Subtract the blurred image from the input to create a highpass image.
3. Multiply the highpass image by some amount ($\lambda$) and add it to the input image.
4. For computer representation, clip the resulting image to the expected data range.

which can be written mathematically for input image $i$ as,

$$d = i - \text{smooth}(i)$$

$$i' = i + \lambda d$$

where $\lambda$ controls the amount of sharpening. Application to color images is by band.

The effect of unsharp masking can be seen in Figure 1.20 where the original image is on the left and the sharpened image is on the right. In this case $\lambda = 1$ which highlights image edges throughout the image increasing the visual clarity and making fine details stand out.

One difficulty with unsharp masking, however, is that strong enhancement has the undesirable effect of exaggerating noise in the image as well. Mitigating this effect is the focus of much of the research in this area as evidenced by the papers cited above.

The typical way in which this issue is addressed involves making the $\lambda$ value locally adaptive. When $\lambda$ is a constant it is applied to each pixel of the input image equally. It is desired to make $\lambda$ more intelligent and aware of the local region around the pixel currently being considered. If the local region is smooth and without strong edges then the enhancement can be greater than regions which vary wildly. A simple approach is to consider the standard deviation of pixel values in a local
Figure 1.20: Unsharp masking. The original image (left) is sharpened by unsharp masking with $\lambda = 1$ (see text) to produce the sharpened image on the right. Notice the distinctness of the features, especially those of the upper left part of the right-most image.
region and use this to determine the fraction of the desired amount that is used. In this case, $\lambda$ is now a function of a 5x5 region around the current pixel where the constant desired amount ($\lambda_0$) is modified by a fraction from 0 to 1 based on the standard deviation of the 5x5 region,

$$\lambda = \lambda_0(1 - \log(\sigma)/5.6)$$

where the factor of 5.6 is specific to byte valued pixels.

The effect of locally adaptive unsharp masking can be seen in Figure 1.21 where the original is on the left, standard unsharp masking is in the center, and locally adaptive unsharp masking is on the right. In this case $\lambda_0 = 6$ which results in strong artifacts in the center image but fewer in the image on the right. This image is best viewed on a computer.

1.4.4 Highlighting with Homomorphic Filtering

An image may be viewed as the product of two terms typically called “illumination” and “reflectance” so that image $I$ is defined by $I = ir$ where $i$ is the illumination component and $r$ is the reflectance component. If an image is considered in this way then it becomes possible to operate on these components individually in the frequency domain through the log of the original image,
\[\log(I) = \log(ir) = \log(i) + \log(r)\]
giving,

\[\mathcal{F}\{\log(I)\} = \mathcal{F}\{\log(i)\} + \mathcal{F}\{\log(r)\} = F_i + F_r\]
as the Fourier transform of the input image. This separation allows for the independent filtering of illumination and reflectance components. To recover the filtered image one need only apply the inverse transform, sum the components, and apply the inverse log,

\[s = \mathcal{F}^{-1}\{HF_i\} + \mathcal{F}^{-1}\{HF_r\}\]
\[I' = e^s\]

where \(H\) is a filter function applied in the frequency domain. This approach is known as homomorphic filtering [205].

The equations above specify the illumination and reflectance components of the input image. In order to use homomorphic filtering as a highlighting technique it is not necessary, nor often possible, to actually know the separation between these two components. However, in general, low frequency components, corresponding to smooth regions of the image, are associated with illumination while high frequency components, corresponding to edges and boundaries, are associated with reflectance. Therefore, if the filter function \(H\) is well parameterized it can operate simultaneously on the illumination and reflectance components without actually determining these components. This is the key observation that makes homomorphic filtering a useful technique in practice.

For example, consider a two-parameter high-pass Gaussian filter for \(H\),

\[H(u, v) = (\gamma_H - \gamma_L)[1 - e^{-cD^2(u,v)/D_0^2}] + \gamma_L\]

where \(D(u, v)\) is the distance from the center frequency in the 2D Fourier space to any location \(u, v\) and \(D_0\) is a user-selectable cutoff frequency. The parameter \(c\) controls the slope of the transition region. Lastly, \(\gamma_L\) and \(\gamma_H\) are two additional frequencies bounding the transition region. Consider
Figure 1.22 where the original image is on the left and the filtered image is on the right. The filter reduced the dynamic range of the image and also highlighted details on the cameraman’s coat that were not visible in the original image. Homomorphic filtering remains an area of active research, for example, see [3], [58], and [193].

1.4.5 Summary of Soft Image-Based Highlighting

In this section soft image-based highlighting techniques were presented. Many of these techniques are fundamental to the field of image processing and are represented by a large number of variations on basic themes. The hallmark of these techniques was hopefully evident in what was presented, namely, that viewer attention is drawn to objects in images through soft or continuous changes to the pixels which preserve image content while highlighting some of that content. However, these techniques are blind in that they are not based on any judgement about the actual content (objects) in the image. We now move on to look at hard agent-based techniques that are not blind but instead base their highlighting on an understanding of the image content that has come from an outside agent.

1.5 Hard Agent-Based Highlighting

Highlighting applied to an image as the result of object understanding from an outside agent or oracle falls into the hard agent-based category. In this category, the agent has, using unspecified means, some understanding of the content of the image and the hard highlighting applied is based on that understanding. The agent may be another person who, as an expert, has already viewed the image and determined where highlights should be placed. Or, the agent may be the output of a software classifier which has determined locations of objects of interest with enough certainty that the highlight is placed at those locations. This section considers agent-based highlighting in two areas as representative of this approach. These areas are medical imaging and remote sensing.
Figure 1.22: Homomorphic filtering. The original image (left) is simultaneously highlighted while the dynamic range is reduced via a homomorphic filtering operation to produce a new image (right). Notice that the image on the right has a reduced dynamic range while simultaneously increased detail as can be seen in the cameraman’s coat.
1.5.1 Hard Agent-Based Highlighting in Medical Imaging

Hard agent-based highlighting schemes have been in use in medical imaging for some time. With the large demands placed on radiologists to view images, and these demands are increasing, there is a desire for an ability to either prescreen or pre-detect lesions in images. Hard agent-based highlighting has been most prominent in mammography and lung nodule detection so we will focus on those two areas.

In mammography, a radiologist will typically view eight images as a time: the current two-view mammogram of the left and right breast and the previous two-view mammogram. A two-view mammogram typically consists of a cranio-caudal view (CC) (head looking down to the feet) and a mediolateral oblique (MLO) view (looking from the center of the chest down to the outside edge of the chest). For example, a typical mammography viewing station might lay out the images as in Figure 1.23 (image from [169]) so that the radiologist can quickly scan the previous and current mammograms looking for changes.

The most common agent used in hard highlighting of medical images is the output of a classifier applied to the images. This is known as computer-aided detection or CAD. These classi-
fiers, typically neural networks or support vector machines, exact algorithms are often proprietary, generate a series of decision locations on the image where a human should look.

The highlights (or prompts) used by CAD systems consists of hard circles around a suspicious area, symbols placed over the area, or arrows pointing to the area that should be examined. Figure 1.24 illustrates several such highlighting techniques with images taken from the literature. These images represent actual prompts from actual CAD systems.

In Figure 1.24 CAD prompts from as early as 1993 to a current state-of-the-art system are shown. In essence, these prompts have not changed in that over twenty year span. A hard prompt is used to outline the suspicious area or a marker is placed over the area with the symbol used a function of the type of lesion suspected, either a mass or a microcalcification. CAD is also used frequently in the detection of lung nodules in both CT and chest x-rays. The prompts used for lung lesion detection are very much the same as those used in mammography.

CAD systems are in wide-spread use today. The efficacy of CAD has been demonstrated repeatedly in multiple studies (see [65] [37] [18] [181] and [5]) but is not without an effect on the radiologist (see [63] [73] [227] and [162]). In particular, as [227] points out, highlights, especially false positive highlights, affect the radiologist and reduce the likelihood that missed lesions will be detected.

Some CAD systems, especially those used in research, are interactive and allow users to query locations in order to be told what the likelihood is that a lesion is in that region [186]. However, even with these systems the highlight is hard and consists of an outline, perhaps generated by region growing, indicating a likely location for further examination.

A particularly interesting example of hard agent-based highlighting in medical imaging is found in Litchfield 2010 [123]. It has been demonstrated, for example in [110], that radiologists will fixate for longer periods of time even on lesions in medical images that are missed. This caused Litchfield in [123] to explore the question of what happens when a radiologist, in this case a novice, scans chest x-rays looking for pulmonary nodules by following the path taken by an expert radiologist. The result is that the gaze path of the expert, in this case the agent, when shown to
Figure 1.24: Typical prompts used in mammography CAD. Sources: (a) [65], (b) [72], (c) [118], (d) [162], (e) [67], (f) [184], and (g) [186]. Note that (b) represents a system from 1993 while (e) represents a current state-of-the-art system. In essence, the prompts have not changed in twenty years.
the novice increases the novice’s ability to locate lesions. Figure 1.25 illustrates such a path and how it is superimposed over the chest x-ray image.

On the left is the chest x-ray image to be searched. In this example there were three lung nodules which are marked with a hard highlight. The gaze path of an expert radiologist was tracked using an eye-tracker and was presented as a hard agent-based dynamic highlight to a novice radiologist (the viewer) in order to guide the viewer to regions that were investigated by the expert while still allowing the viewer the freedom to look elsewhere. The image on the right is the same chest x-ray with the white line marking the gaze path of the viewer and the gray line highlighting the gaze path of the agent (expert). The highlighting is dynamic in that only the path for the last 500 ms of gaze time is shown on the image. This form of hard agent-based highlighting was demonstrated to improve the performance of viewers searching for lung nodules.

1.5.2 Hard Agent-Based Highlighting in Remote Sensing

The term “remote sensing”, if applied strictly, encompasses medical imaging, but in common use it refers to imagery of the Earth typically taken from space by a satellite but also includes aerial imagery. The types of imagery used in remote sensing varies considerably from panchromatic (grayscale) single band images to hyperspectral imagery with potentially several hundred bands. Most of the systems mentioned in this section fall into the panchromatic or multispectral category. A multispectral image has more bands than a visible light image and typically includes several infrared bands. Often, a panchromatic image of high resolution is combined with a color image of lower resolution multispectral imagery to create a pansharpened image which retains both color and resolution. Much of the imagery shown on web-based mapping sites like Google Maps likely falls into this class.

The agent used in remote sensing imagery is usually a pixel-level classifier, for example [192][144] and [143]. This classifier attempts to assign a class label to each pixel of the image. Then a thematic map is often created showing in cartoon form the classes by color as is seen in Figure 1.26 where each color indicates the output of a classifier which has assigned a class to each pixel of
Figure 1.25: Improvement of a viewer’s lesion detection by following the gaze path of an outside agent. The chest x-ray on the left has hard highlights over three lung nodules. The same image is on the right along with the gaze path (last 500 ms) of a viewer searching for lung nodules. The white line is the path followed by the viewer while the gray line is the path followed by the outside agent. In this case an expert radiologist. This form of hard agent-based highlighting was demonstrated to improve the detection abilities of novices. From [123].
Figure 1.26: A thematic map. The input false color image (left) is classified, pixel by pixel, to assign each pixel to a class. From this the thematic map (right) is created which has assigned each pixel to one of six classes.

The input false color image (multispectral with three bands selected) on the left and the thematic classification image on the right.

Note that a thematic map does not attempt to indicate objects in the image, it is only concerned with labels applied to pixels. While systems that attempt to build object-level classifications of items in remote sensing images have been explored or are in development, either through classifiers or via rule-based engines [202], it is the ubiquitous thematic map that will be our focus here.

Thematic maps indicate the most likely class but they do not provide any notion of classifier uncertainty. Presentation of the thematic map, along with the original image, has been used for some time [8] [214].

The use of thematic maps and the lack of indication of classification certainty they provide has lead to a small literature on ways to use highlights of some type along with the map to give viewers an active indication of uncertainty. These highlighting approaches fall into four general categories: color manipulations, dynamic visualizations/animations, probability map and entropy map displays, and 3D plots of classifier decision boundaries.

In color manipulations the colors of the thematic map are modified to indicate increasing levels of uncertainty in the class assignment. In Hengl [84] colors are increasingly moved towards...
white as uncertainty increases producing output as in Figure 1.27 where the example shows three class predictions on the left and the same predictions on the right with whiter colors used to indicate uncertainty. Note that these predictions are for a continuous output (percent of sand, silt and clay in the soil) but do not include any uncertainty in the prediction. When the uncertainty is included by whitening, the images on the right are obtained. The whitened images clearly show the uncertainty in the predictions and in particular that the clay prediction is very uncertain.

Color saturation is also used to indicate classification uncertainty [128]. The saturation of the color changes with the uncertainty (lower probability of class membership). Similarly, hue may also be used [213].

Animations present a time-varying image to the viewer in order to highlight the classification uncertainty. In Van der Wel [213] a probability map is toggled with the thematic classification map so that persistence of vision will make both present to the viewer. In [22] the level of uncertainty is animated through different thematic class labels appearing according to their probability so that highly certain pixels are mostly constant in color while completely uncertain pixels would be changing frequently.

The probability map used in Van der Wel [213] for animation may be displayed on its own. In this case the gray level indicates classification certainty as to class membership as seen in Figure 1.28 which can be viewed as a extreme form of the whitening approach in used by Hengl above [84].

If the classifier is multiclass, which most thematic output maps are, then it becomes possible to compute an entropy over the output class probabilities in order to produce an entropy map [213] which may also, with proper scaling, indicate visually the classifier certainties as in Figure 1.29 where the entropy is calculated from the per pixel probability of class membership vector using,

\[ E = - \sum_{i \in C} P(C_i|x) \log_2 P(C_i|x) \]

with \( P(C_i|x) \) the probability that the given pixel \( x \) belongs to class \( C_i \).

Both the probability map alone or entropy map alone qualify as hard agent-based highlights
Figure 1.27: Uncertainty display using whitening of the color in the thematic map to indicate increased uncertainty in the pixel classification. The black crosses are markers used in the classification and are not part of the uncertainty display.

Figure 1.28: Probability map display. In this display the gray level indicates the uncertainty in the pixel level classification at that point. The less certain the classification is the darker the pixel.
Figure 1.29: Entropy map. The entropy of the classifier outputs per class per pixel are displayed as gray scale values.
according to our taxonomy because they do not preserve actual image data but instead remove
that data and show an image which is correlated with classifier uncertainty, not pixel values.

The last highlighting technique is a separate visualization of the classifier decision boundaries
in 3D for up to three classes. The boundaries are points or isosurfaces as in [217] and [126]. For
example, [126] uses isosurfaces as in Figure 1.30 which can be rotated in 3D to give the image
viewer a sense of the overlap between classes. Naturally, this approach would be most useful with
the thematic map, itself a highlight, and the original image present in a single interactive display.

Highlighting techniques based on the thematic map are commonly used, when uncertainty is
used at all, in remote sensing images. None of these techniques are specific to objects in the image,
the agent here has classified each pixel and the uncertainty of class membership is what is used in
the highlight itself.

Some of these techniques were dynamic. They were included in this section because of their
association with remote sensing images. Other dynamic highlighting techniques are considered
below in Section 1.6.

1.6 Dynamic Image Highlighting

In this section we review some attempts at dynamic highlighting beyond those referred to
in Section 1.5. These techniques all feature effects that change in time. Some of these techniques
are animations while others are not visual but make use of other sensory information. First we
consider the area of sonification as it relates to images. Sonification [101] [85] [20] [188] is a small
but active research area which seeks to render complex data as sound in order to improve perception
of information within the data. When applied to images the sonification can be regarded as an
extreme form of highlighting. Second we look at the small literature that deals with animations or
other visual cueing, often in response to motions of an expert. This form of dynamic highlighting is
most often used in teaching where the goal is to increase the performance of the student by drawing
the student’s attention to areas of the image deemed important by the expert.
Figure 1.30: Isosurface display of class boundaries. The isosurfaces enclose regions representing the boundaries between classes for a particular classification scheme.
1.6.1 Highlighting via Sonification

As primates, humans rely greatly on our sense of sight, so much so that we sometimes downplay the value that might be gained by our other senses. Human hearing is quite acute and therefore sound is a natural target for explorations of other means by which complex information may be presented. In this section we consider highlighting, taking some liberty with the definition of the word, of images through sound. Some of the work referenced in this section has the aim of making the visual world more accessible to people who are visually impaired while some seeks to expand the range of senses used in data analysis.

In [108] the authors develop a framework to translate imagery into sound and speech. Of interest is the color model that assigns each RGB value to a combination of two sounds of differing intensities. As the user moves over the image with a mouse the color of the area under the mouse pointer is converted to the combination of these tones. The system also supports a speech module which enables the user to ask simple questions using “what” and “where’ words and to be told pre-defined answers to these questions. Current work in deep neural networks includes considerable effort in the automatic generation of textual descriptions from images. This seems a natural fit to such a system should it be updated.

Another approach to sonification of images is to predefine a path [62] or a tour [99] which flows through the image allowing set portions to be mapped to sound. A raster scan of an image enabled users in their tests to perceive spatial relationships between objects in the images. A transfer function (not described in [62]) maps a region of the image around the current path position to a sound. The system described in [99] maps the entire image, pixel by pixel, to a series of sounds which, it is claimed, are able to be interpreted by the listener, with practice, as a mental image. The goal was a wearable system for the visually impaired.

In [136] the textual information in an image is mapped to sound through cepstral features [152] which are based on the inverse Fourier transform of the log of the Fourier transform (or power spectrum) of an input signal. Here the signal is based on the pixel values of the image and hence
the texture present in the image. Through an ad hoc scan pattern through the image the authors develop an output stream of sounds which can be mapped back to the texture. Experiments with basic shapes enabled listeners to detect these shapes and textures in test images.

The examples above give a flavor of the kind of work done in sonification of images in order to highlight specific components or regions of the image. Broadly speaking, these explorations fall into one of two major groups: sonification as an aid to the visually impaired or sonification as an aid in complex data analysis. For the former, see examples such as [224] and [188].

The authors of [61] ask the question: should sound be part of standard data analysis software? They then present means for the sonification of data formats like plots and histograms that are commonly encountered in routine data analysis. In [85] the same approach to complex data is explored at length. However, neither of these present a means for the sonification of images. In [222] the authors present a framework for sonification of images involving preset paths which they refer to as scanning or probing with a pointer over the “inverse spectrogram” by which they mean a 2D image with a time step on the x axis (the direction of “play”) and frequencies (spatial?) in the vertical axis. Lastly, in [86] we see a system for the sonification of multi-channel image data where the image data is a stack of fluorescence microscopy images.

1.6.2 Highlighting via Dynamic Image Cueing

Dynamic image cueing is a technique most often used in training where the eye movements of an expert are used to cue novices in order to aid their learning of a difficult visual search task. For example, in [204] radiologists were trained by the application of a visual highlight in a mammography image that corresponded with the location viewed by an expert radiologist. The eye motions of an expert radiologist were recorded during a scan of paired mammography images with an eye tracker. Then, novices viewed the same images also with an eye tracker. As the novices scanned the images the locations viewed by the expert were subtly manipulated, always in the peripheral field of view of the novice, to draw attention towards the location. The highlighting consisted of spatial modulation of the region associated with the expert but within the peripheral
vision of the novice. See [16] for a complete description of the technique.

In [164] and [9] a static mammogram was turned into a video sequence by remapping image pixels frame to frame with the motion implied in the mapping based on the pixel intensity. This means that brighter pixels were shifted further that dimmer pixels with the aim of making the static intensity variation a variation in the amount of motion seen by the viewer. In this approach no outside oracle is used, the effect is simply to add motion to the static image to take advantage of our acute sensitivity to motion within our field of view, a prime evolutionary advantage. In their experiments, viewers were more likely to perceive calcifications in the moving images than in the static images.

1.7 Discussion and Areas for New Research

This survey examined the wide field of image highlighting techniques. It organized this area into several key groups: soft image-based, hard image-based, and hard agent-based as well as into static or dynamic highlights. Key techniques in all of these areas were mentioned and illustrations were given when possible. The essence of the categories is that highlights may be subtle and preserve image information (soft) or be severe and remove image information, even to the point of not leaving any original image information at all (hard). These soft and hard highlighting techniques may use the pixels of the image without understanding of the image contents (image-based) or make use of an outside agent which does understand the objects present in the image (agent-based).

Soft agent-based highlighting is missing from this survey. It is precisely this quadrant of our taxonomy that is available for future research. See Chapter 2 for details motivating new research into this area. See Chapter 3 and Chapter 5 for the results of recent experiments into this area along with a series of proposed experiments related to soft agent-based highlighting.

Lastly, in Section 1.4.1 we discussed the possibility of creating image grayscale mappings in response to a minimization (or maximization) of some objective function. This would be a generalization of the histogram equalization and matching techniques and it also appears to be an area available for future research.
Given the depth and breadth of image highlighting it is hoped that this survey will have helped to organize the techniques for the reader and to have adequately covered enough techniques to make the distinctions of the taxonomy employed clear.
Chapter 2

Limitations of Hard Agent-Based Highlighting

The previous chapter presented examples of hard agent-based highlighting. In this chapter we examine known limitations of this approach which we believe motivates an alternative approach, soft agent-based highlighting, which has not yet been studied in the literature.

The application of hard agent-based highlighting to medical imaging and its effect on human readers of medical images has been extensively studied. Several key papers in this area are here reviewed in detail as they demonstrate important weaknesses and pitfalls associated with the use of hard highlighting.

2.1 Hard Agent-Based Highlights Inhibit Detection of Non-Highlighted Targets

Krupinski [111] was an early study in this area focusing on the effect hard highlighting has on the performance of radiologists viewing chest x-ray images. This study consisted of a series of carefully controlled experiments involving hard circle ROIs placed around a lesion in a chest x-ray. In particular, each experiment made use of 40 chest x-ray images, 20 that were tumor-free and 20 with a solitary simulated tumor at < 50% detectability (how this was determined was not described). The images were digital and displayed full size on a 17 inch video monitor. The simulated tumors had a Gaussian edge profile (ie, faded into the image without an abrupt transition) and had diameters ranging from 0.8 to 2.0 cm. The viewing distance was 70 cm. A circular cue was placed on each image over the tumor or an anatomically similar region if the image
was tumor free. From the fixed viewing distance the circle (black, 2 pixels wide) covered a 5 degree region. The circle was randomly offset a few pixels from the center of the tumor to avoid placing any tumor in the exact center of the circle. Two complete sets of images were made, one with a circle cue on all images and another with no cues present. Images were presented to viewers in a block design. Test images were assigned randomly to blocks of 10 images, each having 5 tumor-free and 5 tumor-containing images. Each block contained either cued or noncued images without mixing.

All experiments followed the same procedure. Viewers were radiology residents with an average of 2.5 years of experience reading radiographs. Images were viewed in half-hour sessions separated by an average 2.5 weeks each. Each image viewed was preceded by a precue image. This precue image had a constant gray background set to the average pixel intensity of all the test images. The precue itself was a pair of horizontal black lines 1 cm long and placed tangentially to the location where the edge of the circle cue would appear when the test image was displayed. This means that the precue lines covered the top and bottom edges of the place where the circle cue would be seen. The precue was used even in the noncued images and it appeared in the location where the cue would have been placed.

The display sequence was as follows: precue image, test image (cued or noncued), mask image, gray image. In this case the precue image was shown until the viewer pressed a button on the joystick. The viewers were instructed to fixate on the precue before pressing the button. The test image then appeared for 200 ms and was replaced by a random noise pattern image which was also presented for 200 ms. Finally a uniform gray background image (matching the mean intensity of the test images) was shown while the system loaded the next precue and test images.

After viewing the test image the viewer reported whether the location contained a tumor or not by selecting from a five point scale: 5 = tumor, definite, 4 = tumor probable, 3 = suspicious, 2 = no-tumor, probable, 1 = no-tumor, definite. Viewers went through a set of 20 practice images before viewing any actual test images. Performance was measured using the area under the ROC curve (Az) and the differences between Az values were assessed using ANOVA.

Of the five experiments described in Krupinski [111] it is only Experiment 5 that directly
concerns us here so we will quickly summarize Experiments 1 through 4 and then cover Experiment 5 in more detail.

Experiment 1 measured the baseline performance of 5 radiology residents in detecting subtle tumors in chest x-rays and determined whether precuing followed by cuing with the circle ROI was effective in enhancing detection performance. The precue and cue were compared to performance using free search. The results indicated that precuing (P) was effective over free search (FS) with mean Az free search = 0.502 ± 0.049 (±SE) and mean Az precue = 0.608 ± 0.018. Precue plus cue (P + C) was effective over precue alone with mean Az precue + cue = 0.767 ± 0.019. Experiment 2 repeated Experiment 1 but changed the view time from 200 ms to 2000 ms. A similar ordering of mean Az such that $P + C > P > FS$ was found.

Experiment 3 tracked the eye movements of the viewer with and without the circle cue (recall that the precue was always present). The results indicated that the circle has a small but significant effect on reducing the visual area searched for the target with fixations covering, on average, 18% of the region when the circle was present and 24% when it was not.

Experiment 4 considered whether processing of information outside the circle ROI was inhibited by the presence of the ROI. Therefore, regions of the image outside the circle ROI were masked (set to gray) in concentric rings of increasing size covering 25%, 50% and 100% of the region. No significant effect was seen on the precue + cue detection performance.

Experiment 5 examined what happens when viewers were asked to report on a tumor (present, not present) which was placed near to but outside of the circle ROI while still reporting on the tumor that may or may not be within the ROI. In this case, half the tumor-containing images ($n = 10$) and half the tumor-free images ($n = 10$) had a simulated distractor tumor placed outside the circle ROI but within 2.5 degrees of the boundary of the 5 degree ROI. No outer circle was used to mark the end of the outside tumor region.

For this study four radiology students participated and images were presented for the precue only and precue followed by cue conditions. Within each block were images with and without the distractor tumor. Viewers were asked to make two decisions, one about the outside tumor and one
about the inside tumor. The presence or absence of the outer and inner tumors was independent.

The results of Experiment 5 are summarized in Figure 2.1 by looking at the proportion of reports that were true-positives versus false-positives for precue-only (P) and precue followed by cue (P+C). A $z$ test for proportions showed a significant difference between the true-positive reports ($p < 0.01$ inside or outside) but no significant difference for false-positives.

The results of Experiment 5 clearly indicate that the presence of the circle ROI inhibited detection of the noncued tumor target. When the circle was present fewer tumor targets in the outside region were detected. This was true whether or not a tumor was reported inside the circle region.

The study reported in Krupinski [111] illustrated several key effects on viewers when hard agent-based highlighting was used. One was the improvement in tumor detection seen in other CAD experiments (see [65]) when tumors were located within the highlight. The other, potentially more harmful, effect was the decrease in tumor detection for nonhighlighted tumors. In the case of medical imaging, missing a target might literally mean the difference between life and death.

### 2.2 Hard Agent-Based Highlighting Quality Affects Detection of Non-Highlighted Targets

One might argue that the stringent viewing conditions of the Krupinski study are unrealistic in a hospital setting where radiologists are free to view images for as long as they like and where they are free to use viewing tools like zoom and pan. Will the missed nonhighlighted targets effect persist in that environment? For an answer, we now consider the study reported by Zheng in [226].

<table>
<thead>
<tr>
<th>Decision</th>
<th>Inside</th>
<th>Outside</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP (P)</td>
<td>0.59</td>
<td>0.35</td>
</tr>
<tr>
<td>TP (P+C)</td>
<td>0.81</td>
<td>0.18</td>
</tr>
<tr>
<td>FP (P)</td>
<td>0.44</td>
<td>0.16</td>
</tr>
<tr>
<td>FP (P+C)</td>
<td>0.36</td>
<td>0.15</td>
</tr>
</tbody>
</table>
The purpose of this study was to “assess the performance of radiologists in the detection of masses and microcalcification clusters on digitized mammograms in a CAD environment after modulating cuing sensitivity levels and false-positive rates.” [226] This goes beyond the Krupinski study outlined above by looking for an effect on performance as a function of the quality of the CAD system.

Seven board-certified radiologists with a minimum of 3 years of experience in mammography interpretation were the participants in this study. All tumor-positive images in the study were verified by biopsy. Original film mammograms were digitized using 12-bits of resolution and these digital images were displayed.

The study wanted subtle and difficult cases and used a multi-step selection process. First, 200 positive cases were selected for which the CAD output reported a low probability of target present. A set of 80 suspicious negative cases which had a high CAD probability were also selected. This initial set of 280 images was pruned by two experienced radiologists using the same viewing hardware as would be used in the study. This resulted in a final set of 120 cases covering a range of abnormalities (masses and microcalcifications). The final breakdown was 85 images depicting either masses or microcalcifications or both and 35 negative cases with no abnormalities.

Each radiologist viewed the 120 cases five times, once for each of the five viewing modes. The blocking for the viewing is described below. The five viewing modes consist of a non-cued mode (no markings), and each combination of a true-positive cuing sensitivity of 90% and 50% with false-positive rate (per image) of 0.5 and 2.0. Specifically, the viewing modes are given in Figure 2.2. During the study, radiologists loaded the cued images into the display and after that were free to pan and zoom but the window leveling was fixed and not able to be altered.

The CAD algorithms used to mark the study images were developed by the authors and fall under the category of neural network-based approaches using custom, hand-derived features. After applying the CAD algorithm to the selected images a random set of cuing locations was selected until the desired sensitivity was reached. This resulted in 51 out of 57 abnormalities cued for masses and 34 out of 38 for microcalcification clusters (for the 90% sensitivity case, a similar approach
<table>
<thead>
<tr>
<th>Reading Mode</th>
<th>CAD Cuing</th>
<th>Cuing Sensitivity</th>
<th>Cuing False-Positive Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>0.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 2.2: Image viewing modes used by Zheng [226].

selects the cues for the 50% case). The selected images had a false-positive rate of 0.5 and were used as-is for that condition. The false-positive cuing rate was determined from the neural network output probabilities by selecting regions from the output.

Viewers participated in 20 reading sessions of 30 randomly selected cases using one of the five viewing modes. The 20 sessions were divided into four blocks of five sessions each covering each viewing mode. A minimum time delay of 10 days was used between two consecutive readings of the same case.

Viewers were asked to first identify suspicious areas of the image for the presence of an abnormality and to mark it as benign or malignant by scoring it on a sliding confidence-level scale [0, 1]. The likelihood scores were used to generate free-response ROC curves which were used to compare average across the viewers for each of the five viewing modes.

Zheng [226] provides FROC curves for the average detection of abnormalities for each viewing mode. These curves will not be reproduced here but their interpretation, despite the small data set size, is consistent. If the noncued (nonhighlighted) mode is taken as a baseline, then Mode 2 and Mode 3, which feature a cuing sensitivity of 90%, enhance the detection of abnormalities. This result mimics that of Krupinski above. However, Mode 4 and Mode 5, with a sensitivity of 50% and false-positive rates of 0.5 and 2.0 respectively, clearly hinder detection with Mode 5 much worse than Mode 4.

The key result of interest to us here is that reproduced in Figure 2.3. This figure summarizes the number of missed abnormalities in nonhighlighted regions during CAD-cued readings. In Figure 2.3 the number in parentheses is the number of missed regions in that mode that were detected
in Mode 1 which had no CAD cuing. If the number is low, as is the case for Mode 2 and Mode 3 with a highly sensitive CAD detector, this implies that these abnormalities were also missed in Mode 1. However, when the cuing sensitivity was 50% (modes 4 and 5) the average number of missed abnormalities in noncued regions was significantly higher ($P < 0.05$). Also, approximately 30% of these regions were detected in Mode 1. The difference between a 50% sensitivity and 0.5 false-positives per image and 2.0 false-positives per image was not statistically significant in this case. The authors point out that this is likely an effect of the small sample size ($n = 7$).

The result shown in Figure 2.3 reinforces that shown above for Krupinski [111] in that the presence of hard agent-based highlighting has a negative effect, if the highlighting is insensitive, on the ability of viewers to detect \textit{unhighlighted} regions of the images. So, while Krupinski demonstrated an effect, this study by Zheng demonstrates further that the effect is related to the quality of the hard agent-based highlighting system.

### 2.3 Hard Agent-Based Highlighting False-Negatives Inhibit Non-Highlighted Target Detection

A possible limitation of the Zheng study is the small sample size. In Alberdi [4] the sample size was larger ($n = 20$). This study was an extension of a larger multi-center UK study (HTA [206]) and focused exclusively on viewer responses to CAD false-negatives. Specifically, the authors were interested in estimating the probability of a reader making a wrong decision conditional on

<table>
<thead>
<tr>
<th>Reader</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5 (1)</td>
<td>5 (1)</td>
<td>13 (3)</td>
<td>14 (5)</td>
</tr>
<tr>
<td>2</td>
<td>6 (0)</td>
<td>8 (0)</td>
<td>19 (2)</td>
<td>21 (7)</td>
</tr>
<tr>
<td>3</td>
<td>5 (1)</td>
<td>5 (0)</td>
<td>11 (2)</td>
<td>15 (3)</td>
</tr>
<tr>
<td>4</td>
<td>5 (0)</td>
<td>6 (0)</td>
<td>19 (3)</td>
<td>25 (5)</td>
</tr>
<tr>
<td>5</td>
<td>6 (0)</td>
<td>4 (0)</td>
<td>10 (4)</td>
<td>13 (5)</td>
</tr>
<tr>
<td>6</td>
<td>7 (1)</td>
<td>7 (2)</td>
<td>14 (4)</td>
<td>20 (9)</td>
</tr>
<tr>
<td>7</td>
<td>6 (0)</td>
<td>5 (0)</td>
<td>15 (3)</td>
<td>18 (6)</td>
</tr>
<tr>
<td>Average</td>
<td>5.7 (0.4)</td>
<td>5.7 (0.4)</td>
<td>14.4 (3.0)</td>
<td>18.0 (5.7)</td>
</tr>
</tbody>
</table>

Figure 2.3: Number of missed abnormalities in noncued regions by viewer. The number in parentheses is the number of missed regions that were detected in Mode 1 (no highlighting). From Zheng [226].
the false-negative reported by the CAD system. Hard agent-based highlighting was used to mark the location of CAD prompts as is typical in this area.

The authors point out that there are two means by which a false-negative can be produced by a CAD (or any other agent-based) system. First, no mark of any kind may be placed on the image when a mark should be. This is called by the authors an *unmarked* mammogram. The second is to place a marker on the image but away from the area of the actual abnormality. The authors call these *incorrectly marked* mammograms.

Alberdi [4] describes two experiments in this paper. For Experiment 1 twenty readers from three different UK screening centers participated. Twelve were radiologists, seven were trained radiographers and one was a breast clinician. The authors do not indicate level of experience but state that all were actively involved in breast screening.

Sixty sets of mammograms were used. Each set consisted of four images, two of each breast. The images were provided by the company that developed the CAD system used in the study. These images had known output, either proven by biopsy or determined as clearly negative. Images for the study were selected as shown in Figure 2.4 which included a disproportionate number of false negatives (a focus of the study). In particular, no normal cases unmarked by the CAD system were included in the data set. This means that any image with no markings on it was an example of an “unmarked” false negative. For the 30 cancer cases 10 were microcalcifications and the other 20 were masses.

All readers viewed all images once in one session with highlights shown in all cases. Each reader viewed the images in the data set in a unique random order. The readers viewed images as actual films on a standard viewing roller and also had a paper version of the digitized image on
which to mark locations. For each location marked readers were to assign a decision: 1 - recall; 2 - discuss but probably recall; 3 - discuss but probably no recall; 4 - no recall. These categories are largely in line with those used by Krupinski [111] above. CAD marks were on the paper copy but not on the film displayed on the roller.

The results of Experiment 1 are shown in Figure 2.5 where the values given are the percentage of correct decisions made by the readers for each of the CAD image groupings. The percentages are from the total number of recall/no recall decisions from all 20 participants. The low overall sensitivity of 52% and especially the low value of 21% for targets completely missed by the CAD system led the authors to conduct Experiment 2.

In Experiment 2 nineteen readers who had not participated in Experiment 1 were used. Six were radiologists, seven were trained radiographers and six were breast clinicians. All had similar levels of experience to the participants of Experiment 1 (this level was not given in the paper). The data set viewed by these readers was identical to that of Experiment 1. The only difference between Experiment 1 and Experiment 2 was that readers in Experiment 2 viewed the images without CAD highlights. The viewing and marking process (ie, films and paper prinouts) was the same as in Experiment 1. The best six readers, as determined by the heads of their respective centers, were selected to act as judges to measure the difficulty of the cases. These judges ranked the cases and assigned labels to indicate how many average readers, in their opinion, would catch the cancers in that case. The results from Experiment 2 are given in Figure 2.6.

When comparing the results in Figure 2.5 and Figure 2.6 the authors used ANOVA to analyze the sensitivity and determined with $p < 0.001$ that there was a significant difference between the two sensitivities. In particular, the difference for the unmarked cancers between Experiment 1 and

<table>
<thead>
<tr>
<th>Correctly marked</th>
<th>Incorrectly marked</th>
<th>Unmarked</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>81%</td>
<td>53%</td>
</tr>
<tr>
<td>Normal</td>
<td>n/a</td>
<td>92%</td>
</tr>
</tbody>
</table>

Figure 2.5: Percentage of correct human decisions when viewing mammograms with incorrect or unmarked CAD highlights. From Alberdi [4].
Experiment 2 was very highly significant \( (p < 0.000001) \).

Like the previous two studies detailed in this section, this study indicates that false highlighting hurts viewers in their ability to interpret targets in images. In this case, the key information is in the incorrectly marked CAD images which clearly show that wrong hard agent-based highlights can have a detrimental effect on viewer’s ability to detect targets. Of interest is the finding that the unmarked images, those where the CAD system made no marks at all when it should have, are even harder for viewers to interpret. There seem to be several factors which might account for this result. One is that the targets in this case are exceptionally difficult and neither humans nor machines would be able to detect them consistently. The selection of the judges by the authors of this study was meant to address this concern. In the end, only one or two images were deemed too hard to interpret. A second possible factor is that viewers are using the CAD system as if the “D” in “CAD” stood for “diagnosis” and not “detection”. It might be that unconsciously viewers are deciding that the CAD system is actually determining malignancy (or target location) and even if it makes many false positives (or, because it makes many false positives) it must be that if it makes no marks there is no cancer (no target to find). The thinking might be “well, it the CAD system makes lots of mistakes and it didn’t make any on this image so there really must be nothing to find.” Clearly, this is not how the CAD system was designed but if correct, future systems must take this bias into account in some way.

One limitation of the Alberdi [4] study is that it relied on a mixed method for presenting images to the participants. The participants viewed unmarked films on a viewing roller while attempting to mentally map markings on a printout on paper to what was viewed on the roller. This is very different from the controlled digital image display of Zheng [226] and Krupinski [111].
It is unclear what sort of errors or biases this approach might have introduced into the experiments.

2.4 Hard Agent-Based Highlighting Strongly Affects Image Search Patterns

The final study we examine in detail in this section involves a simulated CAD environment of targets and distractors. In Drew [55] we are told in the introduction that the hypothetical benefit of CAD from a signal detection perspective is unrealized in part because of an interaction between the radiologist (viewer) and the CAD itself (an agent-based system using hard highlighting techniques). In order to investigate this interaction the authors performed this simulation study.

The study consists of two experiments both of which involved tracking the eye movements of observers half of whom searched the simulated images without any CAD markings and half who searched with CAD markings. The “CAD” system (artificial here, just a simulation) marked 75% of all targets and 10% of nontargets. Experiment 1 had the goal of making the targets difficult to find and simulated a pure detection exercise. This is the historic and primary use of CAD in medical imaging. Experiment 2 changed the appearance of targets and distractors (here “T” and “L”) so that while it was easier to find a target or distractor it was harder to decide which was which. This was to simulate a diagnosis situation.

In particular, observers were instructed to locate the target letter (“T”) among distractors (“L”) all of which were embedded in \(1/f^{2.4}\) cloudlike noise. This noise was selected as being consistent with spatial frequencies encountered in medical images, particularly mammography. The letters were oriented randomly and placed within one of a 4x4 grid of locations with jittering applied within the location to keep the letters from lining up in an easy to identify pattern. Each trial contained an average of five “L” distractors and at most one target (“T”). Images were shown initially with the CAD markings on. Observers viewed the images with half the observers assigned to a CAD condition and the others to a no CAD condition. Observers started with a 50 trial practice block of images without CAD markings. The total number of images viewed by all observers was 150. The gaze pattern of each observer was kept with an eye tracker.

There were 23 observers in Experiment 1 and 24 in Experiment 2. The observers were not
radiologists nor image analysis experts. They ranged in age from 18 to 54 ($\bar{x} = 24.3$). Eleven were
male and none were color blind.

Experiments 1 and 2 were different in the opacity of the $1/f^{2.4}$ noise and the similarity between targets and distractors. Experiment 1 had high noise and low similarity between targets and distractors while Experiment 2 had lower noise and higher similarity. Experiment 1 made it harder to find targets but easier to identify them when found. Experiment 2 made it easier to find a target (or distractor) but harder to identify once found.

Experiment 1 compared two groups, those using CAD and those that did not (for the same images). Like the other studies in this section, Drew [55] found an increase in sensitivity when using CAD (80% to 87%, $p < 0.001$). And, again similar to other work in this chapter, the authors found that the highest increase in sensitivity was for targets marked by CAD (81% no-CAD to 97% with CAD, $p < 0.001$). They also found that unmarked targets in the CAD condition had a much lower sensitivity than the same targets in the no CAD condition ($p < 0.001$). This mirrors the findings of Krupinski [111], Zheng [226], and Alberdi [4] above. Experiment 2, with lower image noise and harder to discern targets, did not, in the case of unmarked CAD targets versus no CAD targets, lead to a statistically significant difference between the two groups ($p > 0.5$). As the authors point out, “CAD seems to have changed the way observers spend their time; not the amount of time that they spend”.

Because the experiments captured eye movements it is possible to see where observers were looking in the images and for how long. The authors include figures with heat maps showing (averaged over all observers) how much time was spent in different conditions. One of these is reproduced in Figure 2.7 where it is plain to see that the observers spent a lot of time fixated on the incorrectly marked hard highlight (circle) while the observers without CAD assistance searched and located the target.

In Figure 2.8 we see an example of an image with no target present. Here the difference between the unmarked image and the incorrectly marked image (in this case with two CAD false positives) is equally dramatic. For the unmarked image it is clear that observers are searching for
Figure 2.7: Eye gaze duration averaged over all observers for a sample image with an incorrectly marked target location. Observers with the hard highlighting from the erroneous CAD marks spent most of their time looking at the false positive and very little searching as those without highlighting did. From Drew [55], figure 3.
the target while in the CAD case observers are fixed on the false positives instead and do not even search the full extent of the image.

Drew [55] found, like other studies, that when hard agent-base highlighting is used for the purposes of target detection false positives are quite harmful because they lead to the missing of unhighlighted targets. Experiment 2 was meant to simulate a diagnostic situation where locating the target was not as difficult but determining its type was harder. In this case, the influence of the false positives disappeared quite possibly because it was so much easier to locate the target that the observer’s gaze was not drawn to becoming fixed on it. Ie, the task was simply too easy for the observer to care what the CAD system did or did not find.

A limitation of this study, besides the fact it used completely simulated data, is that the observers are naive. They suggest further work to see if the tendency to search less in the presence of false positive markings would persist with experts. The previous studies in this section suggest that it might.

2.5 Summary of the Weaknesses and Pitfalls of Hard Agent-Based Image Highlighting

The studies detailed in this section clearly demonstrate that hard agent-based highlighting can come with a cost. Krupinski [111] showed that hard agent-based highlighting, even with direct precuing of where to look in the x-ray image, inhibits the detection of non-highlighted targets in the image. Zheng [226] showed that this effect persists when the viewer is allowed to freely search the image for targets. Additionally, [226] also showed that the quality of the agent has a strong impact on how many non-highlighted targets are missed. Alberdi [4] examined the effect of the two kinds of false-negatives that an agent-based highlighting system can make and demonstrated that these effects lead to erroneous judgements. Lastly, Drew [55] found results similar to the others reviewed in this chapter but also demonstrated the strong influence hard agent-based highlights have on viewer’s search patterns.

The effects of hard agent-based highlighting are clear but the causes less so. They could
Figure 2.8: Eye gaze duration averaged over all observers for a sample image with two false positives and no target present. From Drew [55], figure 4.
be based on assumptions made by users of these systems as to the quality and reliability of the system. They could also be more primal and due to the way in which the highlights themselves are implemented. All of these studies used a simple circle as a marker for where the human observer should look. Could there be a component of these effects that is due to the way in which the human visual system, a product of over 500 million years of evolution, has primed itself to work in a world full of threats and dangers? If so, then it would be sensible to experiment with the manner in which the highlights themselves are implemented to see if any of these issues persist, diminish, or if new ones appear.
In this chapter, we explore the effect of soft and hard highlighting in a visual search task. Stimulus displays consist of an array of handprinted digits. Participants are asked to search for and click on all instances of the digit "2". Highlighting is performed by modulating the grey level of the pixels of a display element (one of the handprinted digits). With a light background, the dark elements are salient, and light elements fade into the background as illustrated in Figure 3.1.

![Figure 3.1: A grid of display elements of the sort used in the experiments.](image)

The highlights are determined by a classifier which assigns to each display element a probability of being a target. This probability, in [0, 1], determines the grey level shading of the element:
elements with low probability are shaded light, elements with high probability are shaded dark.

To control for the quality of the classifier, instead of training an actual classifier, we generate a series of stochastic oracle-based classifiers that systematically vary in quality. High quality classifiers reliably discriminate targets from nontargets; low quality classifiers do not.

Our stochastic oracle-based classifier determines an output level for every display element in [0, 1], conditioned on whether or not the element is a target. (This procedure assumes an oracle that knows if each element is a target; hence the term “oracle-based”.) We specify one probability distribution over output levels for targets, and another distribution for nontargets. The less overlap there is between these distributions, the higher is the quality of the stochastic classifier. We use a symmetric pair of beta densities to model these distributions, with $\text{Beta}(\theta, 1)$ to draw output levels for targets and $\text{Beta}(1, \theta)$ to draw output levels for nontargets.

Figure 3.2 shows a plot of several pairs of beta distributions of the above form for different $\theta$ values. This shows the complementarity of the two distributions for a single $\theta$ value which can be thought of as a proxy for the quality of the classifier.

Although the quality of a classifier can be specified by $\theta$, there are equivalent, more intuitive measures than can be used. A common intuitive measure is the equal error rate (EER). The equal error rate is the point on the ROC curve where the false positive rate is equal to the false negative rate, or to use a different terminology, when sensitivity equals specificity. See [6] for definitions of sensitivity and specificity. The better the classifier is, the smaller this value will be. A classifier that simply guesses target or nontarget will give an equal error rate of 0.5.

For those familiar with signal-detection theory [78], another intuitive measure of classifier quality is the dimensionless quantity known as $d'$. Larger $d'$ indicate that the classifier is more effective at discriminating targets from nontargets. To calculate $d'$ for our paired beta distributions we need to calculate the normalized incomplete beta function to determine the cumulative probability density below a threshold of 0.5 and that above 0.5. The density above 0.5 are true positives (hits) while the density below 0.5 represents false positives for any given $\theta$. If we define,
Figure 3.2: A plot of pairs of beta distributions for different $\theta$ values. For each $\theta$ two distributions are plotted: beta($\theta$, 1) for targets (solid) and beta(1, $\theta$) for nontarget digits (dashed). For large $\theta = 19$ (red) the target draws will almost always be near 1 while nontarget draws will be close to 0. This simulates a highly confident classifier. As $\theta$ decreases to 4 (green) and then 1.5 (blue) the pair of curves become flatter meaning that the two probability distributions are becoming increasingly similar. At $\theta = 1$ (not shown) the two curves overlap completely and the distribution collapses to a uniform distribution. This simulates a classifier that simply guesses whether the digit is a target or not.
Table 3.1: The relationship between $\theta$, equal error rate (EER), and $d'$ for values used in the experiments described in this chapter. In some cases, a specific $d'$ value was desired which led to the very specific $\theta$ values in the table.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>EER</th>
<th>$d'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>1.5</td>
<td>0.3559</td>
<td>0.75</td>
</tr>
<tr>
<td>2.333</td>
<td>0.2054</td>
<td>1.69</td>
</tr>
<tr>
<td>4</td>
<td>0.0646</td>
<td>3.07</td>
</tr>
<tr>
<td>9</td>
<td>0.0021</td>
<td>5.77</td>
</tr>
<tr>
<td>19</td>
<td>$\approx$ 0.0</td>
<td>9.24</td>
</tr>
<tr>
<td>1.737</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>1.907</td>
<td>0.27</td>
<td>1.25</td>
</tr>
</tbody>
</table>

\[
B_{<0.5} \equiv \frac{\int_0^{0.5} t^{\theta-1}(1 - t)^{1-1}dt}{\int_0^1 t^{\theta-1}(1 - t)^{1-1}dt}
\]

(3.1)

\[
B_{>0.5} \equiv 1 - B_{<0.5}
\]

(3.2)

for $\alpha = \theta$ and $\beta = 1$ then $d'$ is calculated from these densities using the cumulative Gaussian distribution,

\[
d' = Z(B_{>0.5}) - Z(B_{<0.5})
\]

where $B_{>0.5}$ is the cumulative beta distribution density above 0.5 and $B_{<0.5}$ is the density below 0.5.

In the experiments that follow, we constructed stochastic classifiers with a range of $\theta$ values. Larger $\theta$ values simulate classifiers with better performance, lower EERs, and higher $d'$ values. Table 3.1 shows the relationship between $\theta$, the equal error rate (EER), and $d'$ for the stochastic classifiers used in the experiments reported in this chapter. Figure 3.3 shows sample displays for a range of $\theta$, along with the beta densities that define the corresponding stochastic classifier.

In terms of the taxonomy of highlighting techniques presented in Chapter 2, the scheme described in this chapter is considered soft and agent-based. It is soft because the continuous
Figure 3.3: Examples of the type of digit grids used in the experiments. The grid in the top center is the control condition with all digits displayed with intensity 0.5. The remaining six grids, from middle row to bottom, left to right, are for $\theta = 1.0, 1.5, 2.33, 4.0, 9.0, 19.0$. See Table 3.1 for the relationship between $\theta$ and other measures of classification strength like EER and $d'$. The main item to note is that larger $\theta$ leads to increased contrast between targets and the background along with decreased contrast between nontargets and the background. The paired Beta distributions associated with each display are also shown along with the EER. The smaller the EER the more likely the stochastic classifier is correct.
classifier output is used to determine the display element intensities, and it is based on an agent, the stochastic classifier that we have simulated.

3.1 Experiment 1: Time to Locate a Fixed Number of Targets

In Experiment 1, participants searched for a fixed number of target digits (the digit “2”). We examine the time taken to find the targets based on the nature of display highlighting. We compare a control condition with no highlighting (see top array in Figure 3.3) to soft-highlighting conditions with varying degrees of classifier quality.

3.1.1 Methods

Subjects viewed grids of handwritten digits in which the grey-level intensity of each digit was drawn from beta probability distribution of the form \( \text{beta}(\theta, 1) \) for targets or \( \text{beta}(1, \theta) \) for nontargets. Experimental conditions consisted of \( \theta = \{1.0, 1.5, 2.3333, 4.0, 9.0, 19.0\} \), corresponding to \( d' \) of \( \{0.0, 0.75, 1.69, 3.07, 5.77, 9.24\} \). These values simulate a range of classifiers from those that guess by flipping a coin (\( \theta = 1 \)) to a very competent classifier (\( \theta = 19 \)). In addition to these six conditions we included a no-highlighting control condition in which each digit was rendered with a constant intensity of 0.5.

On each trial, the subject was presented a grid of digits which contained, in random arrangement, ten of each digit (0-9), for 100 digits total. The subject was asked to click on each of the ten instances of the digit “2” which would then be replaced by the background color. The trial would end when all ten targets were found or after 15 seconds had elapsed.

The digits themselves, taken from the MNIST data set [115], were drawn in 28x28 pixel blocks in a 10x10 grid. The background color was (red, green, blue) = (0.79, 1, 1). The digit intensity was an index into a 256 element Lab grey scale ramp where the index was \( \lfloor (255)(1 - b) \rfloor \) with,

\[
b \sim \begin{cases} 
\text{Beta}(1, \theta), & \text{if nontarget} \\
\text{Beta}(\theta, 1), & \text{if target}
\end{cases}
\] (3.3)
The Lab grey scale ramp is generated by fixing $a = 0, b = 0$ and varying $L$ from 0 to 100 in even increments.

All subjects were run on Amazon’s Mechanical Turk inside of a web browser on the subject’s machine. The browser component was implemented in JavaScript using HTML5 canvas for drawing, the server-side component was implemented in Python (CGI), and the actual trial data was generated using IDL (*Interactive Data Language*, Exelis Visual Information Solutions, Boulder, CO). All trials for a particular subject were generated on the fly and passed down to the subject’s browser in the JavaScript source code. This included the data to plot each pixel of each digit of each trial. This enabled embedding all experiment data in the single page running on the browser and eliminated any communication with the web server until the experiment was completed. This removed any delays due to network latency.

For each experiment the subject was presented with a consent form (IRB approved) and a browser check was performed to make sure the subject’s browser supported HTML5 canvas. For each subject all data pertaining to digit tokens used, their selected intensity, and arrangement on the screen were stored to be able to reconstruct the exact set of trials presented, if necessary.

All subjects were adults who were not color blind. While the IP address of the subject’s web browser was recorded in case approximate geographic location was deemed helpful in understanding the results of the experiments this information was not used in any analyses.

Out of 35 subjects who started the experiment 25 completed all trials. The other 10 either quit the experiment on their own or were rejected. The experiment was unable to differentiate between subjects who quit and who were rejected. Subjects were only allowed to participate once so all subjects were unique.

Each subject was presented with 42 trials in six blocks of seven conditions (six $\theta$ values and one control of medium intensity for all digits). Trials within a block were generated at random with each digit token used only once in the experiment. The ordering of conditions within a block was also randomized.

All conditions in a block were presented before the next block started with no break or other
indication to the subject that the next block was starting. If the subject failed to find all “2” digits within 15 seconds they were told how many they found and moved to the next trial when they clicked the “Next” button. The “Next” button was located in the middle of the screen and therefore ensured that the mouse pointer was in a known position at the start of each trial. Timing started immediately after the trial digits were displayed. If subjects failed to find at least two “2” digits or clicked on more than six non-“2” digits in a trial they were rejected and the experiment ended.

For each trial, each digit token clicked and the time of the click were stored. When a target digit token was clicked it was removed from the display and replaced with the background color.

After the 42 trials were complete the recorded per trial information was sent back to the server for analysis and the subject was told that the experiment was finished and that they would be paid. If the experiment was terminated early because the subject clicked too many nontarget digits or found too few targets during a trial the subject was told that they would not be paid and their results were rejected. It was felt necessary to add the possibility of rejection to prevent subjects from simply clicking randomly and to keep them focused on the task.

3.1.2 Results

Figure 3.4 shows the percentage of the ten targets detected as a function of time for the control condition (black) and the six experimental conditions (shaded from blue to purple in increasing order of classifier quality). For each time point, the mean number of targets found by that time for each subject in each condition was calculated and the mean across subjects was plotted. A curve that rises quickly and then asymptotes at 100% is indicative of an easy search; a curve that rises slowly and doesn’t reach 100% by the end of the 15-second trial is indicative of a difficult search. Error bars in the Figure are corrected for between-subject variability according to the procedure in [138].

A qualitative examination of the curves reveals that search with soft highlighting is more efficient than for the control condition except for the \( d' = 0 \) classifier, i.e., the classifier that
generates highlights by drawing from a uniform distribution and has no ability to discriminate
targets from nontargets. The curves do not cross over one another, except perhaps the control
condition and the $d' = 0$ classifier, indicating that the superiority of one method of highlighting
over another is consistent across time. One might have expected a different result, e.g., one method
of highlighting leads to an early advantage but a late cost. The interpretation of our results is
simplified by the consistency of the ordering of conditions over time.

The surprising result of this experiment is that even a weak classifier, i.e., a classifier with
$d' = 0.75$, produces highlights that support the subjects in visual search. It was non-obvious from
the outset that we would find such a benefit of a weak classifier, given that the weak classifier often
highlights nontargets and fails to highlight targets.

3.2 Experiment 2: Searching For a Single Target in Variable Sized Displays

Experiment 1 was atypical of psychological studies of visual search in two respects. First,
targets were present on every trial. Second, every display contained 10 targets. The canonical visual
search study involves searching for a single target, and often the number of display elements varies
in order to determine a search slope—the increase in response time for each additional element in
a display. For Experiment 2, we performed a more traditional study involving a single target with
two display sizes. The response latencies for the two display sizes in a given condition can be recast
in terms of a search slope and a search intercept. In Experiment 2, every display contained exactly
one target. Subjects were given up to 45 seconds per trial to locate the target.

The speed up due to highlighting that we observed in Experiment 1 could have one of two
effects in Experiment 2: it could decrease search slopes or search intercepts. The slope reflects
additional time to process each element of the display. The intercept reflects fixed preprocessing
time or fixed motor preparation time. If the quality of highlights affects the search slope, highlighting
makes it easier for subjects to reject elements in the display (the digits), which also indicates
a guidance of attention. We hypothesized that highlighting would have this affect on response
latencies.
Figure 3.4: Experiment 1. Percentage of the ten targets ("2" digits) detected as a function of time and condition. Each target was removed as it was clicked. The mean over all subjects after between subject variability correction is shown (± SE of the mean). The data are corrected for between-subject variability according to the procedure in [138].
3.2.1 Methods

The stimulus arrays in Experiment 2 were like those in Experiment 1, except that two display sizes were studied: $10 \times 10$ and $7 \times 7$. In addition to a no-highlighting control condition, we simulated stochastic oracle-based classifiers with $\theta = 1.737$ and $\theta = 3.322$, corresponding to $d' = 1.05$ and $d' = 2.56$. Stimulus arrays were generated as in Experiment 1 except that each display contained exactly one target (“2”). The remaining 99 or 48 elements were randomly selected from set of nontarget digits with no repetition of digit tokens throughout the experiment.

Each subject was presented with 90 trials consisting of 15 blocks each containing exactly one trial in each of six conditions (three highlighting conditions crossed with two grid sizes). Conditions within a block were randomized. There was no indication to the subject that one block of displays had ended and another was beginning. All conditions in each block were presented before the next block. If the subject failed to find the “2” in 45 seconds the experiment ended and the subject was rejected. The subject was also rejected if more than six nontarget digit tokens were clicked.

When subjects identified the target, they were shown their response latency and a ‘next’ button lit up which would initiate the following trial. Each trial time started with the display onset. For each trial the location of the “Next” button below the latency message implicitly reset the mouse pointer to a common screen position relative to the grid of digits which itself was always drawn in the center of the screen. Additionally, each trial began by presenting a red fixation cross in the center of the screen for one second before presenting the display of digit tokens.

For each trial, each digit token clicked and the time of the click were stored. When the digit token clicked was the target “2” the trial ended. Nontarget digit tokens clicked were recorded but no feedback was given to the subject.

After the 90 trials were complete the recorded per trial information was sent back to the server for analysis and the subject was told that the experiment was finished and that they would be paid. If the experiment was terminated early because the subject clicked too many nontarget digits or failed to locate the target in 45 s on any trial the subject was told that they would not be
paid and their results were rejected. As in Experiment 1, it was felt necessary to add the possibility of rejection to prevent subjects from simply clicking randomly and to keep them focused on the task.

Out of 56 subjects who started the experiment 37 completed all 90 trials successfully while 19 subjects did not and were removed from the analysis. These subjects either quit the experiment on their own without finishing or were rejected. The experiment was unable to differentiate between subjects who quit and who were rejected. As in Experiment 1, subjects were only allowed to participate once, were adults who were not color blind and accepted the consent form required by the University in order to participate in the experiment.

3.2.2 Results

Figure 3.5 shows the mean reaction time for each of the three highlighting conditions (control, $d' = 1.05$, and $d' = 2.56$) and the two display sizes ($7 \times 7$ and $10 \times 10$).

An ANOVA was used to evaluate the results indicating that the three highlight conditions (control, $d' = 1.05$, $d' = 2.56$) yield reliably different response latencies ($F(2, 72) = 14.4, p < 0.001$). The subject’s median latency was used as the dependent variable. The two display sizes ($7\times7$, $10\times10$) yield reliably different response latencies ($F(1, 36) = 127.6, p < 0.001$) as well.

Additionally, there is a reliable highlight condition by size interaction ($F(2, 72) = 5.18, p = 0.008$). The search slope in the control condition appears steeper than in the $d' = 1.05$ condition, which in turn is steeper than in the $d' = 2.56$ condition. Thus, highlighting reduces the time to search for each item in the display. This finding indicates that the benefit of highlighting is, as one would expect, to guide attention to relevant locations in a display.

The slope of the best fit line to each condition is shown in Figure 3.5 along with the results of paired t-tests and two-sided Wilcoxon signed-rank tests [218] showing that the two highlight conditions lead to a significant reduction in the slope when compared to the control condition. This indicates that highlighting, in particular soft highlighting, is enabling subjects to locate targets more quickly as the display size changes. The nonparametric test was included as an additional
indication of the strength of any differences deemed significant.

The best fit lines for Figure 3.5 are,

\[ \text{RT(\text{control})} = 29.6 \, x + 1377.6 \]  \hspace{1cm} (3.4)
\[ \text{RT(} d' = 1.05) = 20.6 \, x + 1525.9 \]  \hspace{1cm} (3.5)
\[ \text{RT(} d' = 2.56) = 16.2 \, x + 1513.9 \]  \hspace{1cm} (3.6)

where RT is the estimated reaction time for display size \( x \). As indicated in Figure 3.5 there is a statistically significant difference in slopes between the highlighted and control conditions. This also applies to the intercepts.

The intercepts above are usually thought of as a fixed time taken to do low-level perceptual processing of the display and motor preparation for making a response. The statistically significant difference in the intercepts between the control and two highlighted conditions indicates that the highlighted displays require a bit more overhead to parse because of their non-uniformity, specifically, that the faint features take longer to extract because the intensity differences create textures and contours that are distracting insofar as the search task is concerned.

### 3.3 Experiment 3: Comparing Soft Versus Hard Highlighting

Experiments 1 and 2 provide evidence that soft highlighting is superior to no highlighting as long as the highlights are based on a classifier that has some discriminative ability. In Experiment 3, we turn to the more subtle comparison of the effects of soft versus hard highlighting on search efficiency.

#### 3.3.1 Methods

Experiment 3 was set up similar to Experiment 1, with \( 10 \times 10 \) arrays and 10 targets. We compared three classifier qualities, corresponding to \( \theta = \{1.514, 1.737, 1.907\} \) (or \( d' = \{0.75, 1.0, 1.25\} \))
Figure 3.5: Experiment 2. The $\bar{x} \pm$ SE of the median reaction time across all subjects for each grid size and condition. Values at $x = 49$ are for the 7x7 grid while values at $x = 100$ are for the 10x10 grid. The slope of the lines is marked. Paired t-test and Wilcoxon signed-rank tests show that soft highlighting leads to faster target localization as display size increases. The intercepts for the best fit lines are control: 1377.6, $d' = 1.05$: 1525.9, and $d' = 2.56$: 1513.9 with identical statistical test results to the slopes.
with either soft or hard highlighting. As in Experiments 1 and 2, soft highlighting manipulated the intensity of a display element proportional to the simulated classifier output. Hard highlighting thresholded the classifier output, which ranged from 0 to 1, at 0.5. Any output below the threshold was set to a display intensity corresponding to a classifier output of 0.2 for soft highlighting, and any output above the threshold was set to a display intensity corresponding to a classifier output of 1.0. Figure 3.6 shows an example of hard versus soft highlighting for $\theta = 1.737$ ($d' = 1.05$).

Experiment 3 included a no-highlighting control condition for a total of 7 conditions.

Subjects were given 15 seconds in which to locate all ten “2” digits randomly distributed on a 10x10 grid. There were exactly ten examples of each digit token (0-9). Digits tokens were used only once per experiment.

Experiment 3 was run in a manner identical to Experiment 1 with the same block size, randomization, and presentation to subjects. See Section 3.1.1 for details.

Out of 54 subjects who started the experiment 41 completed all trials. The remaining 13 either quit the experiment on their own or were rejected. The experiment was unable to differentiate between subjects who quit and who were rejected.
3.3.2 Results

Figure 3.7 shows the percentage of targets detected by time for all seven conditions. The full range plot is on the left while the right has zoomed in to show differences between the conditions. From the figure, especially in the zoomed region, it is clear that there is a small but consistent increase in the fraction of targets found for the soft highlighting conditions compared to hard highlighting.

Figure 3.7, bottom, shows the results of paired t-tests and two-sided Wilcoxon signed-rank tests between the mean number of targets found per trial for the soft and hard highlighting conditions. The $d' = 1.25$ case is statistically significant indicating that even a moderately performant classifier allows subjects to locate more targets per trial when soft highlighting is present.

Figure 3.8 shows the difference between the mean number of targets detected in each of the six experimental conditions and the number detected in the control condition, as a function of time within a trial. In this plot, values above zero mean that more targets were located by that time than in the control condition while values less than zero mean fewer targets were located by that time than in the control condition. Note that a three second wide smoothing window was applied.

Soft highlighting is better than hard highlighting for all conditions since each soft highlighting curve is above the hard highlighting curves. Also, hard highlighting is slightly better than the control condition but not consistently so as later times drop below zero.

We divided the first 12 seconds of each trial into 4 bins of 3 seconds. We computed the number of targets found within each bin and performed a three way ANOVA with subject as the random factor and highlight quality ($d' = 0.75, 1.00, 1.25$), highlighting condition (soft, hard), and time window (0-3, 3-6, 6-9, 9-12) as three within-subject independent variables. We observe a main effect for highlighting condition ($F(1, 40) = 10.213, p = 0.003$), with soft highlighting superior to hard highlighting. We also observe a main effect of time ($F(3, 120) = 933, p < 0.001$), which simply reflects the fact that more targets are found around 6 or 9 sec than around 3 or 12 sec. We do not observe a main effect of highlight quality ($F(2, 80) < 1$), which is not terribly surprising given the
soft-hard (d’=0.75): 8.943 vs 8.887, t(40)=0.608 (p=0.546), w(40)=1738.5 (p=0.730)
soft-hard (d’=1.00): 9.093 vs 8.947, t(40)=1.619 (p=0.113), w(40)=1804.0 (p=0.340)
soft-hard (d’=1.25): 9.163 vs 8.951, t(40)=2.907 (p=0.006), w(40)=1819.0 (p=0.274)

Figure 3.7: Experiment 3. Percent of targets detected by time and condition. Left: full range plot. Right: zoomed to show differences between conditions. From the plot it is clear that there is a small but consistent increase in the fraction of targets found over time for the soft highlighting case compared to hard highlighting. Below, the mean number of targets found per trial by condition with paired t-test and two-sided Wilcoxon signed-rank test results. There is an effect between soft and hard highlighting for the d’=1.25 case where subjects were finding more targets per trial, on average.
small range of $d'$ tested. No interactions involving these three factors are significant at the 0.05 level.

The effect size of soft versus hard highlighting was assessed at 6 and 9 seconds for each of the 3 highlight quality conditions. The effect sizes range from small (Cohen’s $d = 0.22$ for $d' = 0.75$ at 9 sec) to medium (Cohen’s $d = 0.53$ for $d' = 0.75$ at 6 sec). Here are all the Cohen’s $d$ values for soft versus hard,

<table>
<thead>
<tr>
<th>Time</th>
<th>$d'$</th>
<th>Cohen’s $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 sec</td>
<td>0.75</td>
<td>0.528</td>
</tr>
<tr>
<td>6 sec</td>
<td>1.00</td>
<td>0.243</td>
</tr>
<tr>
<td>6 sec</td>
<td>1.25</td>
<td>0.248</td>
</tr>
<tr>
<td>9 sec</td>
<td>0.75</td>
<td>0.219</td>
</tr>
<tr>
<td>9 sec</td>
<td>1.00</td>
<td>0.324</td>
</tr>
<tr>
<td>9 sec</td>
<td>1.25</td>
<td>0.265</td>
</tr>
</tbody>
</table>

Figure 3.9 shows the difference between the mean number of detected targets in corresponding soft versus hard highlighting conditions, as a function of time. Values of the curve greater than zero indicate that at a particular instant of time, subjects found more targets with soft versus hard highlighting.

The plot shows the difference, soft - hard, at each time point for the number of targets detected by that time. In all cases the difference, including error bars, is above zero meaning that subjects consistently found more targets when using soft highlighting. The error bars were calculated using the between subject variability correction of [138]. Even the weakest classifier ($d' = 0.75$) shows this effect.

For a classifier of a given quality, our results indicate that soft highlighting, which leverages the graded output of the classifier, supports human visual search better than hard highlighting, which thresholds the classifier output.

### 3.4 Experiment 4: Variable Number of Targets

Experiments 1-3 show that even when a weak classifier is used to provide soft highlights, the classifier can boost human performance on detecting targets that are present in the display. However, because Experiments 1 and 3 each contained exactly 10 targets per display and subjects were
Figure 3.8: Experiment 3. The mean number of targets located across all subjects for each condition minus the mean number of targets located across all subjects for the control condition of no highlighting as a function of time. Values above zero mean that more targets were detected relative to the control condition while values less than zero mean fewer targets were detected. A three second smoothing window was applied.
Figure 3.9: Experiment 3. The difference between the mean number of targets detected by that time for the soft and hard highlighting conditions for each $d'$ value. Values above zero mean that by that time subjects had found more targets, on average, when soft highlighting was used than in the hard case. The error bars were calculated using a between subject variability correction [138] and a three second smoothing window was applied.
instructed to continue searching until all targets had been found, we have no evidence concerning
the effect of highlighting on an individual’s decision to quit searching, and therefore, on the possi-
bility of missed targets. In Experiment 4, we conducted a version of the digit token search task in
which the number of targets varied from 0 to 2 and subjects were instructed to continue searching
until they were confident that no more targets remained. A button was included in the display to
allow subjects to terminate a trial. A trial would also terminate automatically once subjects had
found all targets in the display. Trials did not time out.

3.4.1 Methods

Following Experiments 1-3, digit token intensities were drawn from a beta distribution with
\( \theta = \{1, 2.333, 4, 9\} \) corresponding to \( d' = \{0, 1.69, 3.07, 5.77\} \) a control condition of constant 0.5
intensity was also used making 5 conditions total.

Subjects were presented with a grid of 10x10 digits just as in Experiments 1 – 3 along with
a “Done” button that was enabled after 1 second to prevent subjects from clicking through the
experiment too quickly. Digits were used only once per experiment.

Subjects completed 80 trials during the experiment with the first five trials regarded as
practice and not used in the analysis. The first five trials included one with 0 targets and 2 each
with 1 or 2 targets present. The practice trials were presented in random order.

The 75 experimental trials were presented in 5 blocks of 15, with the blocks of 15 composed
of one trial each of the 5 highlighting conditions (4 experimental plus 1 control) crossed with 0, 1,
or 2 targets present. The sequence of trials was such that across the experiment (5 blocks of 15
trials) there was exactly one trial per highlighting condition \( C \) with previous condition \( P \) and target
number \( T \). This led to 5 levels of the current condition times 5 levels of the previous condition
times 3 levels of number of targets to arrive at 75 trials total.

When a target digit token was clicked it was removed from the display and replaced with the
background color.

At the end of a trial the subject was shown the grid of digits with the actual targets high-
lighted. If the target was found it was shown in green and if not found it was shown in red. If a target was missed a buzzer was sounded. No sound was made if all targets were located.

Out of 50 subjects who started the experiment 31 completed all trials. The remaining 19 quit the experiment on their own as no subjects were rejected based on performance. Subjects were only allowed to participate once so all subjects were unique. This included those who started but later quit. Subjects accepted the consent form in order to participate in the experiment.

3.4.2 Results

Figure 3.10 shows the fraction of targets found as a function of time for the one target and two target cases. As seen in earlier experiments, stronger classifiers (larger $d'$) enable subjects to locate targets more quickly. For the two target case a random classifier ($d' = 0$) actually hurt performance while even a weak classifier using soft highlighting helped ($d' = 1.69$).

Figure 3.10 shows that high quality classifiers using soft highlighting (larger $d'$) lead to faster detection and also better asymptotic performance. Faster because the slopes for the higher $d'$ curves are steeper than lower $d'$ curves and better because the asymptotes for the two target condition is higher for better quality classifiers. Our previous experiments were unable to examine this issue because subjects had no way to self-terminate a trial without finding a target.

Figure 3.11 shows the mean time to locate a target by condition for the one target and two target present cases. All adjacent pairs were compared and those that are statistically significant are marked with a single star ($p < 0.05$). Paired t-test and Wilcoxon test results are also shown. Strong highlighting ($d' = 5.77$) leads to faster target localization for both one and two targets present.

Figure 3.12 shows three sets of curves corresponding to trials in which 0, 1, or 2 targets are present in the display. Each set of curves indicates, for each point in time within a trial, the proportion of completed trials across the five conditions. A trial is completed either when the subject clicks the done button (for 0-2 targets present) or when all targets have been found (for 1 or 2 targets present). The Figure seems to indicate that trials with stronger classifiers (i.e., larger
Figure 3.10: Experiment 4. Fraction of targets found as a function of time, number of targets present and condition. Curves are mean across subjects ± SE for each time point.

**One target:**
\(d' = 3.07 - d' = 5.77: 4.3264 \text{ vs } 3.4504, t(30) = 2.6522 \text{ (p= 0.0127)} \)
\(w(30) = 1165.0 \text{ (p= 0.0079)} \)

**Two targets:**
\(d' = 0.0 - d' = 1.69: 6.1555 \text{ vs } 4.9680, t(30) = 2.2391 \text{ (p= 0.0327)} \)
\(w(30) = 1129.0 \text{ (p= 0.0318)} \)
\(d' = 3.07 - d' = 5.77: 4.3264 \text{ vs } 3.4504, t(30) = 2.4590 \text{ (p= 0.0199)} \)
\(w(30) = 1154.0 \text{ (p= 0.0125)} \)

Figure 3.11: Experiment 4. The mean time to locate a target by condition for one target and two targets cases. All pairs were compared. Bars marked with a single star are statistically significant with \(p < 0.05\). Paired t-test results are shown along with Wilcoxon signed-rank test results.
end sooner, and this effect is amplified as the number of targets increases.

The design of Experiment 4 terminated a trial immediately when any targets present were located. Because of this, we are not able to determine whether subjects spent time after searching after locating the target in the one-target present condition. We suspect that this is not an issue because there is some evidence for quicker self-termination of the trial for larger \(d')\) displays when no targets are present (see Figure 3.12, upper left). To the extent that subjects terminate trials faster with larger \(d')\), self-termination of 1 and 2 target present displays should show a similar effect.

Figure 3.13 shows the mean time to end a trial by condition along with paired t-tests and two-sided Wilcoxon signed-rank tests. All adjacent pairs of bars were tested. Those that are statistically significant are marked with a single star for \(p < 0.05\) and a double star if \(p < 0.0001\). The median reaction time of each subject for each condition was calculated and the mean of that time across subjects was used for the plots and the statistical tests. From these results it is clear that stronger highlighting leads to faster localization times.

The analyses above lead to the conclusion that better classifiers (larger \(d')\) lead to early termination (faster target localization) in the soft highlighting condition. We found no evidence that a better classifier caused subjects to give up sooner. We found some evidence that highlighting slows subjects relative to the control but only when the classifier was completely uninformative \((d' = 0.0, \text{single target condition})\).

We want to know if when subjects failed to find a target whether it was soft highlighting that caused the miss. To examine this, we looked at the number of missed targets for situations where the subject directly terminated the experiment. Specifically, when one target was present and it was missed, when two targets were present and one was missed, and lastly, when two targets were present and both were missed. Plots of these cases are shown in Figure 3.14 where statistically significant differences between the control and a highlight condition are marked with a star \((p < 0.05)\) or double star \((p < 0.005)\). Below the plot are the results of t-tests and Wilcoxon tests comparing the control condition to each of the highlight conditions for the three cases above. The plot and tests clearly show two things: first, that the uninformative classifier \((d' = 0)\) actually hurts performance
Figure 3.12: Experiment 4. Fraction of trials completed as a function of time, number of targets present and condition. Curves are mean across subjects ± SE for each time point.
One target:
control - $d'=0.0$ : $11.5364$ vs $12.5094$, $t(30)= 2.1826$ (p= 0.0370)  
$w(30)= 924.0$ (p= 0.4598)

$d'=1.69 - d'=3.07$: $11.5158$ vs $10.6055$, $t(30)= 2.1230$ (p= 0.0421)  
$w(30)= 1026.0$ (p= 0.4859)

$d'=3.07 - d'=5.77$: $10.6055$ vs $9.2151$, $t(30)= 2.3116$ (p= 0.0278)  
$w(30)= 1067.0$ (p= 0.2026)

Two targets:
$d'=3.07 - d'=5.77$: $8.4383$ vs $6.5224$, $t(30)= 6.6789$ (p= 0.0000)  
$w(30)= 1130.0$ (p= 0.007)

Figure 3.13: Experiment 4. The mean time to end a trial (in seconds) by condition for no target, one target and two target cases. All pairs were compared. Bars marked with a single star are statistically significant with $p < 0.05$. Bars marked with a double star are significant with $p < 0.0001$. Paired t-test results are shown along with Wilcoxon signed-rank test results.
(also seen in Experiment 1) and second, that soft highlighting does not hinder target localization but rather results in fewer misses as the quality of the classifier increases (increasing $d'\prime$). The case of two targets present and both missed was rare and only happened 20 times out of 837 trials where two targets were present.

The analyses of this section demonstrate that soft highlighting leads to improved detection of targets with fewer misses. Specifically, Figure 3.14 shows that subjects missed fewer targets when using soft highlighting in situations where they were able to miss a target.

### 3.5 Experiment 5: Variable Number of Targets, Subject-Controlled Highlighting

In Experiment 4 the highlights were present throughout the trial. As a result, the darker display elements were more salient and repeatedly attracted attention, whereas the lighter display elements were less salient and subjects may have had difficulty attending to them. To the degree that the highlighting is based on a weak classifier, highlighting has the potential to harm performance by distracting the subject with salient nontargets and masking the targets. Past research has shown that the presence of (hard) highlights can lead to an increase in the number of missed targets [111], [226],[4]. Further, we observed this same effect in Experiment 4 with soft highlighting: lower quality classifiers produced highlights that increased the target miss rate.

Consequently, we hypothesized that subjects may benefit from a scheme in which highlights are present at the onset of a trial but are removed at a later point when the leverage they provide has been exhausted and it becomes easier to search an unbiased display for potentially missed targets. Because we did not know exactly what highlighting schedule would benefit subjects the most, we decided in this experiment to allow subjects to control highlighting themselves. On each trial, highlights were initially present. Subjects were provided with a button that toggled highlights, from on to off and off to on. One goal of this experiment is to determine whether self-directed highlighting improves target detection. But another, looser goal of this experiment is to understand the strategies that subjects use to control highlighting.
One target present, one missed:
control - d’=0.0: 0.387 vs 0.742, t(30)=-2.160 (p=0.0388), w(30) = 869.0 (p=0.0889)
control - d’=1.69: 0.387 vs 0.452, t(30)=-0.465 (p=0.6450), w(30) = 974.0 (p=0.9668)
control - d’=3.07: 0.387 vs 0.419, t(30)=-0.373 (p=0.7120), w(30) = 970.5 (p=0.9206)
control - d’=5.77: 0.387 vs 0.355, t(30)= 0.215 (p=0.8313), w(30)=1011.0 (p=0.5564)

Two targets present, one missed:
control - d’=0.0: 0.839 vs 1.032, t(30)=-1.063 (p=0.2963), w(30) = 926.5 (p=0.4541)
control - d’=1.69: 0.839 vs 0.710, t(30)= 0.611 (p=0.5458), w(30) = 996.0 (p=0.7669)
control - d’=3.07: 0.839 vs 0.452, t(30)= 2.555 (p=0.0159), w(30)=1084.0 (p=0.0922)
control - d’=5.77: 0.839 vs 0.194, t(30)= 3.420 (p=0.0018), w(30)=1168.0 (p=0.0016)

Two targets present, both missed:
control - d’=0.0: 0.129 vs 0.226, t(30)=-1.139 (p=0.2636), w(30) = 931.5 (p=0.3002)
control - d’=1.69: 0.129 vs 0.161, t(30)=-0.328 (p=0.7448), w(30) = 961.5 (p=0.7005)
control - d’=3.07: 0.129 vs 0.032, t(30)= 1.139 (p=0.2636), w(30)=1008.0 (p=0.2976)
control - d’=5.77: 0.129 vs 0.097, t(30)= 0.297 (p=0.7685), w(30) = 991.5 (p=0.6546)

Figure 3.14: Experiment 4. Mean number of missed targets by condition for the cases where the subject directly terminated the trial. Specifically, cases when there was one target present and it was missed (left), when two targets were present and one was missed (middle) and lastly when two targets were present and both were missed (right). Below, the results of comparisons between the control condition and the four highlight conditions (t-tests and Wilcoxon signed-rank tests). Significant differences are marked in the figure with a single star (p < 0.05) or double star (p < 0.005). As seen in previous experiments (e.g. Experiment 1) the uninformative classifier (d’ = 0) actually causes more misses relative to the control condition.
3.5.1 Methods

The conditions and configuration of Experiment 5 exactly mimic those of Experiment 4 with the addition of a button allowing the subjects to freely toggle highlighting on or off. When on, the grid of digits appeared as in Experiment 4 according to the classification strength simulated by the beta distribution. When off, the grid appeared as in the control condition in Experiment 4.

During a trial the grid of digit tokens was displayed in the center of the subject’s browser window. Directly below the grid was the done button (labeled “Done”) used to end the trial. Directly below the done button was the toggle button (labeled “Toggle highlighting”). All three display elements: the grid of digit tokens, the done button, and the toggle button, were aligned vertically on the display.

3.5.2 Results

Figure 3.15 shows the fraction of trials completed as a function of time by number of targets present in the scene. As in Experiment 4, Figure 3.12, there is a trend of soft highlighting enabling faster times as the number of targets increases. Figure 3.16 shows the mean time to end a trial by condition with significant pairs indicated (computation as in Experiment 4). Here the two target case is significant for the strongest highlighting.

A similar set of plots can be made to examine the fraction of targets found as a function of time as shown in Figure 3.17 where Figure 3.18 shows the mean time to locate a target for both one and two target cases along with the result of a paired t-test across subjects for different conditions. In this case the only significant adjacent pairing is again for the strongest highlighting condition.

The results above closely match those of Experiment 4 and further support the conclusion that soft highlighting is beneficial to subjects.

Unlike Experiment 4, in Experiment 5 subjects were able to toggle highlighting on and off at will. In Figure 3.20 we see the mean fraction of trials in which the subject toggled highlighting at least once by number of targets and condition.
Figure 3.15: Experiment 5. Fraction of trials completed as a function of time, number of targets present and condition. Curves are mean across subjects ± SE for each time point.
Two targets:

d’=3.07 - d’=5.77: 9.3745 vs 8.3064, t(30)= 3.0474 (p= 0.0048)
w(30)= 1066.0 (p= 0.2077)

Figure 3.16: Experiment 5. The mean time to end a trial (s) by condition for no target, one target and two target cases. Bars marked with a single star are statistically significant with \( p < 0.01 \). Paired t-test results are shown along with Wilcoxon signed-rank test results.

Figure 3.17: Experiment 5. Fraction of targets found as a function of time, number of targets present and condition. Curves are mean across subjects ± SE for each time point.
Two targets:
\[ d' = 3.07 - d' = 5.77: 5.2528 \text{ vs } 4.5030, t(30) = 2.8215 \ (p = 0.0084) \]
\[ w(30) = 1072.5 \ (p = 0.1765) \]

Figure 3.18: Experiment 5. The mean time to locate a target by condition for one target and two targets cases. Bars marked with a star are statistically significant with \( p < 0.01 \). Paired t-test results are shown along with Wilcoxon signed-rank test results for significant pairs. All pairs of bars were tested.
Figure 3.19: Experiment 5. Mean number of highlighting toggles by number of targets and condition. If a subject turns highlighting off and then back on it is counted as two toggles. Statistical tests showed no pair-wise differences as significant. On the whole, subjects chose to either leave highlighting on or turned it off and left it off.

One can also look at the number of times subjects toggled highlighting. Here “toggle” means a change of highlighting state so that turning highlighting off and then back on would be counted as two changes. Figure 3.19 shows the mean number of highlighting toggles by number of targets and condition. Paired t-tests showed all pair-wise differences as significant however, no trend is apparent. What is apparent is that subjects most often left highlights on for the entire trial (see Figure 3.20) or when they did change the highlighting state they turned the highlights off and left them off.

This behavior was unanticipated. It was expected that subjects would toggle highlighting on and off, perhaps several times, in order to add motion to the display in the hopes that it would make targets stand out. Understanding why subjects did not do this is a possible area for future research.

Figure 3.20 suggests a trend for the 0- and 1-target trials: the likelihood that subjects will toggle highlighting increases with the quality of the classifier providing highlights. The statistics of highlights in the 4 experimental conditions are quite different: with a weak classifier, highlights are continuous in [0, 1]; with a strong classifier, highlights are strongly binary, close to 0 or 1. Consequently, if subjects were concerned that they had missed a target in a display with strong highlights, they would need to turn off highlighting to inspect all display elements.
No targets:
\[ d' = 0.0 \quad \text{vs} \quad d' = 1.69: \quad 0.3290 \quad \text{vs} \quad 0.4387, \quad t(30) = -3.1788 \quad (p = 0.0034) \]
\[ w(30) = 902.50 \quad (p = 0.2763) \]

One target:
\[ d' = 3.07 \quad \text{vs} \quad d' = 5.77: \quad 0.4129 \quad \text{vs} \quad 0.5032, \quad t(30) = -3.1047 \quad (p = 0.0041) \]
\[ w(30) = 921.5 \quad (p = 0.4234) \]

Two targets:
\[ d' = 3.07 \quad \text{vs} \quad d' = 5.77: \quad 0.3613 \quad \text{vs} \quad 0.2903, \quad t(30) = 2.4762 \quad (p = 0.0191) \]
\[ w(30) = 1027.0 \quad (p = 0.4455) \]

Figure 3.20: Experiment 5. Mean fraction of trials in which the subject toggled highlighting at least once. Bars marked with a single star at the same height are statistically significant with \( p < 0.05 \). Those marked with double stars are statistically significant with \( p < 0.005 \). Paired t-test results are shown along with Wilcoxon signed-rank test results.
We have no clear explanation for why the same trend was not observed for 2-target trials. However, 2-target trials are special in that once subjects detected a first target, if the trial did not end then subjects knew for certain that a second target was present. In the 0- and 1-target trials, they had no such assurance as they continued their searches.

As in Experiment 4, we wanted to know if when subjects failed to find a target whether it was soft highlighting that caused the miss even when the subject had the ability to turn highlighting off. Figure 3.21 shows misses for the cases when the subject ended the trials on his or her own. Below the plot are the results of t-tests and Wilcoxon tests comparing the control condition to each of the highlight conditions. The plot and tests mirror the results for Experiment 4 (see Figure 3.14) showing that even when highlighting was under the subject’s control that the uninformative classifier (\(d' = 0\)) actually hurts performance and that soft highlighting does not hinder target localization but rather results in fewer misses as the quality of the classifier increases (increasing \(d'\)). The case of two targets present and both missed was rare and only happened 30 times out of 837 trials where two targets were present.

3.6 Discussion

The experiments of this chapter were intended to initiate an investigation into the utility and effectiveness of soft highlighting techniques as compared to no highlighting or the more traditional hard highlighting. The issues raised in [111], [226] and [4] provided the impetus for the experiments.

In Experiment 1 we were interested in whether soft highlighting would lead to improved target detection rates. We measured the time it took subjects to find a fixed number of targets in a grid of digits whose highlight intensity was determined by a stochastic classifier. The results of Experiment 1 indicated that this was indeed the case. The most intriguing finding of Experiment 1 is that the classifier providing highlights does not have to be terribly strong to be helpful. Even a weak classifier with \(d' = 0.75\) provided subjects enough signal that detection speed improved over the control condition.

In Experiment 2, we asked whether soft highlighting affects the time to process each display
One target present, one missed:

control - $d'=0.0$ : 0.645 vs 0.968, $t(30)=-1.718$ (p=0.0960), $w(30)=884.0$ (p=0.1591)
control - $d'=1.69$ : 0.645 vs 0.548, $t(30)=0.571$ (p=0.5722), $w(30)=1006.0$ (p=0.6403)
control - $d'=3.07$ : 0.645 vs 0.581, $t(30)=0.349$ (p=0.7299), $w(30)=1005.0$ (p=0.6518)
control - $d'=5.77$ : 0.645 vs 0.419, $t(30)=1.191$ (p=0.2429), $w(30)=1048.0$ (p=0.2477)

Two targets present, one missed:

control - $d'=0.0$ : 1.194 vs 1.581, $t(30)=-1.460$ (p=0.1546), $w(30)=890.0$ (p=0.2076)
control - $d'=1.69$ : 1.194 vs 0.903, $t(30)=1.393$ (p=0.1738), $w(30)=1047.0$ (p=0.2967)
control - $d'=3.07$ : 1.194 vs 0.645, $t(30)=2.373$ (p=0.0243), $w(30)=1108.5$ (p=0.0477)
control - $d'=5.77$ : 1.194 vs 0.484, $t(30)=3.803$ (p=0.0007), $w(30)=1148.0$ (p=0.0095)

Two targets present, both missed:

control - $d'=0.0$ : 0.129 vs 0.387, $t(30)=-2.794$ (p=0.0090), $w(30)=908.5$ (p=0.1637)
control - $d'=1.69$ : 0.129 vs 0.258, $t(30)=-1.278$ (p=0.2111), $w(30)=943.5$ (p=0.4665)
control - $d'=3.07$ : 0.129 vs 0.097, $t(30)=0.441$ (p=0.6621), $w(30)=992.0$ (p=0.6906)
control - $d'=5.77$ : 0.129 vs 0.097, $t(30)=0.571$ (p=0.5722), $w(30)=1005.5$ (p=0.4257)

Figure 3.21: Experiment 5. Mean number of missed targets by condition for the cases where the subject directly terminated the trial. Specifically, cases when there was one target present and it was missed (left), when two targets were present and one was missed (middle) and lastly when two targets were present and both were missed (right). Below, the results of comparisons between the control condition and the four highlight conditions (t-tests and Wilcoxon signed-rank tests). Significant differences are marked in the figure with a single star ($p < 0.05$) or double star ($p < 0.005$). As seen in previous experiments (e.g. Experiment 4) the uninformative classifier ($d' = 0$) actually causes more misses relative to the control condition.
element or the time to perform initial segmentation and processing of the display. We found that highlighting affects the rate of search, as determined by decreasing search slopes (response time per display element) as the quality of the classifier increased. This finding is consistent with highlighting modulating attention and allowing subjects to search fewer display elements.

In Experiment 3, we directly compared soft and hard highlighting. We contrasted soft versus hard highlighting with the same quality classifier. The soft classifier provided a graded signal whereas the hard classifier provided a binary signal. However, in matched displays the target discriminability provided by the classifier as identical. Experiment 3 clearly shows a uniform advantage of soft over hard highlighting.

Experiments 1-3 studied search in a situation where each display had a fixed, nonzero number of targets. (There were 10 targets per display in Experiments 1 and 3, one target per display in Experiment 2.) A more naturalistic scenario involving visual search is when the number of targets in the display is unknown from trial to trial. For Experiment 4 we varied the number of targets between zero and two and asked subjects to search until they were confident all targets had been found. Subjects had the ability to terminate a trial at will, leading to the potential of missed targets. One concern about highlighting is that it may facilitate detection of easy targets but cause subjects to give up quicker and therefore obtain more target misses. This concern was not supported by Experiment 4: the stronger highlights yielded faster detection and if anything lower miss rates. (For single-target displays, there was no difference in miss rates depending on the classifier quality. For two-target displays, increased classifier quality led to reliably lower miss rates.) Another concern is that on target-absent trials, subjects may search longer if the display contains highlights. This concern was also alleviated by the experiment: with 0-targets displays, subjects were no slower to end a trial if the display contained meaningful highlights (i.e., highlights produced by a classifier with $d' > 0$) than they were in the control condition.

In Experiments 1-4, highlights were present from the start of the trial until the trial ended. In Experiment 5, we replicated Experiment 4 but offered subjects control over highlights. Each trial began with highlights turned on a toggle button allowed subjects to switch the highlights on
and off. We expected that subjects would turn highlighting off in cases where highlighting was not helpful, the weak highlighting cases. Instead, we observed that subjects turned highlighting off for displays highlighted by strong classifiers but did not toggle highlighting for displays highlighted by weak classifiers. Strong highlighting makes targets more likely to be highly salient but also makes nontargets much less salient (lighter colored against a light background). Because of this, it is possible that subjects were turning highlighting off to avoid missing potentially less salient targets due to a false negative case of the classifier with the masking of potentially unhighlighted targets increasing as the number of strongly highlighted targets decreases which is the strong highlighting case.

Given that we found a robust advantage of soft highlighting for the artificial, segmented displays studied in this series of experiments, the next step of our research program is to explore highlighting in more complex, naturalistic displays, e.g., satellite imagery. The analysis of satellite imagery is a crucial task in the modern world and is presently performed in a very labor-intensive manner by many image analysis. The rate at which satellite imagery is acquired is increasing so any speed up or improvement of the output from imagery analysis would be important.

The challenge of naturalistic displays is that the display elements are not neatly segmented, so more sophisticated methods are needed to determine image highlights. To this end, we abandoned our stochastic classifiers and focused on training a modern, state-of-the-art deep learning classifier for detecting targets in satellite imagery. The development of this classifier is the focus of Chapter 4. With the classifier fully specified and trained, in Chapter 5 we use the classifier to explore highlighting in complex, continuous images.
Chapter 4

Training a Classifier to Locate McDonald’s Restaurants in Satellite Imagery

In Chapter 3, we described experiments with artificial, segmented images. In Chapter 5, we will turn to experiments with naturalistic images, in particular, satellite imagery. Simulating a classifier for naturalistic images is problematic for several reasons. First, the image is continuous and a target could potentially be centered at every pixel of the image. Second, the benefit of highlighting will depend not only on overall classifier quality but on the specific sorts of errors that the classifier makes. For these reasons, we constructed deep neural network classifiers that will be used in the experiments presented in Chapter 5.

In this Chapter, we describe the development of these classifiers and argue that they reflect a state-of-the-art approach to machine learning. We present the classifiers in Section 4.1 characterizing their performance in Section 4.2 and finally offer our justification for the classifier selected for the experiments of Chapter 5 in Section 4.3. We follow with three implementation sections on building a training data set (Section 4.4), training classifiers (Section 4.5) and testing classifiers (Section 4.6).

4.1 The McDonald’s Classifiers

It is now well-known that state-of-the-art classifiers for object recognition use convolutional neural networks [115] [109]. A convolutional neural network is an extension of a traditional feed-forward neural network that prepends the fully connected layers with one or more convolutional and pooling layers.
The purpose of the convolutional layers is to enable the network to learn a set of filters which are useful for detecting parts of objects in the images of the training set. Pooling takes the output of these convolutional filters and groups them into larger blocks so that higher layers in the network have receptive fields that span increasingly larger patches of the images. For example, see [116].

Visually, a convolutional neural network is arranged as in Figure 4.1. The input image is on the left. The first convolutional layer (\texttt{conv1}) convolves a set of small kernels over the input image producing a set of output bands representing the effect of the kernels on the input. Here “band” refers to a 2D array of responses to the convolution kernel and is directly analogous to the red, green or blue bands of an RGB image. Pooling takes these bands and rescales them spatially (\texttt{pool1}) by keeping the largest value in each band when convolving a 2x2 region over the input with a stride of 2, ie, keep the largest value in each 2x2 region, per band. This process is repeated (\texttt{conv2}, \texttt{pool2}) for the next set of convolutional and pooling layers. Finally, the last pooling layer output is passed through two fully connected layers (\texttt{fc1}, \texttt{fc2}) to an output logistic layer to calculate the final probability of target present in the input image.

We experimented with five different classifier architectures to identify the best performing model. The architecture parameters were selected based on results from a proprietary prototype Bayesian optimization search tool based on [200]. The five architectures explored are variations on the base architecture returned by the search tool and are summarized in Table 4.1. A wider search could have been implemented but was not because it was felt that the search tool had already produced a strongly performing network.

Each classifier followed the basic plan of two convolutional and pooling layers followed by one or more fully connected layers leading to a logistic output layer. In Table 4.1 the convolutional layers are represented as a triplet of integers followed by the letter “c” as in 35-7-1 c. This is shorthand for a convolutional layer with 35 output filters each consisting of a 7 by 7 pixel kernel which is convolved over the input with a stride of one pixel. Each convolutional layer included a rectified linear nonlinearity followed by local response normalization. See [109] for justification.

After the convolutional layer comes a pooling layer. In Table 4.1 these are denoted as two
Figure 4.1: A schematic representation of a convolutional neural network. This example matches the architecture of the networks discussed in this chapter. The input image is on the left. The first convolutional layer (conv1) convolves a set of small kernels over the input image producing a set of output bands representing the effect of the kernels on the input. Pooling takes these bands and rescales them spatially (pool1). This process is repeated (conv2, pool2) for the next set of convolutional and pooling layers. Finally, the last pooling layer output is passed through two fully connected layers (fc1, fc2) to an output logistic layer to calculate the final probability of target present in the input image.
Table 4.1: The five architectures trained for McDonald’s detection in satellite images. The combination of model architecture (top) and image type, minibatch size, mean image subtraction and training data ratio (bottom) form the different architectures. All learning parameters were the same for each model: train to 1,000,000 minibatches with a base learning rate of 0.01. For each model, the input training data was augmented 10x for targets and put into a 10:1 nontarget:target ratio by selecting 10x as many nontargets as targets. Layer encoding is described in the text.
integers followed by the letter “p”. So, 2-2\ p is a maximum pooling layer with a 2x2 pixel kernel with a stride of two pixels. This particular pooling layer reduces the input by a factor of two in each direction. Similarly, a 7-3\ p pooling layer replaces each 7x7 region with the maximum response and then steps over three pixels.

After the second pooling layer are one or more fully connected layers. These are traditional neural network layers which map the output of the layer below to a given number of nodes. In Table 4.1 fully connected layers follow the form 1000, ReLU, drop for a 1000 node layer which uses a rectified linear nonlinearity and dropout [87] during training with a probability of 0.5.

The bottom part of Table 4.1 details, for each classifier, the source imagery type, minibatch size, whether a mean image was subtracted, and the ratio between nontargets and targets in the training data set. Mean image subtraction involves calculating, per pixel, the mean value across all training data and subtracting the resulting image from each input training example before passing it through the network.

All classifiers used grey scale input imagery of the type shown in Figure 4.4 from the source described in Section 4.4 except for the mcdonalds5 classifier which used pale RGB color instead. The exact same mix of train and test data was used as for the other classifiers but the original RGB data was converted to pale color by mapping from RGB to HLS color space (hue-lightness-saturation), dividing the saturation by 2, and mapping back to RGB. Figure 4.2 shows example target images in their original pansharpened color, pale color and grey scale versions.

4.2 Comparing the Classifiers

The classifiers defined in Table 4.1 were run against test data, never seen by the classifier during training, to produce a series of test statistics:
Figure 4.2: Example targets as full pansharpened RGB (left), pale color (center), and grey scale (right). The pale color was formed by mapping the RGB image to the HLS color space, dividing saturation by two, and mapping back to RGB.
Table 4.2: The McDonald’s classifier’s performance on the test data set. The statistics are true positive count (TP), true negative count (TN), false positive count (FP), false negative count (FN), sensitivity (SENS), and specificity (SPEC), all at a threshold probability of 0.5. Also accuracy (ACC), area under the ROC curve (AUC), and the equal error rate (EER).

<table>
<thead>
<tr>
<th>Model</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>SENS</th>
<th>SPEC</th>
<th>ACC</th>
<th>AUC</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>mcdonalds1</td>
<td>2597</td>
<td>29803</td>
<td>117</td>
<td>395</td>
<td>0.8680</td>
<td>0.9961</td>
<td>0.9844</td>
<td>0.9926</td>
<td>0.0309</td>
</tr>
<tr>
<td>mcdonalds2</td>
<td>2700</td>
<td>29783</td>
<td>137</td>
<td>292</td>
<td>0.9024</td>
<td>0.9954</td>
<td>0.9870</td>
<td>0.9931</td>
<td>0.0255</td>
</tr>
<tr>
<td>mcdonalds3</td>
<td>2651</td>
<td>29768</td>
<td>152</td>
<td>341</td>
<td>0.8860</td>
<td>0.9949</td>
<td>0.9850</td>
<td>0.9920</td>
<td>0.0301</td>
</tr>
<tr>
<td>mcdonalds4</td>
<td>2950</td>
<td>29367</td>
<td>553</td>
<td>42</td>
<td>0.9860</td>
<td>0.9815</td>
<td>0.9819</td>
<td>0.9981</td>
<td>0.0164</td>
</tr>
<tr>
<td>mcdonalds5</td>
<td>3256</td>
<td>29627</td>
<td>6</td>
<td>23</td>
<td>0.9930</td>
<td>0.9998</td>
<td>0.9991</td>
<td>0.9995</td>
<td>0.0015</td>
</tr>
</tbody>
</table>

TP: true positive count (at a 50% threshold)
TN: true negative count
FP: false positive count
FN: false negative count
SENS: sensitivity (at a 50% threshold)
SPEC: specificity (at a 50% threshold)
ACC: accuracy (at a 50% threshold)
AUC: area under the ROC curve
EER: equal error rate

where the designation “at a 50% threshold” means a probability value of 0.5 was used to decide whether the sample is counted as a TP, TN, FP, or FN. For most neural networks this is a reasonable choice of threshold value. Table 4.2 shows the statistics above for each of the McDonald’s classifiers. Recall that the test data seen by each classifier was the same.

Table 4.2 shows clear differences between the classifiers. The most informative columns are AUC and EER for the area under the ROC curve and the equal error rate, respectively. All other columns in Table 4.2 implicitly use a threshold value of 0.5.

The ROC curve is generated by varying the threshold used to tabulate the TP, TN, FP and FN counts from [0, 1] in even increments. Each set of TP, TN, FP, and FN counts for each threshold leads to a specific sensitivity and specificity value. Each of these values are plotted as (sensitivity, 1 – specificity) to generates a single point on the ROC curve. Changing the threshold from zero up to one traces out the ROC curve parametrically. The curves below were generated using 100 threshold steps. The area under the ROC curve is estimated from the points,

$$\text{AUC} = \frac{1}{2} \sum_{i=1}^{N} |(x_i - x_{i-1})(y_i + y_{i-1})|$$

with $x = 1 – \text{specificity}$ and $y = \text{sensitivity}$. The equal error rate is estimated as the smallest distance from
4.3 Final Classifier Selection and Justification

The experiments in Chapter 5 all used the same McDonald’s classifier. The classifier that was selected for the experiments was \texttt{mcdonalds3}. Summary statistics from Table 4.2 for this classifier are,

<table>
<thead>
<tr>
<th>Model</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>SENS</th>
<th>SPEC</th>
<th>ACC</th>
<th>AUC</th>
<th>ERR</th>
</tr>
</thead>
<tbody>
<tr>
<td>mcdonalds3</td>
<td>2651</td>
<td>29768</td>
<td>152</td>
<td>341</td>
<td>0.8860</td>
<td>0.9949</td>
<td>0.9850</td>
<td>0.9920</td>
<td>0.0301</td>
</tr>
</tbody>
</table>

Clearly, as seen in Figure 4.3, \texttt{mcdonalds3} was not the best performing of the classifiers, so why was it selected for the experiments? Two key factors went into selecting this classifier over the
others:

(1) The classifier operates on grey scale imagery.

(2) The classifier is not so good that it will not make mistakes. In particular, the $FP$ and $FN$ counts for the test data are such that targets will be missed by the classifier along with false target detections.

The first reason is important because a practical goal of this work is to use a high-quality classifier on a hard task that is directly applicable to real-world use. In this case, the real-world use is an image analyst evaluating satellite imagery. While consumer-grade systems like Google Earth show nice color images, color imagery is expensive to acquire because it depends on the acquisition of high resolution panchromatic images and simultaneous (or registered) images from a multispectral sensor in order to generate a pansharpened RGB image. This is not practical nor desirable for the image analyst whose job is to locate rare targets in high resolution imagery in a timely manner or to characterize all target structures (or all structures if mapping) as to type and use. For such work panchromatic grey scale imagery is the norm, hence the desire to use grey scale imagery in the classifier experiments.

The second reason is also practical. The McDonald’s target was selected because it is fairly distinctive to people who are familiar with the environment of suburban North America. Moreover, the selected training set consciously focused on those McDonald’s that were of the “classic” red roof variety. All of this was to make the exercise of locating McDonald’s less frustrating for the novices who were the subjects of the experiments. As it turned out, using even pale color as in mcdonalds5 gave the classifier so strong a clue as to the target that the resulting classifier was extremely good at finding them. See the mcdonalds5 results in Table 4.2 or the ROC curve in Figure 4.3.

This level of classifier performance is likely unrealistic for the sorts of targets that an image analyst would be seeking to characterize and as seen above, color imagery is not typically used. This argues against mcdonalds5 as the classifier. Color was tested to see how much harder the pure grey scale task might be. Performance considerations like these also disqualified mcdonalds4.
Of the remaining candidate classifiers mcdonalds3 fell in the middle in terms of EER (0.0301) and so was the one selected as meeting the criteria of operating on grey scale images while also showing enough errors to be a plausible example of a modern state-of-the-art classifier for a hard problem.

The performance of all the classifiers considered is a testament to the paradigm shift that has happened in artificial neural networks. All of the classifiers are excellent and even spectacular by the standards of classical pattern recognition. The splitting of hairs as to performance is a nice problem to have when selecting a classifier for what in the past would have been a very hard task indeed.

4.4 Implementation: Building a Training Data Set

The satellite imagery used in these experiments is pansharpened three band (RGB) imagery from MapQuest available for academic use through their developer program. Pansharpening is a technique which merges high spatial resolution panchromatic imagery with lower resolution multispectral imagery typically using the visible red, green and blue light bands. The resulting RGB image is close to the color that would be seen by the human eye. Pansharpened imagery accounts for most of the imagery seen on websites like Google Maps. For examples and further details see [102] [106].

We convert the original pansharpened imagery to grey scale in order more closely follow the workflow of a typical image analyst who looks almost exclusively at panchromatic imagery when locating targets. Panchromatic imagery is presented as a single grey scale value representing the response measured over a wide range of frequencies including visible light. Panchromatic imagery is directly analogous to a black and white photograph.

A publicly available point-of-interest database containing approximate latitude and longitude coordinates for all McDonald’s restaurants in the continental United States was used in conjunction with the Mapquest static maps API to extract 2000 by 2000 pixel PNG format images centered on the given lat/lon position at “zoom level” 18. Zoom level is an arbitrary measure used by
MapQuest that is somewhat ambiguous depending on the location on the globe. Level 18 is the highest zoom level available. The coordinates for the McDonald’s were approximate, therefore, a human observer verified the actual location of the restaurant if it was visible in the image.

To simplify the task somewhat, we decided to use only McDonald’s restaurants that have a “classic” appearance—a rectangular building with a red trimmed roof surrounded by a drive-through and parking—. Not every restaurant follows this design, and the exceptions come in all shapes and sizes. Therefore, the human observer was instructed to select only those that appeared to follow the classical design, up to 3000 examples. Eight targets were rejected because of incomplete image tiles near the restaurant leaving 2992 unique McDonald’s in the data set. It was from these that training and testing data were derived.

Using the 2992 target examples, 100 by 100 pixel patches were selected with the offset location chosen by the human observer as the center pixel. The observer was instructed to click on the center of the building itself. The 100 by 100 pixel patches were large enough to contain the entire restaurant along with a good portion of the surrounding drive-through and parking lot. These image patches were used as positive training examples.

Negative training examples were selected randomly from the region immediately around the restaurant, covering about 0.1 to 0.15 miles in radius. The size of the pixels varies slightly from lat/lon position to lat/lon position due to the ambiguous nature of the zoom levels. The negative patch examples were selected so that no portion of the McDonald’s patch was included. The selection of negative patches from the vicinity of the restaurant ensures that the training examples given to the classifier are strong lures. For example, selecting negative patch examples from forested areas would yield a classifier that discriminated suburban scenes from forested scenes.

In many machine learning training scenarios, positive and negative training examples are balanced in a 1:1 ratio. However, in cases where the classifier will be applied by convolving a sliding window over a larger image, as is the case for these experiments, the classifier will see a very different ratio of negative to positive examples, easily 10,000:1 or greater. Because of this, it is often helpful to change the training ratio to emphasize the negative examples. Ideally, the
positive-to-negative ratio should reflect the priors in actual usage.

This has the effect of offering the classifier many more instances of things it might encounter in practice that are similar to but different from the positive examples. For these experiments, it means the classifier is more likely to learn important differences between a McDonald’s and other buildings that are often found nearby. Therefore, a ratio of 10:1 negative to positive training examples was used. The larger the negative to positive training example ratio is the longer training will take to converge so 10:1 was felt to be a good compromise and is based on previous experience in training deep neural networks to detect objects in satellite imagery.

Modern deep convolutional neural networks are typically trained with tens of thousands to millions of training examples. This data set included 2992 McDonald’s. Therefore, data augmentation was used to increase the number of positive training examples. No preprocessing beyond data augmentation was performed. Each positive training patch was augmented nine times so that ten versions of the patch were present in the training data set giving a total of 29,920 positive training examples. Augmentation consisted of a randomly selected horizontal or vertical flip followed by a randomly selected positive or negative 90 degree rotation.

Data augmentation is a common practice in modern machine learning. The set of possible augmentations includes things like translational jitter, arbitrary rotations, etc. We chose not to use translational jitter because our application uses a sliding window which will move over an input image and eventually localize any targets in the center. We did not use arbitrary rotations to avoid introducing any image artifacts from regions that may not have actual data and because flips and 90 degree rotations, along with the naturally random orientation of the McDonald’s in satellite imagery, covers, statistically, the majority of the orientations that will be encountered in practice.

In order to have the desired 10:1 negative to positive training example ratio, 100 randomly selected nontarget patches were extracted from the 2000 by 2000 pixel images centered on each McDonald’s training patch ensuring that there was no overlap with the positive patch. This generated a negative training set of 299,200 unique patches representing the context in which McDonald’s restaurants are typically found.
The data set—both positive and negative examples—was partitioned into three disjoint subsets: one for training, one for validation during training, and a final set of test data used to generate ROC curves and other statistics. The 10:1 ratio was maintained for each set. The training set included 266,588 patches, positive and negative. The validation set included 29,620 patches and the test set 32,912 patches. All augmented versions of an example were restricted to the same set—training, validation, testing—that the original source example was placed into so that no mixing of examples was allowed. Additionally, the 10:1 negative to positive example ratio was maintained for each of the three subsets.

Figure 4.4 shows representative examples of the positive and negative training examples used in the experiments. Notice that the imagery is of relatively low quality. This is partly due to the zoom level and partly due to the fact that the imagery is pansharpened.

4.5 Implementation: Training Classifiers

The experiments in Chapter 5 depend critically on having a well-trained and implemented classifier. In this section we detail the development of the classifiers evaluated for the satellite experiments.
Several popular toolkits are available for training and using convolutional networks. These include Theano [21], Torch [44], and Caffe [97]. The classifiers in this chapter used the Caffe toolkit. Caffe uses a text file to specify the architecture of the network to be trained. Additionally, Caffe, among other options, reads training, validation, and testing data from text files which specify the full pathname of the input training image followed by an integer class label. The classifiers used label 0 for non-McDonald’s examples and label 1 for McDonald’s.

An annotated example of a simple convolutional network specified in Caffe is given in Figure 4.5. This network illustrates loading data into Caffe for training, the selection and definition of convolutional and pooling layers along with a top fully connected layer. The loss function is a softmax followed by a logistic regression which is the de facto standard for deep machine learning with images.

A softmax output takes the top level inner product layer vector (the output of each node) and maps it to a probability so if the output of the top level inner product, which has two nodes, is defined to be the vector $x$ with weight vector $\theta$, then the softmax is,

$$h(x) = \frac{1}{e^{\theta_0^T x} + e^{\theta_1^T x}} \begin{pmatrix} e^{\theta_0^T x} \\ e^{\theta_1^T x} \end{pmatrix}$$

which can be interpreted as an output probability of class membership. Note, the classifier in Figure 4.5 is a binary classifier even though, following Caffe convention, two top level outputs are defined. The softmax above is equivalent to logistic regression with a single parameter so that if the probability of class 0 is $\phi$ then the probability of class 1 is $1 - \phi$.

Caffe makes use of a solver file to define the environment in which training takes place. It specifies important parameters such as the number of minibatches to train, how often to store intermediate models, and the base learning rate. An annotated solver file is shown in Figure 4.6.

The solver file in Figure 4.6 uses a validation file to show the performance of the model on non-training data as training proceeds. This file is optional and Caffe does not take its output into account. Regardless, the samples in the validation file should not and were not used in any analysis.
Figure 4.5: A Caffe convolutional neural network definition file. Line numbers added.
Figure 4.6: A Caffe solver file. Line numbers added.
of the final model. Caffe simply runs for the specified number of minibatches and then stops. A minibatch is a random selection of training inputs and it is the average error over the minibatch that is used in backpropagation to update the model weights. Typical minibatch sizes are on the order of 100 samples. This is in contrast to classical neural networks which use a pass through all the input training data. It is a concession to runtime efficiency and is the “stochastic” part of “stochastic gradient descent” which is the optimization technique used by Caffe and other deep neural network toolkits. When Caffe completes its training the output will be a final model which stores the weights and biases for the connections implied by the specification in the train.prototxt file. This file typically has an extension of .caffemodel and it is the combination of the .prototxt and .caffemodel files that fully specifies a trained network.

4.6 Implementation: Classifying Test Images

A fully trained network can be run against test data in order to characterize its performance. The test samples are stored in a file in the same format as the training samples with a fully qualified pathname followed by a class label 0 or 1. This allows a simple command line to execute the test,

```bash
$caffe test -model=test.prototxt -weights=model.caffemodel -iterations=1 -gpu=0
```

where test.prototxt is a file very similar to the training file listed in Figure 4.5 but referencing the test data instead. The trained weights are in model.caffemodel. The -iterations=1 part of the command makes a single pass through the test data.

Out of the box, Caffe does not include a layer to do anything other than give the overall accuracy of the network on the test data. This was insufficient for our purposes so Caffe was extended with a new layer written in C++ to output, for each input test sample, the actual class label along with the softmax probability for each class defined. The new layer, called STATS, is specified as,

```plaintext
layers {
  name: "stats"
  type: STATS
}
```
where it reads the top level softmax per class probabilities and writes them to disk for each input sample. With the network output and input class label in the .prob file it was possible to calculate the ROC curve and other important metrics.
Chapter 5

Experiments with Satellite Imagery

The results of the synthetic image experiments described in Chapter 3 are encouraging: soft highlighting aids subjects in detecting targets compared to no highlighting or hard highlighting. However, the displays in Chapter 3 are synthetic and unlike the contexts in which soft highlighting might be put in practice, e.g., satellite or medical image analysis. In Chapter 5, we extend the results of Chapter 3 to the domain of satellite imagery. We hypothesized that the improvements in target detection observed with soft highlighting of synthetic images would extend to real-world images highlighted with the output of an actual machine learning classifier trained to detect a challenging target in satellite images. Chapter 4 described the classifier and the domain in more detail.

5.1 Highlighting Satellite Images

Each of the experiments in this chapter presents subjects with satellite images in one of three conditions: control, soft highlighting, or hard highlighting. The control condition used no highlighting and consisted of a plain grey scale image. Soft and hard highlighting are described in detail below. Figure 5.1 shows one of the test images in each of these possible states with the control condition on the left, soft highlighting in the middle and hard highlighting on the right.

Section 5.1.1 describes the process by which a trained convolutional neural network was used to generate heat maps representing classifier output probability at every location in a satellite image. Sections 5.1.2 and 5.1.3 describe how we use the heat map to perform soft and hard highlighting
5.1.1 Creating a Heat Map

The soft and hard highlights are based on the output of a classifier that analyzes each region of an image. This output is represented as a probability map or heat map and is a 2D array of numbers representing the classifier’s confidence that the target is present at each pixel in the image. The algorithm used a sliding window of a fixed size and convolved it over the input image.

The heat map generation process is illustrated in Figure 5.2. The input image is on the left. Classification takes a small sliding window (A in the figure) and convolves it over the input image. Each window is presented at the input of the classifier to generate an output probability value. The heat map (right) is built up by filling the center values of the corresponding location in the array to the output probability. The sliding window is then moved by a step size (C) until the sliding window has completely covered the input image.

The half window sized border at the edge of the image (as indicated in Figure 5.2) was excluded to avoid edge effects in the convolution. The raw heat map was smoothed slightly with a Gaussian filter ($\sigma = 50$ pixels). This smoothing is considered part of the heat map generation process and was used for both soft and hard highlighting. Figure 5.3 shows the effect of this smoothing on a heat map.
Figure 5.2: Heat map generation from an input image. The input image, left, is classified by applying a sliding window (A) over the image. The output probability that a target is located in the current sliding window is used to assign the center pixels of the corresponding location in the heat map (A, right). The size of the center region is determined by the sliding window step size (C). In (B, left) the sliding window is over the target which produces a large response in the heat map (B, right) corresponding to a high probability that a target is present. (D, left) shows the region of the heat map with valid data, edges were ignored. N.B. the heat map, as shown on the left, was processed with a subtle Gaussian filter to smooth the response spatially. See Figure 5.3.
Figure 5.3: A heat map, as generated from the process in Figure 5.2, before smoothing (left) and after smoothing with a Gaussian filter of width 50 pixels (right). Smoothing added to the continuous nature of the soft highlighting approach at the expense of possible information such as the partial outline of the target in the upper left of the heat map (bright region).
5.1.2 Soft Highlighting of Satellite Images

The hallmark of soft highlighting is a continuous presentation or variation of the image highlight. We experimented with several different soft highlighting techniques and chose one, to be described next, that was visually salient yet had minimal degradation of image features.

The source satellite image is a single grey scale band. The highlighted image is a new three band image in HLS (hue-lightness-saturation) color space [98]. In HLS, H represents the hue or position around the color wheel, L represents the lightness or intensity, and S corresponds to the fullness of the color represented by the hue value. Our algorithm fixes the hue to a desired color, here red, sets the lightness to the single-band grey value of the image, and sets the saturation to the heat map value. Finally, the HLS image is mapped back to RGB color space for display.

The saturation-adjustment algorithm preserves the contrast inherent in the source image. It simply enhances the selected hue based on the confidence of the classifier at each location. This was deemed to be better than simple alpha-blending [166] which sets the output pixel to a weighted average of the input pixels using a single parameter, \( \alpha \),

\[
\text{out} = \alpha \text{red} + (1 - \alpha) \text{image}
\]

where \( \text{image} \) is the satellite image, \( \text{red} \) is a constant red image and \( \alpha \) is the heat map value. By its nature, alpha-blending obscures the image as seen in Figure 5.4 right. We were interested in informing the viewer while preserving original image content which is what HLS soft highlighting does (Figure 5.4, left).

Figure 5.5 shows a continual gradation of soft highlighting from left to right corresponding to a highlight intensity (saturation) of zero on the left and one on the right. An intensity of 0.5 is indicated in the middle. The example image contains a target McDonald’s (circled) with a highlight intensity of approximately 0.25.
Figure 5.4: A comparison of soft highlighting with saturation adjustment (left) and alpha-blending (right). Saturation adjustment preserves contrast in the image whereas blending obscures potentially important visual features.
Figure 5.5: An example of soft highlighting as a continuous gradation, left to right, varying the highlight intensity from zero (left) to one (right). A highlight intensity of 0.5 is marked. A target McDonald’s is present in this image (circled) and corresponds to a highlight intensity of approximately 0.25.
5.1.3 Hard Highlighting of Satellite Images

Soft highlighting relies on continuous variation whereas hard highlighting makes a decision as to where to place markers in the image based on the classifier output. In the experiments of this chapter the marker is always a red square.

Our marker placement algorithm, while there are still heat map values above the cut off threshold, repeats the following to locate the position of the next marker:

1. Locate the largest value in the heat map.

2. Locate the position of this maximum value and if no markers exist within a fixed radius (one half the marker width) create a new marker centered on the maximum position.

3. Set all the heat map values within the new marker to zero. This prevents selecting the same maximum value location a second time.

4. Repeat from Step 1 until no new markers can be created. This happens when the maximum heat map value remaining falls below the threshold (0.5) or a maximum number of markers has been created.

For various thresholds, we generated a histogram over the set of images of of the number of markers (hard highlights) that would be placed in an image (Figure 5.6). Based on the heuristic that we wanted to obtain a half dozen markers per image, we chose a threshold of 0.5. The threshold of 0.5, as compared to 0.6, has fewer images with only few highlights. The threshold of 0.5, as compared to 0.4, has fewer images with over 6 highlights. With a threshold of 0.5, every image had at least 2 markers present. The heuristic was chosen to mimic a target recognition system which would strive to limit the number of markers typically shown.

5.2 Experiment 6: Locating a Single Target in a Satellite Image

In Experiment 2 (Section 3.2) subjects used synthetic images and we timed how long they took to locate a single target digit (“2”) in a grid of handwritten digits. In Experiment 6 we
moved from synthetic images to satellite images and changed our search target from a digit token to a particular type of structure—a McDonald’s restaurant. This experiment explores whether the effects seen in Experiments 1-5 using synthetic images persist when images that are more natural are used.

Subjects viewed grey scale satellite images from mapquest.com to locate the single McDonald’s restaurant present in every image. Three experimental conditions were studied: soft highlighting, hard highlighting, and a control with no highlighting. The highlights on the images, both soft and hard, were generated from the output of the mcdonalds3 classifier described in Section 4.1 and applied as outlined in Section 5.1.

5.2.1 Methods

The experiment was run on Amazon’s Mechanical Turk and all subjects \((n = 84)\) were screened to be from either the United States or Canada. We chose this population because the satellite images were taken from the same region, and although subjects had no prior experience searching satellite imagery for restaurants, matching the subjects to the geographic region of the images at least ensured that they would be familiar with the type of suburban environments in which the restaurants are typically located. As North Americans, the subjects had a good idea that McDonald’s are situated on main streets, often at corners, that they have drive throughs.

Figure 5.6: Histogram showing the distribution of the number of markers for different threshold cutoffs. The threshold cutoff was the smallest probability value to be considered for a marker. Right: threshold of 0.4. Center: threshold of 0.5. Right: threshold of 0.6.
and a parking lot, etc. Our hope was to remove some inter-subject variability via the geographic restriction on our subject pool. All subjects who actually completed the experiment were from the United States as determined by examination of their IP addresses as provided by Amazon. Subjects were told that their IP address would be used for that purpose before agreeing to participate. Future experiments were able to use Amazon's own filtering system so that checking IP addresses became unnecessary, only subjects from the United States were able to select the experiment.

Of 289 subjects who started the experiment, 84 completed it successfully. Subjects were free to leave the experiment voluntarily at any time. And we rejected any subject whose defocused their browser window at the start of a trial; we had this requirement because we were measuring reaction times and Mechanical Turk subjects have the tendency to multitask. Subjects were told prior to the beginning of the experiment that changing window focus would result in the termination of the experiment. Of the 205 subjects who did not complete the experiment, 105 of them were rejected for changing window focus. Subjects were only permitted to perform the experiment once, whether they completed it or not.

Subjects were shown a representative satellite image and 20 small example images of a McDonald’s restaurant in order to give them a sense of the variation within the target. Subjects were then given these specific directions:

Each image will contain exactly one McDonald’s restaurant. Simply locate the restaurant and click on it with the mouse to move to the next image. There are 34 images in the experiment and you must locate the McDonald’s in each image in order to be paid.

Although there is no limit on time or the number of clicks you can make, avoid unnecessary clicks. If you click on a location other than the McDonald’s, you will hear a buzzing sound to remind you to click carefully.

During this experiment, you may not cause the browser window to defocus (e.g., by clicking another window, tab or taskbar). If you defocus the browser window, the HIT will end immediately and you will not be paid.

The images used in the experiment were selected from a set of 245 images centered on a McDonald’s and surrounding region (2000 x 2000 pixels) that were in a held-out test set not used for classifier training. A randomly placed subset of 1000 x 1000 pixels was pulled from the image
to locate the target somewhere within but not centered. The target was completely visible in the image. This image was classified as in Section 5.1.1 and the resulting image and heat map were subset again to remove the half sliding window size border that was unclassified. The resulting 900 x 900 pixel image and heat map were resized to 600 x 600 pixels to fit entirely within the subject’s browser window.

The experiment was run inside of the subject’s browser within the environment of Amazon’s Mechanical Turk using the external question interface. Images were pre-loaded at the start of the experiment; subjects saw an animated count of trial images as they were loaded.

Each subject performed 34 trials separated into two blocks of 17 trials each. On each trial, subjects had to click on the McDonald’s target with the computer mouse. The first two trials of each block were treated as practice and were not included in the analysis, leaving 15 trials per block (condition).

At the start of each block, subjects received instructions specific to the block. Each block involved a different condition of the experiment, as detailed below. The specific instruction text at the start of each block was:

- Control:

  You will now see a series of 17 black and white images which look similar to this example: . . . . Remember, your task is to click on the McDonald’s location as rapidly as possible and with as few errors as possible. You will receive feedback if you click on an incorrect location.

- Soft:

  You will now see a series of 17 black and white images that have been shaded red where the computer believes a restaurant may be. The computer is not perfect but it can provide assistance in locating the McDonald’s. The images look similar this example: . . . . Remember, your task is to click on the McDonald’s location as rapidly as possible and with as few errors as possible. You will receive feedback if you click on an incorrect location.

- Hard:

  You will now see a series of 17 black and white images that have red boxes where the computer believes a restaurant may be. The actual restaurant may be outside any of the boxes. The computer is not perfect but it can provide assistance in locating the McDonald’s. The images look similar this example:
... Remember, your task is to click on the McDonald’s location as rapidly as possible and with as few errors as possible. You will receive feedback if you click on an incorrect location.

Subjects were counterbalanced in groups of four. For each set of four subjects 34 unique images were selected from the repository of test images. Images were used only once from the repository. The 34 unique images were used to generate the sequence of images seen by each of the four subjects. The order of the images within the sequence was not changed subject to subject.

However, the experimental conditions for each subject followed the pattern:

<table>
<thead>
<tr>
<th>Subject 0</th>
<th>Block 1</th>
<th>Block 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>control</td>
<td>soft highlighting</td>
</tr>
<tr>
<td>Subject 2</td>
<td>hard highlighting</td>
<td>control</td>
</tr>
<tr>
<td>Subject 3</td>
<td>control</td>
<td>hard highlighting</td>
</tr>
</tbody>
</table>

The experiment was run counterbalanced in groups of four subjects for a total of 56 subjects.

After the first 56 subjects we ran two sets of 14 subjects each, with a new sequence of test images each time, counter-balanced, using these conditions:

<table>
<thead>
<tr>
<th>Subject 0</th>
<th>Block 1</th>
<th>Block 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>hard highlighting</td>
<td>soft highlighting</td>
</tr>
</tbody>
</table>

for a total of 84 subjects in the experiment. Note, the sequence of images for the control-soft and control-hard subjects was different than the sequence for the soft-hard subjects. This is unfortunate. It would have been better if the same sequence of images were used for both sets of subjects. Additionally, the pool of subjects between the control-soft/control-hard runs and the soft-hard runs were different. Given that the subjects were paid adults selected from Mechanical Turk there is no reason to believe there was any significant difference between the sets.

The subject was free to click on the image at will, as many times as desired. If the click was not within 30 pixels of the target McDonald’s a buzzing sound was played to offer immediate feedback. If the click was within 30 pixels of the target McDonald’s the trial ended and a pleasant ding sound was played. The location and time from the start of the trial was recorded for each mouse click. Once the target was found the next image in the block was presented immediately.
after the subject clicked the “Next” button. At the beginning of each block instructions were given
as to the type of highlighting that would be present on the images for that block. When both
blocks were completed subjects clicked a “Submit” button to send the experiment results to the
server and to signal Amazon that they successfully completed the task. Subjects were paid $1.25
for completing the task which typically took between 10 and 20 minutes.

5.2.2 Results

The fraction of targets found by time and condition is shown in Figure 5.7. Each curve
represents one condition: control, soft, and hard. Each curve is monotonically increasing because
a target is more likely to be found over time. The steepest curve is for soft highlighting, indicating
that subjects were fastest to find targets with soft highlighting; next steepest is the hard highlighting
condition; and the control condition is the slowest. The curves do not cross over, indicating that
the ranking of conditions persists across time. In the Figure, vertical lines are drawn to indicate the
mean latency to locate a target. These means indicate that soft highlighting enabled subjects to
locate targets more quickly than either hard highlighting or the control condition of no highlighting.
This experiment thus finds results similar those obtained in Experiments 1-5, except that the current
experiment uses naturalistic stimuli mirroring the effects seen in Experiments 1-5.

Table 5.1 shows both (parametric) t-tests and a (nonparametric) two-sided Wilcoxon signed-
rank test comparing the three conditions. The first set of tests excludes the practice trials; the
second set of test includes the practice trials. Results of paired comparisons were the same whether
or not the practice trials were included. Both the t-tests and Wilcoxon tests show that soft beats
hard and control, The t-test indicates that hard beats control, but the weaker Wilcoxon test does not
reach significance. Note that no correction of significance levels was done for multiple comparisons.

The experiment allowed subjects to click freely on the image while searching for the target. It
is useful to examine the distribution of the number of nontarget clicks as a way to investigate how
much searching subjects were doing before finding the target. In Figure 5.8 we show a histogram of
the number of nontarget clicks made in a trial by condition. From this histogram it is clear that soft
Figure 5.7: Experiment 6. Fraction of targets found by time and condition. The vertical lines are the mean latency to locate the target across each condition.

(excluding practice trials)
control-soft: 9.6504 vs 5.3770, t(83)= 5.3966 (p= 0.0000), w(83)=1069.0 (p= 0.0000)
control-hard: 8.7385 vs 7.1788, t(83)= 2.2143 (p= 0.0354), w(83)= 891.0 (p= 0.1275)
soft-hard : 5.2405 vs 7.3710, t(83)=-2.7299 (p= 0.0110), w(83)= 637.0 (p= 0.0083)

(including practice trials)
control-soft: 9.7233 vs 5.5467, t(83)= 5.1625 (p= 0.0000), w(83)=1066.0 (p= 0.0000)
control-hard: 9.1843 vs 7.5802, t(83)= 2.0213 (p= 0.0533), w(83)= 886.0 (p= 0.1493)
soft-hard : 5.6603 vs 7.3718, t(83)=-2.1320 (p= 0.0423), w(83)= 651.0 (p= 0.0160)

Table 5.1: Experiment 6. Mean latency times along with paired t-test scores and p-values followed by those of the two-sided Wilcoxon signed-rank test. The top scores exclude the first two trials of each block as practice while the bottom scores use all trials. There are no meaningful differences between the two set of scores. Both the t-tests and Wilcoxon tests show that soft beats hard and control.
highlighting leads to fewer overall clicks on nontarget locations relative to hard highlighting and the control condition with most soft targets found within two clicks. Somewhat surprisingly, the distribution of clicks for hard highlighting is somewhat spread out though the majority of targets were found within three clicks. As expected, the distribution of clicks in the control condition was even more variable.

The mean number of nontarget clicks (± SE) was 7.6345 ± 0.9356 in the control condition, 6.1143±0.8371 in the hard highlight condition, and 3.6060±0.3078 in the soft highlighting condition. Unpaired t-tests on the log of the number of nontarget clicks shows that soft highlighting leads to significantly fewer clicks than either hard (t(83) = 2.7475, p = 0.0070, Cohen’s d = 0.5315) or control (t(83) = 3.8751, p = 0.0002, Cohen’s d = 0.7730) conditions. However, there is no significant difference between hard highlighting or control (t(83) = 1.1886, p = 0.2372, Cohen’s d = 0.2288).

Figure 5.9 shows the data broken down in terms of pairs of highlighting conditions: control-hard, control-soft, hard-soft. Each subject was tested on one of these three pairs and in a particular order, e.g., control in block 1 and hard in block 2, or hard in block 1 and control in block 2. Each bar represents the time to locate a target (in seconds) for the subset of subjects tested in a given condition on a given block. A single subject’s data contributed to two bars in one of the three histograms. We observe the same qualitative pattern of performance regardless of the block. That is, the ordering of performance across conditions does not depend on whether subjects are unpracticed or practiced. An ANOVA was run using two factors: highlighting condition (control, soft, hard) and trial block (1 versus 2). Because of the confound between blocks and highlighting conditions, we could not run an ANOVA to look at the block X condition interaction. However, we were still able to examine the main effects of (pairwise) condition and block. The results of the ANOVA are presented in Table 5.2. These results indicate that there is a statistically significant block effect between control and soft highlighting. A nearly significant effect is seen between control and hard highlighting. Lastly, a marginally significant result is found between soft and hard highlighting. These results are weaker than our overall results because each pairwise test
Figure 5.8: Experiment 6. Histogram of the number of nontarget clicks by condition. This can be viewed as a measure of how difficult subjects found the location task with more clicks indicating more attempts before locating the target. Bins beyond 10 clicks are not shown as very few counts were present.
Figure 5.9: Experiment 6. Plots showing the mean time to locate a target by paired conditions: control versus hard, control versus soft, and soft versus hard.

uses only half of the subjects that were included in the overall tests. The advantage of looking at the data in the way they are presented in the Figure is that one can track the within-subject performance across blocks.

We were interested in the relationship between a subject’s reaction time (RT) and the heat map probability at the target location. Presumably, if a form of highlighting is effective, then subjects should be faster if the heat map probability is higher. Figure 5.10 shows a scatter plot of individual trial RTs versus the heat map probability at the target location. The points are coded by condition (control is blue, hard is green, and soft is red). (Note that for this plot only the control condition is represented in blue instead of black to make it easier to see through the points in the plot.) The heat map probability represented is the median heat map value in a small region centered on the target McDonald’s location in the image.

Regression lines are also shown in the scatter plot. For the soft and hard highlighting conditions, the negative slope of the line indicates a faster reaction time for more highlighted targets (soft condition) based on the classifier output. The negative slope for hard highlighted targets in the case were the classifier output is also higher (not reflected in the hard highlight) might be an indication of the relative ease of locating that target for both humans and the classifier. Because the control condition showed no information to indicate the heat map probabilities, a dependency between RT and heat map probability should be observed only if targets that subjects find easy to identify are also easy for the classifier to identify. Table 5.3 shows the results of paired t-tests
Control vs Hard: $F(1,26)= 5.4$, $p = 0.0285$

block effect for Hard experiment: $F(1,26)=3.62$, $p = 0.0684$

Control vs Soft: $F(1,26) = 39.8$, $p = 1.1252e-6$

block effect for Soft experiment: $F(1,26)=10.9$, $p = 0.0028$

Soft vs Hard : $F(1,26)= 8.1$, $p = 0.0086$

block effect for Soft vs. Hard : $F(1,26)=3.26$, $p = 0.0826$

Table 5.2: Experiment 6. ANOVA results comparing the mean time to locate a target. The block effect for control versus soft highlighting is clearly significant. The block effect for control versus hard highlighting is nearly significant while the effect for soft versus hard highlighting could be considered marginally significant.

between the conditions. The values compared are the mean slope across subject. Each pair was statistically significant indicating that there is an ordering which can be applied across the conditions with soft highlighting leading to the strongest relationship between RT and heat map value, then hard highlighting, and then the control condition. Highlighting helps locate the target in the image with soft highlighting being more effective than hard highlighting. Similar conclusions can be reached by computing the correlation coefficient for each of the three scatter plots: soft, hard, and control highlighting lead to coefficients of -0.43, -0.25, and -0.09, respectively.

The results of Experiment 6 show clearly that soft highlighting can lead to improved target localization (Figure 5.7, Figure 5.10) while reducing the number of false target clicks (Figure 5.9). Beyond the performance benefit of soft highlighting relative to hard highlighting, we obtained evidence that soft highlighting provides better information to subjects about the confidence level of a classifier. Thus, subjects are able to make use of the graded information presented by the soft highlighting scheme.

5.3 Experiment 7: Locating an Unknown Number of Targets (0-1) in a Satellite Image with Real-Time Feedback

As previous research has demonstrated [111, 226, 4], hard highlighting of targets in an image leads to an increase in misses for targets that are not highlighted. Experiment 6 found easier detection of targets with highlighting, but because every image contained a target and each trial
Figure 5.10: Experiment 6. A scatter plot of each trial reaction time (s) and the heat map probability at the target location, by condition. Note, in this plot the control condition is represented in blue instead of black to increase visibility. The probability is the median heat map value in a small region centered on the target location. The lines are best fit lines per condition to the points. The downward slope of the line indicates faster reaction time for strongly highlighted targets in the soft and hard highlighting case. The control condition did not actively indicate the heat map probabilities to the subject hence there is no expected association between the reaction time and the heat map probabilities.

control-soft: -0.0042 vs -0.0134 t(28)= 2.999 (p= 0.0041)  
control-hard: -0.0018 vs -0.0096 t(28)= 3.292 (p= 0.0018)  
soft-hard : -0.0164 vs -0.0096 t(28)= -2.262 (p= 0.0277)

Table 5.3: Experiment 6. The results of paired t-tests on the per subject slopes fit to the (RT,p) data (Figure 5.10). These show that there are statistically significant differences between the slopes again indicating that subjects found soft highlighted targets faster than hard highlighted targets and faster still than un-highlighted images. N.B. the means for the two control conditions are different from each other, the first paired with subjects who also viewed soft highlighted images and the second paired with subjects who also viewed hard highlighted images.
continued until the subject found the target, Experiment 6 was not able to evaluate the effect of highlighting on misses. Experiment 7 sought to create a situation where it was possible for subjects to potentially miss a target because some trials contained no target, and subjects were allowed to quit a trial without having found the target. This experiment is analogous to Experiment 4 described in Section 3.4 except that Experiment 7 uses satellite imagery instead of synthetic imagery. We hypothesized that soft highlighting would not only lead to faster detection of targets that are present in the image, but also to fewer missed targets relative to the hard or control conditions.

Like Experiment 6, Experiment 7, using the same three highlighting conditions of control, soft, and hard, asked subjects to view grey scale satellite images to search for a single McDonald’s restaurant. The output of the mcdonalds3 classifier determined the highlights as in Experiment 6.

5.3.1 Methods

Nontarget images, those without a McDonald’s, were selected to be nearby a target McDonald’s in order to preserve the character of the environment contained in the image. To do this, the latitude and longitude of each McDonald’s in the set of test images \((n = 245)\) was offset by \(0.0045\) degrees and a new image was downloaded from the Mapquest server centered on that latitude and longitude. Because of the variation in the actual pixel size for a specified zoom level when downloading the images the offset corresponded to a shift of approximately 0.3 miles away from the McDonald’s. This ensured that the target was not present in the nontarget image. Additionally, the set of nontarget images was manually screened to remove images that were, subjectively, deemed too obvious because they consisted mostly or solely of water or vegetation without man-made structures. This screening process left a final tally of 186 nontarget images for use in the experiment.

Experiment 7 was run on Amazon’s Mechanical Turk and all subjects \((n = 90)\) were required to be from the United States. Of 155 subjects who started the experiment, 90 completed it successfully. Subjects were free to leave the experiment voluntarily at any time. Subjects who changed
their browser window focus were dropped from the experiment. Of the 65 subjects who did not complete the experiment, 43 of them were rejected for changing window focus. Subjects were paid $1.25 for completing the experiment which typically took on the order of ten minutes.

The target images used in the experiment were identical to the set used in Experiment 6. The sequence of images and the conditions applied to them were different as described below but the source test images were the same. The nontarget images were passed to the mcdonalds3 classifier to generate a heat map for the image. The classifier made mistakes so the resulting heat maps included false positive and false negative outputs as shown in Figure 5.11. Both the target and nontarget images were processed as in Experiment 6 to create the 600 x 600 pixel images presented to the subjects.

The experiment was run inside of the subject’s browser within the environment of Amazon’s Mechanical Turk.

Each subject completed 36 trials, with 24 target-present trials and 12 target-absent trials. A trial was complete when the McDonald’s target was located or the subject clicked a “No McDonald’s Present” button below the image to indicate his or her belief that there was no target present. Subjects who did not complete all 36 trials were discarded from the data; these subjects were not paid.

Each block had 9 images. The 9 images were grouped in 3 sets of triples. Within each triple, there was 1 target-absent and 2 target-present images. Each triple was assigned to a different highlighting condition—soft, hard, and control. The order of presentation of the 9 images was randomized within a block. The assignment to highlighting conditions was counterbalanced across subjects, such that for every 3 subjects, each triple appeared in each condition with the following assignments for the 3 triples:

| Subject 1 | S S S H H H C C C |
| Subject 2 | H H H C C C S S S |
| Subject 3 | C C C S S S H H H |

with soft (S), hard (H), and control (C) indicated and representing an image viewed by the subject. This highlighting order was applied to each of the four blocks of images per subject so that each
Figure 5.11: Experiment 7. Example images generated from nontarget heat maps using hard (left) and soft (right) highlighting.
image used each highlighting condition exactly once among the three subjects in the set.

The total experiment consisted of 90 subjects, counterbalanced in sets of three to follow the counterbalancing pattern presented above. The counterbalancing is a Latin square design that ensures that each highlight condition appears equally often in the early, middle, and late portions of the experiment. For each of the 30 sets of 3 subjects, a unique set of target and nontarget images was selected. Once all images and highlights were selected the order of the images within each block, for each subject, was randomly permuted to produce the final sequence of images per subject.

Each subject was presented with the 36 trial images in four blocks of nine with instructions between each block to remind them of the task and to provide a break between blocks. During a trial subjects were free to click anywhere in the image as often as desired. If the click location was not within 30 pixels of a McDonald’s center, if one was present in the image, a buzzing sound was played and the trial continued. If a McDonald’s was present and clicked a pleasant ding sound was played and the trial ended. The trial also ended if subjects clicked the “No McDonald’s Present“ button. When clicked, a pleasant ding sound would be played if there was in fact no target present. Otherwise, the buzzing sound was played.

5.3.2 Results

Figure 5.12 presents the fraction of targets detected by condition as a function of time since stimulus onset. The curves in this Figure do not asymptote at 1.0 because subjects may have given up and missed a target. The vertical lines indicate the mean time, across subjects, to correctly locate a target given that a target is present. Highlighting allows subjects to correctly locate a target more quickly than in the control condition ($5.3530 \pm 0.2546$ soft, $5.3039 \pm 0.3043$ hard, $8.0411 \pm 0.8131$ control). The mean reaction time is the mean over each subject’s median reaction time per condition. There is a highly significant difference for reaction time between control and either highlight condition ($t(89) = 3.1127, p = 0.002$) but no significant difference between the two highlight conditions ($t(89) = 0.1227, p = 0.9025$).
The Figure shows that the soft highlighting curve is steeper and asymptotes at a higher level than the hard highlighting curve, and the hard highlighting curve is steeper and asymptotes at a higher level than the control condition. The qualitative shape of these curves indicates that soft highlighting both allows targets to be found faster and leads to fewer target misses.

At the bottom of the Figure are the results of the (parametric) paired t-test and the (non-parametric) Wilcoxon test supporting the conclusion that soft > hard > control in terms of the asymptotic detection rate. The statistical tests are summarized by the brackets to the right of the Figure indicating significance levels of a paired comparison.

Although soft highlighting leads to significantly more targets detected than hard highlighting, no difference is observed in the mean time to localize a target for soft versus hard. This result contrasts with the result of Experiment 6. Regardless of whether soft highlighting is superior because of its asymptotic performance or because it facilitates detection, all our evidence to this point suggests soft highlighting is typically more effective than hard highlighting, and never less effective.

Our analysis of Experiment 7 to this point has focused on target-present trials. We now turn to target-absent trials and examine how much time subjects spend to determine that no target is present. Figure 5.13 shows the mean response time for target-absent trials by condition. The paired t-tests show that for the target-absent trials, subjects were significantly slower to end a trial with soft highlighting than with hard highlighting \( (t(89) = 2.9436, p = 0.0041) \) or the control condition \( (t(89) = 3.4744, p = 0.0008) \). This result is the only evidence we obtained that did not support soft highlighting as the most effective technique.

We examined the number of times subjects clicked on the image by condition to see if highlighting led to more clicks compared to the control condition. The mean number of nontarget clicks \( (\pm SE) \) in target-absent images for the control condition was \( 1.8111 \pm 0.2129 \) for hard highlighting \( 2.7472 \pm 0.2945 \) and for soft highlighting \( 3.1500 \pm 0.4350 \). The control condition led to significantly fewer clicks than hard \( (t(89) = 5.2077, p = 0.0000, \text{Cohen’s } d = 0.3840) \) or soft \( (t(89) = 4.4414, p = 0.0000, \text{Cohen’s } d = 0.4121) \) highlighting. However, there was no significant difference in the
Figure 5.12: Experiment 7. Fraction of targets detected as a function of time if a target was present in the image by condition. Paired t-test results are below along with two-tailed Wilcoxon signed-rank test results which confirm the t-test results. It is clear that subjects missed fewer targets in the soft highlighting condition than in either the hard or control conditions. The mean time to end the trial when the target was detected is shown with a vertical line.
Figure 5.13: Experiment 7. Mean response time (± SE) for target-absent trials by condition. Based on the unpaired t-test of the log of the results there was a significant difference between the soft condition and the hard and control conditions but no significant difference between control and hard highlighting.
number of clicks between the two highlighting conditions ($t(89) = 1.2915$, $p = 0.1999$, Cohen’s $d = 0.1143$). These results indicate that the presence of highlighting, either soft or hard, causes subjects to click on more potential target locations before deciding no target is present.

The structure of Experiment 7 did not allow for a false positive condition, however, the increased number of nontarget clicks in target-absent cases when highlighting was present, especially soft highlighting, implies that were it possible to select a false positive location in the image subjects would have done so more frequently when highlighting was present.

We broke down responses by whether the target was contained within a marker (hard highlighting) or when the assigned probability was below 0.5 or above (soft highlighting). A target presence probability of 0.5 was minimum used when deciding whether or not to put a marker on the image in the case of hard highlighting. The results are shown in Figure 5.14. The Figure shows an increase in localization of targets that are highlighted and above a classifier threshold of 0.5. The highlighting has made target localization easier and the design of the experiment has made it possible to click freely without additional effort.

For hard highlighting, subjects are significantly more likely to locate targets that the classifier has also highlighted with a marker locating the target 40.28% of the time if the target is inside a marker compared to only 30.07% of the time when the target is outside a marker. For soft highlighting, subjects are more likely to locate a target when highlighted above 0.5 than not (47.34% versus 20.54%), even more so than in the case of hard highlighting when the target is inside a marker though the difference between the two is not significant ($t(89) = 1.3789$, $p = 0.1697$). However, when the target is highlighted below 0.5, subjects detected the target only 20.54% of the time compared to 30.07% of the time for hard highlighting ($t(89) = 2.4751$, $p = 0.0143$). This implies that subjects are paying more attention to the soft highlighting present in the image. When highlighted above 0.5 subjects were more likely to locate soft highlighted targets than hard, though the difference was not statistically significant for the number of subjects in the experiment. If this trend is real, it offers more support for the idea that soft highlighting is helping subjects more so than hard highlighting.
Figure 5.14: Experiment 7. Fraction of targets found (mean ± SE) when the classifier assigned probability was below 0.5 and above 0.5 for both soft and hard highlighting conditions. Subjects were more likely to correctly identify the target when highlighting was present though there was no significant difference between soft and hard highlighting (soft/hard above 0.5, \( t(89) = 1.3789, p = 0.1697 \)). When highlighting was not present over the target subjects were nearly twice as likely to locate it when hard highlighting was present in the image than soft highlighting (soft/hard below 0.5, \( t(89) = 2.4751, p = 0.0143 \)).
We ran an ANOVA with highlight type (soft, hard) and target prediction probability (above 0.5, below 0.5) as within-subject factors. We get a main effect of prediction probability ($F(1, 89) = 34.86, p < 0.0001, \text{Cohen's } d = 0.61$), no effect of highlighting type($F(1, 89) < 1$), and a significant interaction between prediction probability and highlighting type ($F(1, 89) = 5.32, p = 0.023$). The number of target present images with the target prediction probability greater than 0.5 was 186 out of 245 (75.9%).

The ANOVA results lead to the belief that subjects are choosing to attend to soft highlights more closely, suggesting that they find the highlights useful, especially that a weak soft highlight is one subjects feel comfortable ignoring just as a strong soft highlight is one subjects feel uncomfortable ignoring.

Next, we investigate how subjects’ performance might have changed over the course of the experiment; learning might lead to an improvement in performance, whereas fatigue might lead to a decrement in performance. It is possible to look for a learning effect by comparing, across subjects and conditions, the mean number of correct responses from a subject, either locating the target or correctly stating that no target is present, by block. The mean number of correct responses by block is shown in Figure 5.15 where it is clear that there is no change for any highlighting condition indicating no learning effect is present.

The results of Experiment 7 show that soft highlighting leads to faster target detection and asymptotically better detection (Figure 5.12). Experiment 6 had a similar finding; however, a target was present on every trial in Experiment 6. Experiment 7 thus extends the results of Experiment 6 to the more realistic scenario when targets are not always present. Experiment 7 also noted a slight problem for highlighting: when no target is present, soft and hard highlighting caused subjects to spend more time relative to the control condition to terminate the trial (Figure 5.13). Target-absent trials with highlighting cause subjects to spend more time rejecting highlighted locations than if they had not been highlighted.

Attention is drawn to highlights - hard and soft. This slows subjects a bit and causes them to guess (click more often). This bottom-up deployment of attention may be due to the fact that
Figure 5.15: Experiment 7. Mean number of correct responses by block and condition. No significant difference across blocks is evident.
subjects are naive to the task and experts might not be distracted in the same way.

5.4 Experiment 8: Locating an Unknown Number of Targets (0-1) in a Satellite Image with No Real-Time Feedback

Experiment 7 offered a more naturalistic stimulus environment than Experiment 6 in that not every trial contained a target. As a result, subjects in Experiment 7 might miss a target by terminating a target-present trial before the target is found. Such a response is often termed a false negative. Experiment 7 did not permit false positives: marking a location as a target which was not actually a target. Experiment 8 attempted to bring the experimental task closer to a real-world scenario by allowing for false positive responses. In real-world scenarios involving image analysis, experts are not given feedback telling them that their hypothesized target location is correct or incorrect. Experiment 8 was designed in this way: on each trial, subjects selected a location or indicated no target was present, and only once they committed was feedback provided. We felt it necessary to provide feedback after each trial because without expertise and without feedback we were concerned that subjects would not perform the task carefully. We hypothesized, as in Experiment 7, that soft highlighting would lead to fewer missed targets when compared to hard highlighting and control conditions. Experiment 8 followed exactly the same procedure as Experiment 7 in selecting images and trial sequences. See Experiment 7 methods section (5.3.1) for details.

5.4.1 Methods

Subjects were presented with 36 images in four blocks of nine trials. Instructions between blocks reminded subjects of the task and provided a break. An image was presented on each trial, after which subjects were free to click anywhere in the image as often as desired. Clicking on the image placed a plus symbol (cross-hair) at that location. If the subject clicked in another location the cross-hair moved from the previous location to the new location such that only one cross-hair appeared in the image at a time. No feedback was given when the subject was clicking on the
image to position the cross-hair.

Two buttons appeared below the image on each trial, side by side. The first, as in Experiment 7, was labeled “No McDonald’s Present”. The second was labeled “Submit Response”. If subjects clicked on the “No McDonald’s Present” button the trial ended and recorded the subject’s belief that no target was in the image. If subjects clicked on “Submit Response” the trial ended and the current cross-hair location, if any, was recorded as the position where the subject believed a target was located.

After each trial, subjects received feedback. A message was displayed indicating whether or not their response—the selected location or their indication that no target was present—was correct. A reduced size version of the trial image was also shown with a cross-hair on the location of the actual target, if present. In addition, if the subject’s response was correct a pleasant ding sound was played, otherwise a buzzing sound was played. The feedback remained on the screen until subjects clicked a button to advance to the next trial.

Subjects were paid $1.25 for completing the experiment which typically took on the order of ten minutes.

Of 130 subjects who started Experiment 8, 90 completed it successfully. As in Experiments 6 and 7, subjects were free to leave at any time and were rejected if they clicked outside the browser window during a trial. There were 40 subjects who did not complete the experiment of which 16 left voluntarily and 24 were rejected for clicking outside their browser window during a trial. No subjects who had interacted in any way with Experiments 6 and 7 were allowed to participate in Experiment 8.

5.4.2 Results

Because of the similarity between Experiment 7 and 8, many of the analyses we performed for Experiment 8 were identical to those performed for Experiment 7. However, we conducted additional analyses specific to Experiment 8 that examined false positive responses.

Figure 5.16 shows the fraction of targets detected as a function of time for target present
trials, with one curve for each highlighting condition. Consistent with Experiment 7, subjects are faster to locate the target and have asymptotically better performance with soft highlighting than with hard highlighting or the no-highlighting control. The curves do not asymptote at 1.0 because subjects might miss targets.

Below the Figure are the results of paired t-tests and nonparametric tests showing that the bracketed asymptotic fraction of targets located are reliably different. The vertical lines in the Figure indicate the mean time (mean ± SE), across subjects, to terminate a target-present trial by correctly locating the target (7.7628 ± 0.4671 soft, 8.0616 ± 0.6419 hard, 9.1305 ± 0.5726 control). The mean reaction time is the mean over each subject’s median reaction time per condition. Just as in Experiment 7 (Figure 5.12), highlighting led to faster reaction times to correctly locate targets. However, in this case there is no statistically significant difference between any of the reaction times.

The primary purpose of Experiment 8 over Experiment 7 was to examine false positive responses, i.e., cases where a target is identified by a subject which is not actually a target. Figure 5.17 shows a comparison across conditions of the probability that a location is reported to contain a target when that location is not a target. This comparison includes only target-absent trials. Soft or hard highlighting leads to an increase in the false positive rate compared to the control condition (Figure 5.17). We conjecture that this is due to the fact that subjects are not domain experts and they are somehow trusting the presence of the soft highlighting and markers to be an indication that a target really is present.

Further support for this conjecture comes from an analysis examining the mean response latency for false positive trials in the three highlighting conditions. Figure 5.18 separates the two possible response types showing that for the false positive case, subjects took significantly longer to decide, incorrectly, that a target was present in the image in the control condition relative to either highlighting condition. This seems to indicate that subjects were willing to commit to a false target location when soft or hard highlighting was present but took longer to decide when in the control condition. Subjects appear to be trusting the highlights which leads to faster response
Figure 5.16: Experiment 8. Fraction of targets detected as a function of time if a target was present in the image by condition. Paired t-test results are below along with two-tailed Wilcoxon signed-rank test results which confirm the t-test results. It is clear that subjects missed fewer targets in the soft highlighting condition than in either the hard or control conditions. The mean time to end the trial is shown with a vertical line.

*** control-soft: 0.1764 vs 0.3403, t(89) = -6.4665 (p=0.0000), w(89) = 10072.0 (p=0.0000)
*** control-hard: 0.1764 vs 0.2875, t(89) = -5.6410 (p=0.0000), w(89) = 9627.5 (p=0.0000)
* soft-hard : 0.3403 vs 0.2875, t(89) = 2.0995 (p=0.0386), w(89) = 7486.5 (p=0.0545)
Figure 5.17: Experiment 8. Fraction of false positive no target present trials, by condition. These are trials where the subject marked a location on the image as the target when no target was present. The presence of highlighting, either soft or hard, lead to an increase in the number of false positives over the control condition.
times.

In the graph on the left, for target-absent trials in which subjects correctly decided no target was present, we see only a small difference among conditions. This result is different than what we observed in Experiment 7 (Figure 5.13), where soft highlighting led to an increase in the time to complete the trial relative to hard highlighting and no highlighting. In both Experiment 7 and Experiment 8, soft highlighting slows subjects down in target absent displays relative to target present displays, however, the magnitude of the difference is small (Cohen’s $d = 0.26$).

A likely explanation is that Experiment 7 provided continuous immediate feedback, whereas Experiment 8 provided feedback only at the trial’s end. Consequently, Experiment 8 provided no incentive to continue clicking on the image. Thus, the absence of immediate feedback in Experiment 8, which made the experiment more naturalistic, appears to have pointed us to an artifact introduced by the design of Experiment 7, and allows us to explain away the one weakness we observed with soft highlighting.

We broke down responses by whether the target was contained within a marker (hard highlighting) or when the assigned probability was below 0.5 or above (soft highlighting). A target presence probability of 0.5 was minimum used when deciding whether or not to put a marker on the image in the case of hard highlighting. The results are shown in Figure 5.19. For hard highlighting, subjects are significantly more likely to locate targets that the classifier has also highlighted with a marker, as was the case in Experiment 7, locating the target 33.67% of the time if the target is inside a marker compared to only 16.06% of the time when the target is outside a marker. For soft highlighting, subjects are more likely to locate a target when highlighted above 0.5 than not (37.77%), even more so than in the case of hard highlighting when the target is inside a marker though the difference between the two is not significant ($t(89) = 1.3444, p = 0.1822$). However, when the target is below 0.5, subjects detected the target only 8.11% of the time compared to 16.06% of the time for hard highlighting ($t(89) = 2.8606, p = 0.0053$). This implies that subjects are paying more attention to the soft highlighting present in the image. As above for Figure 5.17, we believe this is due to the fact that subjects are not domain experts and that they are somehow
Figure 5.18: Experiment 8. Mean response time (± SE) for target-absent trials by condition and whether the response was a true negative (left) or false positive (right). Based on the unpaired t-test of the log of the results there was a significant difference between the control condition and the two highlight conditions but no significant difference between soft and hard highlighting.

TN:
- control-soft: 6.4409 vs 7.5023, \( t(89)=2.5049 \) (p=0.0126)
- control-hard: 6.4409 vs 7.8710, \( t(89)=2.2597 \) (p=0.0243)
- soft-hard : 7.5023 vs 7.8710, \( t(89)=0.2366 \) (p=0.8131)

FP:
- control-soft: 14.1079 vs 10.5368, \( t(89)=2.5492 \) (p=0.0114)
- control-hard: 14.1079 vs 10.0712, \( t(89)=2.7252 \) (p=0.0069)
- soft-hard : 10.5368 vs 10.0712, \( t(89)=0.1702 \) (p=0.8649)
trusting the presence of soft highlighting to be an indication that a target really is present, even
more so than in the case of hard highlighting.

We ran an ANOVA with highlight type (soft, hard) and target prediction probability (above
0.5, below 0.5) as within-subject factors just as in Experiment 7. We get a main effect of prediction
probability \( F(1, 89) = 5.03, p < 0.001, \) Cohen’s \( d = 1.10 \), no effect of highlighting type \( F(1, 89) < 1 \),
and a reliable interaction between prediction probability and highlighting type \( F(1, 89) = 9.53, \)
\( p = 0.003 \). The number of target present images with the target prediction probability greater
than 0.5 was 186 out of 245 (75.9%).

The ANOVA results again lead to the belief that subjects are choosing to attend to soft
highlights more closely, suggesting that they find the highlights useful, and that a weak soft high-
light is one subjects feel comfortable ignoring just as a strong soft highlight is one subjects feel
uncomfortable ignoring. Consider again Figure 5.5 showing a target that is in the weak (below 0.5
probability) soft highlight condition.

The subject responses fell, for each trial, into one of four possible outcomes. If the target
was present and correctly identified the trial was a true positive (TP). If the target was not present
and correctly identified as not present the trial was a true negative (TN). A false positive (FP) is
when the subject marked a location as the target when no target was present or the target was
in another location. Lastly, if a target was present and the subject indicated that no target was
present the trial was a false negative (FN). With these in mind, we can define the false positive
rate (FPR) and false negative rate (FNR) as,

\[
FPR = \frac{FP}{FP+TN} \\
FNR = \frac{FN}{TP+FN} = 1 - \frac{TP}{TP+FN}
\]

It is not clear \textit{a priori} which highlight condition is best and each leads to a specific false positive
and false negative rate for each condition. The mean FPR for each condition (mean ± SE) was:
0.6169 ± 0.0197 control, 0.7031 ± 0.0196 soft, and 0.4027 ± 0.0306 hard. The mean FNR for each
condition was: 0.6560 ± 0.0329 control, 0.3195 ± 0.0320 soft, and 0.7125 ± 0.0184 hard. These rates
are linked, so to compare the highlighting conditions we require a measure that integrates them,
Figure 5.19: Experiment 8. Fraction of targets found (mean ± SE) when the classifier assigned probability was below 0.5 and above 0.5 for both soft and hard highlighting conditions. Subjects were more likely to correctly identify the target when highlighting was present though there was no significant difference between soft and hard highlighting (soft/hard above 0.5, \(t(89) = 1.3444, p = 0.1822\)). When highlighting was not present over the target subjects were nearly twice as likely to locate it when hard highlighting was present in the image than soft highlighting (soft/hard below 0.5, \(t(89) = 2.8606, p = 0.0053\)).
i.e., $d'$. There are more false positives, but also more true positives, when highlighting is present. Highlighting biases subjects to clicking, which leads to more false positives and more true negatives, so neither rate alone is meaningful, hence our calculation of $d'$.

We calculated $d'$ for each subject, across trials, by condition (control, soft, hard). We adjusted the false positive rate to account for the fact that targets could appear at any location. If we consider the image to be made up of $N$ non-overlapping tiles a false positive may happen in any of these tiles. Therefore, we adjust the FPR prior to calculating $d'$ scaling it by $1/N$. We set $N = 100$ but consider other values as well.

The mean $d'$ across subjects in the control condition was 1.9194±0.1421. For soft highlighting it was 3.1864±0.1411 and for hard highlighting 2.1361±0.0825. The medians closely matched the means. Each subject completed 36 trials. There were 90 subjects total.

Paired t-tests show highly significant differences between soft versus control ($t(89) = 6.2454$, $p = 0.0000$, Cohen’s $d = 0.9432$) and soft versus hard ($t(89) = 6.6131$, $p = 0.0000$, Cohen’s $d = 0.9581$) but not between hard versus control ($t(89) = 1.3944$, $p = 0.1667$, Cohen’s $d = 0.1966$). Varying the number of possible non-overlapping locations from 100 to 50, 25, and 10, which changes the scale factor applied to the false positive rate, led to Cohen’s $d$ values above 0.9 for all soft versus control, above 0.8 for all soft versus hard, and above 0.197 for all hard versus control.

If a false positive rate is zero or one it was adjusted by adding or subtracting a small value, $\epsilon$, so that $d'$ could be calculated. The choice of $\epsilon$ might affect the $d'$ calculation significantly so we investigated this effect for different $\epsilon$ values and how might influence the t-test results. These are shown in Table 5.4 where it is clear that the choice of $\epsilon$ does not alter the results of the t-tests. The $d'$ values below use $\epsilon = 0.01$.

If the classifier alone outperforms humans using highlights, there is little point in asking humans to perform the task of locating targets. However, if humans using highlights outperform the classifier alone then highlighting is worthwhile. Therefore, we calculate $d'$ of the classifier itself as if it were a subject. To do this it is necessary to select a probability value to act as a threshold so that a classifier output probability above the threshold is considered the same as a
subject selecting a particular location while a probability value below the threshold is considered not selecting a particular location. We found the probability value for the classifier that matched the true negative rate of the subjects for images in the control condition. We then calculated the corresponding true positive rate and $d'$. The true positive rate for humans in the control condition and the classifier are directly comparable because of the matched true negative rate. In the control condition the human's true positive rate is 0.3459 compared to 0.4127 for the classifier.

We also found the threshold value that matched the classifier and human true positives rates in the control condition. From this we calculated the corresponding true negative rates and $d'$. The true negative rate for humans in the control condition and the classifier are directly comparable in this case. In the control condition the human's true negative rate is 0.9938 compared to 0.3972 for the classifier. These results indicate that the classifier performance matched in this way is significantly less than the human subjects at correctly deciding that no target was present. The fact that the true negative rates for the human subjects is so high indicates that the subjects were able to ignore extraneous highlighting from the classifier.

The $d'$ values for human subjects and the classifier matched for both true negative rate and true positive rate are shown in Table 5.5. From the Table it is clear that the classifier was able to outperform the human subjects in the control condition ($d' = 2.2778$ versus $d' = 1.9194$) but when the human subjects used the classifier output in the soft highlighting case they were able to increase their performance over that of the classifier alone ($d' = 3.1864$) giving strong evidence of a synergy between the subjects and the machine learning classifier. This effect was not seen in the
Table 5.5: Experiment 8. Comparing $d'$ for human subjects and the mcdonalds3 classifier. The $d'$ values represent 100 non-overlapping locations as discussed for the human subjects. Two $d'$ values are given, one when matching the classifier true negative rate to the human true negative rate in the control condition and the other when matching the true positive rate to the human true positive rate in the control condition. The classifier performs better than humans in the control condition but when humans combine the classifier output using soft highlighting the two together perform better than either alone. This effect was not seen in the hard highlighting case.

<table>
<thead>
<tr>
<th></th>
<th>$d'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>humans(control)</td>
<td>1.9194</td>
</tr>
<tr>
<td>humans(soft)</td>
<td>3.1864</td>
</tr>
<tr>
<td>humans(hard)</td>
<td>2.1361</td>
</tr>
<tr>
<td>classifier (matched TN rate)</td>
<td>2.2778</td>
</tr>
<tr>
<td>classifier (matched TP rate)</td>
<td>2.1272</td>
</tr>
</tbody>
</table>

The effect of the number of locations in the calculated classifier $d'$ was investigated giving, for a matched true negative rate, $d'$ values of 2.2778 for 100 locations, 2.0237 for 50 locations and 1.7351 for 25 locations.

Just as in Experiment 7, the trials for this experiment are organized into four blocks of nine images each. It is possible to look for a learning effect by comparing, across subjects and conditions, the mean number of correct responses from a subject, either locating the target or correctly stating that no target is present, by block. The mean number of correct responses by block is shown in Figure 5.20 where a trend may be present in both the hard highlighting and control condition.

The results of Experiment 8 mirror those of Experiment 7 showing that soft highlighting leads to improved target detection (Figure 5.16). However, highlighting does lead to an increase in the number of false positives (Figure 5.18 and Figure 5.17), perhaps due to a bias that highlighting introduces that causes subjects to want to select some location as a target. Still, soft highlighting leads to a significant increase in the detected signal with a Cohen's $d$ value above 0.9 compared to hard highlighting and the control condition. It also leads to a synergy with the classifier in the soft highlighting condition so that subjects are able to improve their performance beyond that of the unhighlighted control case and the classifier alone.
Figure 5.20: Experiment 8. Mean number of correct responses by block and condition. A trend may be present for learning across blocks in the hard and control conditions.
5.5 Discussion

The experiments of this chapter sought to extend the results of Chapter 3 from synthetic images to satellite images.

In Experiment 6 we asked subjects to locate a target object when the target was always present and the subject was free to search, with feedback, until the object was found. The results showed that subjects were quicker to locate the target in the soft highlighting case and with fewer clicks. The counterbalanced structure of the experiment enabled us to show that soft highlighting again leads to a significant reduction in the time to locate targets compared to the control.

Experiment 7 made the search scenario more realistic in that not all images contained a target. Subjects were still free to click at will, with feedback, until the target was located but they were also able to give up if they felt no target was present. This created the possibility of missed targets (false negatives). Soft highlighting led to an increase in the number of targets found when compared to both hard highlighting or the control condition. However, subjects took longer to terminate target-absent trials when highlighting was used, especially soft highlighting. We hypothesized that the increased time to termination was due to the fact that subjects felt compelled to continue clicking until all highlighted locations had been exhausted. We suspected that eliminating feedback would eliminate this compulsion, and indeed, in Experiment 8 when feedback was removed, no increase in search time was observed between target-absent trials with highlighting.

Lastly, in an attempt to make the task more naturalistic, Experiment 8 eliminated real-time feedback available in Experiment 7 and required subjects to commit to a response before offering feedback. In doing so, Experiment 8 allowed for false positive responses, i.e., the selection of a location as target when that location did not contain a target.

We found that soft highlighting lead to more false positives as well as more true positives. Neither rate alone is meaningful, they must be considered together. Our $d'$ analysis integrates the two rates into one measure. We found that in the soft highlighting condition $d'$ was greater
than in the hard or control condition with Cohen’s d > 0.9 indicating that soft highlighting helps subjects. We also calculated $d'$ for the classifier itself to see if there was a synergy between subjects on their own and the classifier. The soft highlighting $d'$ value was greater than either subjects without highlighting and the classifier on its own. This indicates that subjects are incorporating the classifier results through soft highlighting and using it successfully to achieve performance exceeding either subjects or the classifier alone. This effect was not seen with hard highlighting.

The results of Experiment 8 provide strong evidence that subjects are able to integrate the classifier results through soft highlighting in order to increase their performance.
Chapter 6

Discussion

The experiments of this dissertation were motivated in part by comments heard from image analysts with whom the author interacts professionally. Image analysts spend the majority of their time viewing, in great detail, satellite imagery in order to locate and characterize objects. Sometimes these objects are targets of high importance that must be located in a time-critical manner. At other times the goal is mapping and every object is important. These analysts have, over the years, used systems that apply hard highlighting to images to show the output of a classifier in order to fully or partially automate their tasks. Historically, analysts have strongly disliked these systems because they are too distracting in appearance and the errors the systems make take too much of the analysts’ time to recover from. When asked if there would be interest in a system that showed the output of the classifier while still showing the image so that the analyst would be able to easily ignore classifier errors the answer was a resounding “yes”.

The medical imaging community makes use of hard highlighting as well, particularly in CAD (computer-aided detection) systems which are in wide use clinically, especially for mammography. Therefore, how these systems affect human radiologists and others interpreting images has been a topic for research for some time. In Chapter 2 we evaluated key research in this area (see [111, 226, 4]) showing the potential for harm from hard highlighting in terms of missed targets. A missed lesion in mammography could very easily prove fatal.

The anecdotal experience with satellite image analysts combined with the results of research in the medical domain motivated the synthetic image experiments of Chapter 3 and the satellite
image experiments of Chapter 5 as we sought to demonstrate that soft highlighting was, in fact, a viable alternative approach which would allow a human and a computer to cooperate and thereby obtain results that are better than either along could achieve.

6.1 General Discussion of Experimental Results

In Experiment 1 we asked subjects to search for a fixed number of targets in a synthetic image. This experiment showed that subjects were able to use soft highlighting to locate targets more quickly, an effect which only increased as the quality of the stochastic classifier improved ($d'$ value increased). The surprising result of this experiment was that even a weak classifier ($d' = 0.75$) produced highlights that supported the subject's visual search even if the same classifier often highlighted nontargets as well.

In Experiment 2 we asked subjects to search for a single target while we altered the quality of the stochastic classifiers as well as the display size (number of display elements). This allowed us to examine response latencies for a particular condition across display sizes. The results of Experiment 1, the faster localization times, might show themselves in Experiment 2 by changing the search slopes or intercepts as display size changes. If the slopes change then highlights makes it easier for subjects to reject display elements that are not helpful indicating that highlighting guides attention. The intercept reflects fixed preprocessing or motor preparation time.

An ANOVA analysis showed that highlighting reduced the time to search for the target indicating that soft highlighting guided attention to relevant locations in the display. The search slopes demonstrated that as the classifier quality improves subjects were locating targets more quickly, especially in the soft highlighting condition. Lastly, the search intercept showed that the more complex displays with highlights did cause an increase in parsing time but that subjects still found targets more quickly when soft highlighting was present.

Experiments 1 and 2 provided evidence that soft highlighting was superior to no highlighting as long as the highlights are based on a classifier with discriminative ability. In Experiment 3 we turned to a direct comparison of soft and hard highlights and their effects on search efficiency and
found that soft highlighting supports human visual search better than hard highlighting.

For Experiment 4 we asked subjects to search for 0 to 2 targets in the synthetic images and to search until they were confident that no targets remained. This experiment showed that subjects using soft highlighting and a high quality classifier were faster at initial detection and also detected more targets per time point than weaker classifiers. This result is a win-win from a speed-accuracy trade off. Better classifiers (larger $d'$) lead to early termination (faster localization) for soft highlighting but we found no evidence that a better classifier caused subjects to give up sooner. A key finding of this experiment is that soft highlighting leads to fewer missed targets.

Our final experiment with synthetic images and stochastic classifiers, Experiment 5, followed the exact design of Experiment 4 but allowed subjects the freedom to toggle highlighting on or off at will. As in Experiment 4 we found that soft highlighting helped subjects to miss fewer targets.

When we examined how subjects made use of the ability to toggle highlights on and off we were somewhat surprised to see that, for the most part, subjects either left the highlights on or turned them off and left them off. Also, subjects were more likely to turn off highlighting when the classifier was strong (higher $d'$). We believe this is due to the fact that strong highlighting makes nontargets less salient so subjects may have been turning highlighting off to avoid missing targets.

Experiments 1-5 clearly showed a strong advantage to using soft highlighting. We wanted to know if these results would translate to a real-world example so for the remaining experiments we explored highlighting of satellite images using both soft and hard highlights derived from a modern machine learning classifier.

Experiment 6 looked at how highlighting style: soft, hard or none, affected the reaction time of subjects looking for a single target object in a satellite image. We showed that soft highlighting enabled subjects to locate targets more quickly than either hard highlighting or the control condition of no highlighting which is exactly what we saw in the results of Experiments 1-5.

Since Experiment 6 offered subjects immediate feedback on each click and did not limit the number of clicks they could make they might be locating objects quickly by simply clicking many times on the image. The results of Experiment 6, however, demonstrated that soft highlighting
again led to faster target localization with fewer clicks than either the hard or control condition.

We examined the relationship between reaction time (time to locate the target) and the heat map probability (reflecting the classifier’s confidence of a target). We showed that soft highlighting led to a steeper, more negative, slope of the RT vs heat map probability plot. This means that soft highlighting caused subjects to find the targets more quickly than hard highlighting or the control condition which showed no effect between reaction time and heat map probability. An effect between subject reaction time and heat map probability for the control condition would have indicated that targets which were easy for the subject to locate were also easy for the classifier to identify. Experiment 6 provided evidence that not only does soft highlighting lead to improved target localization but that soft highlighting provides better information about the confidence level of the classifier and that subjects were able to use this information.

In Experiment 6 a target was always present and subject were required to locate it. Experiment 7 added the possibility of missing a target (a false negative condition). The results of Experiment 7 also show that soft highlighting leads to faster target detection but because a target was not always present it extends the result of Experiment 6 to the more realistic scenario. Experiment 7 also demonstrated that when no target is present, soft and hard highlighting caused subjects to take longer to terminate the trial compared to the control condition. This additional time was spent clicking on more potential target areas in the image before deciding no target was present. This increased time to terminate a target-absent trial for soft highlighting especially, was concerning, but the results of Experiment 8 offer an explanation.

For Experiment 8 we added the possibility of a false positive. Subjects were no longer receiving real-time feedback to mouse clicks but instead were placing a cross-hair and only receiving feedback after submitting their selection. This allowed for a false positive of selecting a location when no target was present at that location. The results of this experiment showed again that subjects missed fewer targets in the soft highlighting condition than in the other two conditions. It also showed that soft or hard highlighting led to an increase in the number of false positives when no target was present in the image. It seems plausible that this is due to the fact that the subjects
are not domain experts and were trusting the presence of soft highlighting and hard highlighting markers to be an indication that a target was really present. When only true negative trials were examined, i.e., cases where no target was present and subjects correctly indicated that fact there was no difference in the time to end a trial, unlike what was seen in Experiment 7. A likely explanation is that lack of immediate feedback in Experiment 8 removed the incentive to continue clicking on the image. Thus, it seems likely that the increase in search time for soft highlighting cases in Experiment 7 was an artifact of the design and not a true weakness of soft highlighting as a technique insofar as the design of Experiment 7 encouraged subjects to continue clicking by offering immediate feedback. This immediate feedback, combined with the presence of highlighting as an inducement to continue searching for a target is a likely explanation of the results of Experiment 7 and Experiment 8.

The $d'$ analysis of Experiment 8 demonstrates clearly that soft highlighting enables human subjects to improve their performance beyond that of the classifier itself. Human performance when no highlighting is present is slightly worse than the classifier on its own. However, when soft highlighting is present human subjects perform substantially better than the classifier. This effect was not seen in the hard highlighting condition and is strong support for the central hypothesis of this dissertation that soft highlighting is a useful technique for improving human-classifier interaction.

The experiments above demonstrate that soft highlighting helps subjects relative to hard highlighting. A plausible explanation for this is that soft highlighting allows subjects to combine the bottom-up cues in the image with location cues from the highlighting. This lets subjects weigh the relative strength of evidence from each in order to draw a conclusion as to the location of the target. For hard highlighting this balancing between bottom-up cues and location cues may be more difficult as indicated by Krupinski [111] causing subjects to be less efficient at locating the target.

The experiments of this dissertation focused on situations where a rare target was search for in an image. Once the target was localized human subjects had little trouble discriminating it from the background. Even a fuzzy McDonald’s restaurant looks quite different than the general
background of a gray scale satellite image. The experiments did not directly address a situation where localization and discrimination would be difficult for humans. It is unknown whether soft highlighting would offer any advantage in that situation. For example, target discrimination in mammography is quite difficult, would soft highlighting be an aid or an impediment in that situation (see Section 6.2)?

Machine learning systems need to balance their performance based on the cost associated with errors, either false positives or false negatives. For example, in a military setting, a false negative (missed enemy target) might have a very real cost in terms of human life. Similarly, a missed cancer detection may prove fatal. However, if the cost of a false positive is high, perhaps in terms of effort that must be spent in determining that it is indeed a false positive, it might be desirable to minimize the false positives even at the expense of an increase in false negatives. The soft highlighting technique explored in this dissertation can be modified to address these concerns. For example, the version of soft highlighting used in Experiments 6-8 applied the probability map generated by the classifier directly to the contrast in the image through the saturation channel as $S = H$ where $S$ is the HLS color space saturation and $H$ is the heat map output from the classifier. This could easily become $S = F(H)$ where $F()$ is a transformation function that can emphasize or de-emphasize the heat map values in order to modulate what might be a false positive or false negative. Searching for an optimal $F()$ for a particular class of images might be worthwhile. As might be enabling users of a system employing soft highlighting to adjust a parameters affecting $F()$ in real-time while viewing the image with highlights.

As a whole, the experiments of this dissertation clearly show an advantage to using soft highlighting techniques in the presentation of classifier output to human viewers. With soft highlighting, viewers were able to locate targets more quickly without giving up prematurely. They were also able to miss fewer targets when using soft highlighting. This could be particularly useful in medical imaging where a missed target can carry a very high cost.
6.2 Directions for Future Work

The results presented here point the way towards potential future research. In Experiments 7 and 8 we examined cases where the target was inside or outside of a hard highlight marker. One could imagine a set of experiments where the same image is presented to different subjects, once with soft highlighting and again with hard highlighting. Are missed targets not inside of a hard highlight marker also missed when the same image is presented with soft highlighting? It is known that the presence of hard highlighting has a dramatic impact on the search pattern subjects use when looking for targets [55]. Is this effect still present or modified when soft highlighting is used?

Next, one could imagine experiments where the “classifier” used to highlight the images was either a machine learning algorithm (e.g., a deep neural network) or the result of some crowdsourced classification of the image where a heat map was built from the density of target locations clicked by many different people classifying the same image. This would allow for an experiment to see if classifier errors are more easily ignored when soft highlighting is used compared to hard highlighting.

Experiments 6-8 used an outline square to mark possible target locations in the hard highlighting condition. This square could be replaced by a filled region using the soft highlight algorithm to create a sort of hybrid soft-hard highlighting condition. In this case, would there be any change to the way subjects perform?

All of the subjects used for Experiments 6-8 were novices, not experts in the interpretation of satellite imagery. The experiments demonstrated that highlighting was likely being used by subjects as in indication that a target is probably present. As novices, this sort of information would be tempting to use, even unconsciously, as a crutch to compensate for lack of experience. It is natural to ask whether similar results would be seen by experts. In that case, will experience be able to integrate the location information of the highlights, in particular soft highlights, in such a way as to enable an overall improvement in performance?

Lastly, as noted in the section above, it is unclear whether soft highlighting would offer any advantage to tasks involving difficult localization and discrimination of targets in an image.
This could be investigated, perhaps with digit localization experiments where the digit is barely discernable from the background in the image. The results of classifiers trained with even pale RGB color information, barely visible to humans, indicates that a machine learning classifier might do well in such situations and be able to offer additional information that would improve human performance. A similar study could be done with medical images that are difficult to interpret even when a potential target is localized (e.g., mammography, fracture detection, etc.)

6.3 Final Thoughts

The medical community has known for some time, since at least 1993 when Krupinski published her early work detailing the negative effects of hard highlighting on target detection [111], that simply placing a marker or drawing a box around a region to draw attention to it is potentially catastrophic in terms of missed high-cost targets. Yet, this approach still seems to be the norm. This effect seems general and one could imagine it showing up in other critical tasks like baggage handling or automatic target recognition systems for the military where a missed target could also be a matter of life or death. It is hoped that this dissertation is able to contribute in some small way towards addressing these concerns by initiating an area of research into new ways to present classifier output to humans so that the strengths of each are maximized while their deficiencies are minimized.
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