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Earth’s inner magnetosphere is a highly dynamic region consisting of various charged particle populations and current systems. Composed of relativistic electrons and protons, the radiation belt is a hazardous environment for both spacecraft and humans in space; while the variations of ring current, an electric current flowing around Earth consisting of energetic ions and electrons, can cause severe disruption of electrical systems on the ground. In the following, we focus on the dynamics of relativistic electrons (>~100 keV) in the inner radiation belt and slot region and energetic ions and electrons (>~keV) in the ring current, which are subject to influence from many different physical processes and commonly exhibit great changes on various spatial and temporal scales. Using data from SAMPEX and DEMETER satellites, we find that in the inner belt and slot region, though MeV electrons only exhibit flux enhancements during severe solar wind conditions, 100s of keV electron flux variations occur much more often. Using a radial diffusion model, a penetration event of 100s of keV electrons into the inner belt and slot region is modeled, and the results indicate that the penetration can be well explained by inward radial transport, but the radial diffusion coefficient is different from those of previous studies. Also, using data from the Van Allen Probes, we perform detailed analysis of 100s of keV electron pitch angle distributions (PADs) in the inner belt and slot region. A new type of PADs with minima at 90° persistent near the magnetic equator is unveiled, which is contradictory to the theoretical predictions from known physical processes and shows the complexity in the inner belt dynamics. Finally, the evolution of ring current ions and electrons are investigated during geomagnetic storms using data from the Van Allen Probes. The contribution of electrons and ions to the ring current energy is calculated and intriguing results are found. Our studies on the energetic electrons and ions in the inner belt, slot region and ring current contribute to a more comprehensive picture of inner magnetosphere dynamics.
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Chapter 1

Introduction

The Earth’s magnetosphere is a tear-shaped cavity which is formed as the solar wind interacts with the Earth’s magnetic field. Close to Earth, the Earth’s inner magnetosphere is the region where the geomagnetic field resembles the dipole field. Various charged particle populations and current systems exist in the Earth’s inner magnetosphere, which pose potential threats to the spacecraft and human in the space and technical systems on the ground. Energetic electrons (with energies > ~ keV) in the inner magnetosphere are subject to influence from many different physical processes and exhibit great variations on different spatial and temporal scales. Relativistic electrons (> ~ 100 keV) in the inner magnetosphere are distributed into the inner radiation belt and outer radiation belt, with the slot region in between separating the two belts; while ions and electrons with relatively lower energies (> ~ keV) flowing around Earth contribute to the ring current and waves that interact with relativistic electrons.

Many studies have focused on the dynamics of relativistic electrons in the outer radiation belt; however, the energetic electrons in the inner belt, slot region, and ring current have received little attention in the past. Understanding the characteristics of energetic electrons and ions in these regions can contribute to a comprehensive understanding and a cohesive picture of the radiation belt and ring current dynamics and thus is very important in the study of Earth’s magnetosphere. This thesis mainly addresses this question and focuses on the dynamics of different charged particle populations in the inner belt, slot region and ring current.

I begin in Chapter 2 with a brief overview of the charged particles and waves in Earth’s inner magnetosphere. Detailed introduction to the charged particle’s motions, adiabatic invariants, diffusion processes, and wave-particle interactions are provided. Next, I introduce the radiation belts and radiation belt dynamics, including the transport, acceleration, and loss mechanisms. In particular, the dynamics of relativistic electrons in the inner radiation belt and slot region is reviewed in detail. A brief introduction of Earth’s ring current, including the
formation and decay, the introduction to the geomagnetic storms and Dst index, and the Dessler-Parker-Sckopke (DPS) relation, finishes up Chapter 2.

To investigate the dynamics of energetic ions and electrons in the inner magnetosphere, this thesis mainly focuses on several important populations: MeV electrons in the slot region, 100s of keV electrons in the slot region and inner belt, and energetic ions and electrons in the ring current. In Chapter 3, using data from SAMPEX satellite, we investigate the flux enhancement of MeV electrons in the low L region. The penetration of MeV electrons into the low L region is studied and the correlation between MeV electron flux enhancements in the low L region and geomagnetic activities/solar wind conditions are investigated. The sufficient and necessary solar wind conditions for MeV electron penetration into the slot region are examined, and the importance of electron flux preconditioning is revealed.

Though the penetration of MeV electrons into the slot region and inner belt is relatively rare, 100s of keV electron penetration into the low L region occurs much more often. In Chapter 4, using data from DEMETER satellite, I focus on the penetration of 100s of keV electrons into the slot region and inner belt. A specific penetration event is investigated and modeled with a radial diffusion model with diffusion coefficient as a function of solar wind parameters. The results indicate the importance of inward radial diffusion to the 100s of keV electron deep penetrations, and the radial diffusion coefficients derived from the model are also compared to those from previous studies.

Besides the radial diffusion, other physical processes also play important roles on the relativistic electron dynamics in the inner belt and slot region. The relativistic electron pitch angle distribution (PAD) is an important characteristic of radiation belt electrons and can give valued information on physical processes taking effect on relativistic electrons in a specific region. Using data from MagEIS instruments on the Van Allen Probes, 100s of keV electron PADs in the slot region and inner belt are investigated. A peculiar type of PADs with minima at 90° pitch angle (PA) is unveiled, which is contradictory with predictions from known theories and indicates the complexity of inner belt dynamics, and possible mechanisms are suggested.
Detailed analysis on different types of electron PADs in the low L region is also performed and the underlying physical processes are revealed. This study on relativistic electron PADs in the low L region gives us insight into the physical processes in this region and helps us better understand the inner belt and slot region dynamics.

In addition to the relativistic electrons in the radiation belt, understanding energetic particles in the ring current is also essential for understanding the inner magnetospheric dynamics. Though the energetic ions in the ring current have been extensively studied, the energetic electrons have received limited attention in the past. In Chapter 6 and 7, I focus on the evolution of energetic ions and electrons in the ring current during geomagnetic storm times respectively. Using comprehensive measurements from the Van Allen Probes, the energy densities and content of ring current ions and electrons are calculated for specific geomagnetic storms and their dependence on L shell and energy of particles is investigated. The contributions of ions with different species to the ring current energy are calculated and the important role of low energy ions to the ring current buildups is shown in Chapter 6. In Chapter 7, the role of energetic electrons in the ring current dynamics is investigated and the contribution of ring current electron to the ring current energy is calculated.

Finally, Chapter 8 summarizes the conclusions from this work and discusses some possible extensions and future work. The appendices cover some additional work from previous chapters.
Chapter 2

Relevant Background

2.1 Earth’s Inner Magnetosphere

Originated from the Sun, the solar wind is an outflow of tenuous plasma consisting of charged particles. As it flows past the Earth, the solar wind interacts with the Earth’s magnetic field and confines it into a tear-shaped cavity, which is known as the Earth’s magnetosphere. The boundary separating the solar wind and the Earth’s magnetosphere is the magnetopause. It is commonly located at a geocentric distance of ~10 \( R_E \) on the dayside, but under extreme solar wind conditions it can also move below ~6 \( R_E \). Inside the magnetopause, various particle populations and current systems exist and the space environment is dominated by the geomagnetic field. Figure 2.1 shows the configuration of Earth’s magnetosphere and numerous current systems populated in it [Kivelson and Russell, 1995].

Figure 2.1: A schematic of Earth's magnetosphere. From Kivelson and Russell [1995].
Close to Earth, the Earth’s inner magnetosphere is the region where the geomagnetic field resembles the dipole field. It includes the plasmasphere, radiation belts, and ring current. These overlapping regions are differentiated by charged particle populations. The charged particles and current systems existing in the Earth’s inner magnetosphere pose potential threats to the spacecraft and human in the space and technical systems on the ground, and thus it is very important for us to understand their characteristics and dynamics.

2.1.1 Particle Populations in Earth’s Inner Magnetosphere

The plasmasphere is a torus consisting of plasma with relatively high density (about $10^3$ – $10^5$ cm$^{-3}$) and low temperature (~ eV), which is located just above the ionosphere and extends to a geocentric distance of 2–6 R$_E$. It is mainly populated by H$^+$ and He$^+$, as well as a smaller portion of N$^+$, N$^{2+}$, O$^+$, O$^{2+}$, and He$^{2+}$. The outer boundary of plasmasphere is known as the plasmapause, which is formed as a result of the combination of charged particle motions of co-rotation and convection. The location of plasmapause is highly dynamic; it shrinks with increased geomagnetic activity and expands during geomagnetic quiet times. Under quiet solar wind conditions it often reaches the geosynchronous orbit, while during disturbed times it can get to as low as a geocentric distance of ~2 R$_E$.

Overlapping with the plasmasphere, the radiation belts, which are also called the Van Allen belts, are occupied by relativistic charged particles. The radiation belts include the inner radiation belt and outer radiation belt, while the region separating the two belts is called the slot region. The outer radiation belt is populated by relativistic electrons, while the inner radiation belt is populated by highly energetic protons with energies of tens of MeV and above. Recent observations also show the abundance of hundreds of keV electrons in the inner radiation belt. The slot region is usually devoid of energetic particles. However, under extreme solar wind conditions and intense geomagnetic storms, the slot region can also be filled with energetic electrons.
The ring current is a near-equatorial electric current, located between geocentric distances of ~2 RE and ~9 RE, flowing toroidally around Earth. It mainly consists of ions with energies of a few keV to hundreds of keV, while electrons with energies of keV to hundreds of keV also contribute to it. The main carrier of quiet time ring current is believed to be protons with energies of tens to hundreds of keV, while as the geomagnetic activity increases, heavy ions, such as O\(^+\) and He\(^+\), account for a significant portion of ring current energy and may even dominate under very intense geomagnetic activity.

2.1.2 Charged Particle Motion in the Geomagnetic Field

The energetic particles trapped within the Earth’s inner magnetosphere execute three distinct forms of periodic motion: cyclotron motion around a magnetic field line, bounce motion between magnetic mirror points, and azimuthal drift motion around the Earth with electrons drifting eastward and ions drifting westward (see Figure 2.2).

A charged particle with mass \(m\) and charge \(q\) trapped in the geomagnetic field gyrates around the magnetic field line under the influence of \(\vec{v} \times \vec{B}\) force with a gyroradius of \(\frac{mv_r}{B|q|}\) at a frequency of \(\frac{B|q|}{m}\), where \(\vec{B}\) is the local magnetic field and \(v_r\) is the component of velocity \(\vec{v}\) that perpendicular to the local magnetic field. The instantaneous center of particle’s gyration is known as the guiding center. Also, the gyrating charged particle travels along the magnetic field lines and bounce between two mirror points if the particle has a nonzero component of velocity that is parallel to the local magnetic field. In addition, if there is any other external forces that have perpendicular component to the local magnetic field, the charged particle will also drift at a direction perpendicular to the external force and local magnetic field at a speed of \(v_d = \frac{\vec{F} \times \vec{B}}{qB^2}\). In the inner magnetosphere, the external forces can be from gravity, the electric field, or the gradient or curvature of the magnetic field. The timescales for gyration, bounce motion and drift motion are distinct. For example, for 1 MeV electrons with equatorial pitch angle of 60° at
geosynchronous orbit, the periods of gyration is about $10^{-3}$ s, of bounce motion is about 0.5 s, and of azimuthal drift motion is about 10 min.

Figure 2.2: Three characteristic motions of charged particles trapped in the geomagnetic field. (Adapted from the image retrieved from http://www.spenvis.oma.be/help/background/traprad/traprad.html)

In addition, there are another two important parameters for charged particles in the geomagnetic field: the pitch angle and L shell. The pitch angle is the angle between the particle’s velocity vector and the local magnetic field vector. The distribution of particle fluxes as a function of pitch angle, also called the pitch angle distribution (PAD), is an important characteristic which indicates the physical processes that are taking effect in a specific region. The L shell, also known as the drift shell, specifies a surface on which the guiding center of particle drifts around the Earth. In a dipole field, L shell is introduced as $L = \frac{r_0}{R_E}$, where $r_0$ is the geocentric distance of the intersection of a field line with Earth’s magnetic equator. Different definitions of L shells have been used in the space physics, and the most commonly used ones are McIlwain L [McIlwain, 1961] and the Roederer L (also known as $L^*$) [Roederer, 1970]. The McIlwain L is defined as a function of magnetic field magnitude B and integral invariant I (which will be discussed in the following subsection) and is the analog of the radial distance of
the drift shell at the magnetic equator in a dipole field. The Roederer L is correlated with the third adiabatic invariant and will be discussed in the following subsection. It is worth mentioning that unlike the dipole L, both McIlwain L and Roederer L are dependent on the particle’s equatorial pitch angle.

### 2.1.3 The Adiabatic Invariants and Diffusion Processes

Corresponding to three distinct motions, there are three adiabatic invariants, μ, K, and Φ, which are conserved during slow electric and magnetic field fluctuations (comparing to the periods of three motions). The first adiabatic invariant, μ, also known as the magnetic moment, can be expressed as

\[
\mu = \frac{p_\perp^2}{2m_0B}
\]

where \(p_\perp\) is the relativistic momentum component perpendicular to the local magnetic vector, \(m_0\) is the rest mass of particle, and \(B\) is the local magnetic field magnitude. Conservation of the first adiabatic invariant is equivalent to conservation of magnetic flux passing through the particle’s orbit of cyclotron motion.

The second adiabatic invariant, \(J\), is conserved during field changes which are slow compared to the period of particle’s bounce motion. It can be written as

\[
J = 2\sqrt{2m_0\mu} \int_{s_m}^{s'_m} \sqrt{B_m - B(s)} ds
\]

where \(s_m\) and \(s'_m\) are mirror points at northern/southern hemisphere, \(B_m\) and \(B(S)\) are the magnetic field strength of mirror points and position \(S\) respectively, and \(ds\) is the distance along the magnetic field line. Sometimes \(K\) and \(I\) are also used as invariants related to the second adiabatic invariant, which are defined as

\[
K = \int_{s_m}^{s'_m} \sqrt{B_m - B(S)} ds
\]

\[
I = \int_{s_m}^{s'_m} \sqrt{1 - B(S)/B_m} ds
\]
$K$ and $I$ are quantities that only related to the particle’s mirror points (or equivalently, the particle’s equatorial pitch angle) and the magnetic field configuration.

Corresponding to the particle’s drift motion, the third adiabatic invariant $\Phi$ represents the magnetic flux encompassed by the particle’s drift shell, which can be calculated as

$$\Phi = \oint \vec{A} \cdot d\vec{x}$$

where $\vec{A}$ is the magnetic vector potential and $d\vec{x}$ is a vector along a curve that lies in the particle’s drift shell. The third adiabatic invariant is conserved if the field changes are slower than the particles’ drift period and is also a field-related quantity which is independent of particle’s charge, energy and mass. Related to the third adiabatic invariant, the Roederer L, also known as $L^*$, is defined as the radial distance in earth radii to the equatorial point of the shell on which the electron would be found, if all non-dipolar perturbations of the magnetic field are adiabatically turned off [Roederer, 1970], and can be calculated using the third adiabatic invariant as

$$L^* = \frac{2\pi M}{|\Phi|R_E}$$

where $M$ is the Earth’s dipole magnetic moment and $R_E$ is the Earth’s radius. It is obvious that conservation of the third adiabatic invariant is equivalent to conservation of $L^*$.

Related to three adiabatic invariants, another important quantity in radiation belt studies is the phase space density. The phase space density (PSD) is the distribution function of particles in six-dimension phase space and can be represented as $f(x, y, z, p_x, p_y, p_z)$. In terms of three adiabatic invariants, the PSD can also be equivalently written as $f(\mu, K, L^*, \phi_1, \phi_2, \phi_3)$, where $\phi's$ are corresponding phases of three periodic motions. In the radiation belt studies, due to limited observations, the phase-averaged PSD $f(\mu, K, L^*)$ is commonly used.

The three adiabatic invariants are conserved during slow field changes. However, if the field is changing at some frequencies near the frequencies of particle’s adiabatic motions, it can violate the corresponding adiabatic invariants through resonant interaction. The violation of adiabatic invariants leads to a net diffusive process, which moves particles from high-
concentration region to low-concentration region and thus can be either a source process or a loss process. There are several distinct diffusion processes: the radial diffusion process caused by the violation of the third adiabatic invariant permits transport of the particles across field lines; while the pitch angle diffusion and energy diffusion caused by the violation of first two adiabatic invariants alters the particle pitch angle and particle energy, respectively. Figure 2.3 shows a schematic of radial diffusion and pitch angle diffusion processes. The diffusion processes can be caused by various electrostatic and electromagnetic waves in Earth’s inner magnetosphere.

![Diagram of diffusion processes](image)

Figure 2.3: A schematic of radial diffusion and pitch angle diffusion processes. From Roederer [1970].

### 2.1.4 Magnetospheric Waves and Wave-Particle Interaction

Various waves exist in the inner magnetosphere, which can cause the violation of adiabatic invariants and thus the diffusion processes of charged particles in the inner magnetosphere. Figure 2.4 shows schematic wave maps under quiet and active geomagnetic activity conditions [Shprits et al., 2008]. As shown in Figure 2.4, the most common waves in the inner magnetosphere include the ULF waves, whistler mode chorus waves, plasmaspheric hiss waves, EMIC waves, lightning-generated VLF waves, VLF waves from man-made transmitters,
and, though not shown in Figure 2.4, fast magnetosonic waves. Different waves exist in different regions and take effect on different charged particle populations.

![Figure 2.4: The schematics of distribution of waves in Earth’s inner magnetosphere during geomagnetic quiet times and storm times. From Shprits et al. [2008].](image)

The ULF waves, existing in the inner magnetosphere during both geomagnetic active times and quiet times, can have drift resonant interaction with charged particles and cause radial diffusion, thus are believed to play a very important role in the energization of charged particles in the inner magnetosphere [e.g., Hudson et al., 2000; Elkington et al., 1999, 2003]. The whistler mode chorus waves, existing outside the plasmasphere primarily in the dawn side, can cause the violation of first adiabatic invariant and acceleration of relativistic electrons, which is also a very important mechanism for the fast energization of radiation belt electrons [e.g., Horne and Thorne, 1998; Horne et al., 2005]. Existing inside the plasmasphere, the whistler mode hiss waves can cause pitch angle diffusion and thus loss of energetic electrons to the atmosphere (precipitation), and is considered as one of the important loss mechanisms for relativistic electrons inside the plasmasphere [e.g., Meredith et al., 2004, 2007]. EMIC waves existing primarily on the dusk sector and plasmaspheric plume can cause loss of ultra-relativistic electrons [e.g., Li et al., 2007;
Lightning-generated VLF waves and VLF waves from transmitters can interact with radiation belt electrons and cause particle precipitation [e.g., Abel and Thorne, 1998; Sauvaud et al., 2008]. Fast magnetosonic waves, also known as equatorial noise, have attracted a lot of attention recently due to the fact that they can energize relativistic electrons in a wide L range [e.g., Horne et al., 2007] and are also suggested as a mechanism for removing equatorially mirroring relativistic electrons [e.g., Chen et al., 2015]. Those waves exist in the different regions in the inner magnetosphere, occur at different times, and work as source or loss processes for the charged particles in the inner magnetosphere with distinct energies.

The magnetospheric waves can violate the adiabatic invariants through resonant interactions with particle’s adiabatic motions, and violation of adiabatic invariants leads to a net diffusive process that smooth out the distributions of charged particles. The resonant interaction can occur between magnetospheric waves and three adiabatic motions of charged particles as long as the resonance condition is met. Specifically, the resonant interaction between magnetospheric waves and particle’s cyclotron motion, also known as cyclotron resonance, can occur under the condition that

\[ \omega - k_{\parallel} v_{\parallel} = \frac{n\Omega}{\gamma} \]

where \( \omega \) is the wave frequency, \( k_{\parallel} \) is the parallel component of the wave vector to the magnetic field, \( \Omega \) is the gyrofrequency of the charged particle, \( v_{\parallel} \) is the parallel component of the particle’s velocity to the magnetic field, \( \gamma \) is the Lorentz factor, and \( n \) is an integer. The whistler mode chorus waves are shown to be able to energize electrons to MeV energies in the outer radiation belt through cyclotron resonance [e.g., Horne and Thorne, 1998].

2.2 **Earth’s Radiation Belts**

The Earth’s radiation belts are regions deep within the magnetosphere which consist of relativistic ions and electrons magnetically trapped by the geomagnetic field (see Figure 2.5). The outer radiation belt, which mainly consists of relativistic electrons, is highly dynamic and
exhibits great variations during geomagnetic storms. The inner radiation belt, which mainly consists of relativistic protons and electrons (with energies primarily below ~800 keV), is thought to be relatively stable. Separating the inner and outer radiation belts is a region called the slot region, which is usually devoid of relativistic electrons, while during geomagnetic active times the slot region can also be filled with relativistic electrons [e.g., Blake et al., 1992; Li et al., 1993; Baker, 2004; Zhao and Li, 2013a, 2013b; Baker et al., 2013, 2014].

Figure 2.5: The schematic of radiation belts with locations of multiple satellites. Red color of radiation belts indicates higher flux levels of relativistic particles while blue color indicates lower flux levels. The image is retrieved from http://www.nasa.gov/mission_pages/sunearth/news/gallery/20130228-radiationbelts.html.

The radiation belts are highly dynamic regions and are subject to substantial variations, especially during geomagnetic disturbed times. Figure 2.6 shows the daily-averaged fluxes of relativistic electrons with various energies as a function of L shell and time over three years from September 2012 to October 2015, using measurements from Van Allen Probe – A. The flux
Figure 2.6: Daily-averaged fluxes of electrons with energies of ~110 keV, ~460 keV, ~1060 keV, ~2.1 MeV, and ~4.2 MeV from September 2012 to October 2015, using data from MagEIS and REPT instruments on the Van Allen Probe - A.

variations of electrons with various energies as shown in Figure 2.6 occurred frequently and are significant. In the outer radiation belt, the fluxes usually vary orders of magnitude even for ultra-relativistic electrons; while in the inner radiation belt, the fluxes of <~500 keV electrons also exhibit great changes, and those electrons frequently penetrate through the slot region. Note that the locations of slot region, where the electron fluxes are usually very low, for electrons of different energies are different: for electrons with higher energies, the slot region tends to be closer to Earth. It is also worth mentioning that in Figure 2.6 the high levels of fluxes of ~1060 keV and 4.2 MeV electrons in the inner belt are not real and likely due to the contamination from very energetic protons persistently existing in the inner belt.
The highly dynamic nature of radiation belts attracts a lot of attention and various transport, acceleration, and loss mechanisms have been proposed to explain the variations of radiation belt electrons. Some popular mechanisms are introduced in the following subsection.

2.2.1 Adiabatic Effect

Before reviewing source and loss processes of radiation belt electrons, the adiabatic effect (Dst effect) should be introduced. The adiabatic effect is a reversible process that can cause temporary decrease or increase of electron’s energy. As the geomagnetic field configuration changes, which usually occurs during geomagnetic storms, due to the conservation of three adiabatic invariants electrons move inward or outward and get energized or decelerated. During a geomagnetic storm, the ring current develops and decreases the magnetic field strength inside it. As an example, for electrons with 90° pitch angles, to conserve the third adiabatic invariant, the drift shells expand and electrons move radially outward to regions with weaker magnetic field, and thus get decelerated to conserve the first adiabatic invariant. As the ring current decays and magnetic field strength inside the current starts to recover, the drift shells of electrons move back and electrons move inward and get energized again to conserve the adiabatic invariants. It has been shown that the adiabatic effect can cause flux changes of orders of magnitude [e.g., Kim and Chan, 1997], and this effect has influence on both electrons [e.g., Li et al., 1997] and protons [e.g., Lyons and Williams, 1976]. Though the adiabatic effect involves energization or deceleration of electrons, it is not a “real” source or loss process since in the phase space the electron phase space densities do not change during this process. The adiabatic effect can cause observed flux variations but differs from source and loss processes shown in the following subsections which involve a net energy gain or loss and changes of phase space densities.
2.2.2 Acceleration Mechanisms

There are two major acceleration mechanisms of relativistic electrons in the radiation belts: inward radial diffusion and local wave heating.

The inward radial diffusion energizes electrons by moving them radially inward while conserving the first and second adiabatic invariants [e.g., Fälthammar, 1965; Schulz and Lanzerotti, 1974]. Large-scale magnetic and electric field fluctuations in the magnetosphere with periods comparable to drift period of electrons can break the third adiabatic invariant and cause the radial diffusion. The net direction of radial diffusion is determined by radial gradient of electron PSD. If the electron PSD increases as L shell increases, then such large-scale field fluctuations will tend to smooth out the radial gradient and thus cause inward radial diffusion. The electrons are brought to regions with stronger magnetic field during inward radial diffusion. As the first adiabatic invariant is conserved, perpendicular energies of electrons get preferentially energized and pitch angle distributions tend to be more peaked at 90°. Figure 2.7 (A) shows the expected PSD profile from the inward radial diffusion. In particular, ULF waves are believed to be a major contributor to the enhanced inward radial diffusion through drift resonant interaction with electrons. Observations show strong correlation between ULF waves and MeV electron enhancements in the outer radiation belt [e.g., Baker et al., 1998a, 1998b; Nakamura et al., 2002], and MHD simulations also confirm the important role of ULF waves in accelerating relativistic electrons [e.g., Elkington et al., 1999; Hudson et al., 2000].

Another important energization mechanism for radiation belt electrons is local wave heating, which is caused by wave-particle interaction. As mentioned in the previous subsections, the cyclotron resonance of wave and charged particles can cause pitch angle diffusion and energy diffusion. With preferred conditions, electrons can be accelerated to higher energies through energy diffusion on a timescale of multiple cyclotron periods. The whistler mode chorus waves existing outside the plasmasphere are shown to be capable of energizing energetic electrons to higher energies in the outer radiation belt and play critical role in MeV electron flux.
enhancements [e.g., Horne and Thorne, 1998; Horne et al., 2005]. Besides chorus waves, the fast magnetosonic waves have also been shown to be able to accelerate energetic electrons both inside and outside the plasmasphere [e.g., Horne et al., 2007]. Different from inward radial diffusion, local heating usually creates a PSD radial profile that peaks at some L shell, as shown in Figure 2.7 (B).

Figure 2.7: A schematic of the radial profiles of phase space density expected from (A) inward radial diffusion and (B) local wave heating. From Reeves et al. [2013].

A lot of effort has been made to identify the dominant acceleration mechanism in the outer radiation belt, and the relative importance of inward radial diffusion and local heating is still under debate [e.g., Li et al., 1997; Brautigam and Albert, 2000; Chen et al., 2007; Throne et al., 2010, 2013; Reeves et al., 2013; Jaynes et al., 2015]. Though the PSD radial profiles expected from inward radial diffusion and local wave heating are different, it is not easy to judge the most important mechanism responsible for electron acceleration just based on PSD radial profiles. This is mainly due to the lack of measurements with sufficient temporal and spatial coverage, and concurrent energization and loss processes. A local PSD peak can be generated by local wave heating, but can also be developed as a combination of inward radial diffusion and simultaneous loss in high L region. Similarly, a positive PSD radial gradient can be formed as a result of inward radial diffusion alone, but can also be expected from local heating with subsequent radial diffusion. And recently many studies focus on the combined effect of local heating and radial diffusion to radiation belt electron enhancements [e.g., Thorne et al., 2013;
Jaynes et al., 2015]. Figure 2.8 illustrates the role of chorus wave heating and radial diffusion in enhancing radiation belt electron fluxes during storm times.

Figure 2.8: A schematic of acceleration processes for radiation belt electrons during storm times. From Thorne et al. [2013].
2.2.3 Loss Mechanisms

The ultimate sinks of radiation belt electrons are the magnetopause and atmosphere. Thus magnetopause shadowing and precipitation into the atmosphere are two of most important loss mechanisms of radiation belt electrons.

Magnetopause shadowing is a process of radiation belt electrons drifting to the magnetopause and being lost to the solar wind. During geomagnetic quiet times, generally, the magnetopause is located at a geocentric distance of ~10R_E at the dayside. However, during geomagnetic disturbed times, if solar wind dynamic pressure increases, the magnetopause can be pushed into lower L shells and sometimes can even move inside of geosynchronous orbit. As the magnetopause moves in or electrons move out, electrons whose drift paths intersect the magnetopause will be lost. Magnetopause shadowing has been shown to be an effective mechanism for the loss of radiation belt electrons during storm times [e.g., West et al., 1972; Ukhorskiy et al., 2006; Turner et al., 2012].

Precipitation into the atmosphere is another important loss process of radiation belt electrons. Pitch angle diffusion caused by wave-particle interaction can scatter electrons into the loss cone and cause precipitation into the atmosphere. In the radiation belts, various waves can cause pitch angle diffusion of relativistic electrons through wave-particle interaction. The most common waves are whistler mode hiss waves, chorus waves, and EMIC waves. Responsible for pitch angle scattering inside the plasmasphere, the whistler mode hiss waves are considered to be a major contributor to the loss of relativistic electrons with a wide energy range (~10s of keV to > MeV) during both geomagnetic disturbed times and quiet times, and is thought to be responsible for the formation of the slot region [e.g., Lyons et al, 1972; Lyons and Thorne, 1973; Abel and Thorne, 1998; Meredith et al., 2006, 2007]. The wave-particle interaction caused by whistler mode chorus waves was introduced as an energization mechanism in the previous subsection, however, it can also be a loss mechanism. The chorus waves can scatter energetic electrons outside the plasmasphere and cause microbursts, which are the rapid bursts of precipitation
lasting less than 1s [e.g., Lorentzen et al., 2001; O’Brien et al., 2004; Thorne et al., 2005]. EMIC waves, existing preferentially in the dusk side and plasmasphere drainage plume, are considered to be able to cause resonant interaction and loss of ultra-relativistic electrons and are thought to be the cause of precipitation bands, which are rapid precipitations with durations of ~10s of seconds [e.g., Blum et al., 2013, 2015; Usanova et al., 2014].

On the other hand, the outward radial diffusion can also be a loss process of radiation belt electrons. Similar to inward radial diffusion which energizes electrons as they move to stronger magnetic field regions, outward radial diffusion deaccelerates electrons as electrons move to regions with weaker magnetic field and conserve the first and second adiabatic invariants. The outward radial diffusion requires a negative PSD radial profile, which usually can be produced by relativistic electron losses to the magnetopause [e.g., Shprits et al., 2006; Turner et al., 2012].

### 2.2.4 Electrons in the Inner Radiation Belt and Slot Region

The outer radiation belt is highly dynamic and usually attracts a lot of attention, while the inner radiation belt and slot region have been significantly neglected for the past several decades.

One reason for the neglect is that the inner radiation belt and slot region are thought to be quite stable and limited variations only happen during very intense geomagnetic storms or extreme solar wind conditions [e.g., Bostrom et al., 1970; Blake et al., 1992; Li et al., 1993; Baker et al., 2007; Li et al., 2009; Zhao and Li, 2013a; Baker and Blake, 2013; Baker et al., 2014]. However, though the inner belt and slot region are relatively stable for >MeV electrons and highly energetic protons, new observations show that they are actually quite active for 100s of keV electrons [e.g., Sauvaud et al., 2008; Selesnick et al., 2013; Zhao and Li, 2013b; Zhao et al., 2014a, 2014b].

Another reason for the lack of attention to the inner belt and slot region electrons during the past decades is data with limited quality, due to the contamination from the very energetic inner belt protons [e.g., Selesnick et al., 2014] and also from sometimes newly formed very
energetic electrons and protons in the slot region [Blake et al., 1992; Li et al., 1993; Hudson et al., 1995; Baker et al., 2004a]. Although many energetic electron flux measurements in the inner radiation belt suffer from energetic proton contamination, data from the Instrument for the Detection of Particle (IDP) onboard the Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions (DEMETER) satellite [Sauvaud et al., 2006] are believed to be relatively clean, since the energy spectrum measured by IDP shows a series of peaks at discrete energies consistent with energetic electrons interacting with VLF waves and thus confirms the effectiveness of the IDP spectrometer in the inner radiation belt [Sauvaud et al., 2006, 2008; Selesnick et al., 2013]. Furthermore, the newly available comprehensive and clean data from Van Allen Probes [Kessel et al., 2013] provide an unprecedented opportunity to study the details of relativistic electrons in the slot region and inner belt.

In addition, the source and loss processes in the inner belt and slot region were thought to be well understood, which is also a reason for the lack of attention of the inner belt and slot region over past decades. The most important source processes for the inner belt particles were recognized to be cosmic ray albedo neutron decay (CRAND) and inward radial diffusion [e.g., Walt and Farley, 1976]. CRAND was determined not to be a significant source of trapped electrons though it is an important source of relativistic protons [e.g., Kellogg, 1960; Lenchek et al., 1961; Pizzella et al., 1962]. Radial diffusion has long been considered one of the most important acceleration mechanisms for radiation belt electrons. It energizes electrons by bringing them inward where magnetic fields are stronger while conserving the first adiabatic invariant [e.g., Schulz and Lanzerotti, 1974]. The loss processes for inner belt electrons were recognized to be Coulomb collisions with atmospheric constituents and pitch angle diffusion via wave-particle interactions. Atmospheric collisions dominate energetic electron loss only for $L < 1.3$ [Walt, 1964]; while above $L = 1.3$, wave-particle interaction plays an important role in the loss of energetic electrons [e.g., Abel and Thorne, 1998]. The most important waves in the inner belt causing the loss of inner belt electrons are plasmaspheric hiss waves, VLF waves from high powered VLF transmitters, and lightning-generated VLF waves. Through the pitch angle
diffusion together with Coulomb collisions, these waves account for relativistic electron loss in the inner radiation belt. Also, the slot region is believed to form as a balance between the inward radial diffusion of electrons and pitch angle diffusion caused by wave-particle interaction [e.g., Lyons et al., 1972; Abel and Thorne, 1998; Kim et al., 2011]. Lyons et al. [1972] and Lyons and Thorne [1973] explained the formation of the slot region and predicted the pitch angle distributions in the slot region through simulation of wave-particle interaction. However, some new observations of Van Allen Probes in the inner belt and slot region, which will be discussed later in this thesis, show intriguing features of inner belt and slot region electrons which cannot be well explained by these known physical processes. These observations show the complexity of inner belt and slot region dynamics which has not been well understood and thus requires further attention.

2.3 Earth’s Ring Current

The ring current is a toroidal electric current flowing around Earth (as shown in Figure 2.9). It is generally located at a geocentric distance between ~2 \( R_E \) and 9 \( R_E \). The charged particle pressure gradient and azimuthal drift motion of charged particles in the geomagnetic field form the ring current. The main carrier of the ring current is believed to be ions with energies from \(~\text{keV}\) to 100s of keV [e.g., Frank, 1967a; Smith and Hoffman, 1973; Berko et al, 1975; Williams, 1981; Krimigis et al., 1985; Daglis et al., 1993], while electrons with energies from \(~\text{keV}\) to 10s of keV also contribute to the ring current [e.g., Frank, 1967; Deforest and McIlwain, 1971; Liu et al., 2005; Jordanova and Miyoshi, 2005; Zhao et al., 2015b]. During quiet geomagnetic activities, the ring current mainly consists of 100s of keV protons [e.g., Williams, 1981]; but during geomagnetic disturbed times, heavy ions can significantly contribute to the ring current energy and play important roles in the ring current dynamics [e.g., Krimigis et al., 1985; Hamilton et al., 1988; Roeder et al., 1996; Greenspan and Hamilton, 2000].
2.3.1 Formation and Decay

The most popular mechanisms that contribute to the ring current generation include the earthward convection of plasma sheet particles due to enhanced $E \times B$ drift, substorm injections, ionosphere outflows, and inward transport of previously trapped particles [e.g., Lyons and Williams, 1984; Daglis et al., 1999]. Sheldon and Hamilton [1993] studied the transport of ring current ions using the standard radial diffusion model and showed good agreement between model results and data from AMPTE/CCE for $E > 30$ keV ions at $L > 4$, indicating that for higher energy ring current ions radial diffusion is an important mechanism causing flux enhancements. Gerrard et al. [2014], using data from the Radiation Belt Storm Probes Ion Composition Experiment (RBSPICE) onboard the Van Allen Probes, showed observations of quiet time He ion which suggest inward radial diffusive motion of He ions that were previously injected into higher $L$ shells. Gkioulidou et al. [2014, 2015], also using data from the RBSPICE instrument, investigated the ion injections during the ring current buildups and concluded that the small-scale ion injections could make a substantial contribution to the ring current buildups. On the other
hand, the decay of ring current ions are believed to be mainly caused by charge exchange processes [e.g., Smith and Bewtra, 1978; Jorgensen et al., 2001] and pitch angle scattering by plasma waves, e.g., EMIC waves and magnetosonic waves [e.g., Daglis et al., 1999], while the decay of ring current electrons is mainly caused by wave-particle interactions.

The direct sources of ring current particles are thought to be the plasma sheet and ionosphere. Since the particles in the plasma sheet are thought to have both ionospheric and solar wind origins, the ultimate sources of ring current particles are solar wind and ionosphere. However, the relative importance of these two sources is still under considerable debate. The composition information of the ring current, especially the relative abundance of O\(^+\), is extremely important for the solution of this problem since the vast majority of O\(^+\) in the inner magnetosphere comes from the ionosphere. The relative abundance of O\(^+\) has been intensively studied [e.g., Gloeckler et al., 1985; Krimigis et al., 1985; Hamilton et al., 1988; Roeder et al., 1996; Greenspan and Hamilton, 2002; Zhao et al., 2015a]. It is widely believed that during geomagnetic quiet times, the ring current mainly consists of protons, while during storm times, O\(^+\) ions account for a significant portion of the ring current energy and may even dominate during very intense storms [e.g., Gloeckler et al., 1985; Hamilton et al. 1988; Greenspan and Hamilton, 2002].

2.3.2 The Geomagnetic Storm and Dst Index

The enhancement of the ring current is responsible for worldwide depressions in the horizontal component of Earth's surface magnetic field, which are known as geomagnetic storms. Intense geomagnetic storms can cause severe disruption of electrical systems on the ground. The Dst index, which is derived based on the measurements from four magnetometers near the equator and shows the perturbation of the horizontal component of geomagnetic field at the center of the Earth, is generally used as an indicator of geomagnetic storms and a proxy of ring current [Sugiura and Kamei, 1991]. Usually, a geomagnetic storm is identified if the Dst index
reaches below -20 nT [Gonzalez et al., 1994]. The geomagnetic storms can be categorized using the minimum Dst index during the storms. Typically, a geomagnetic storm is categorized as a small storm with the minimum Dst index of \(-20 - -50\) nT, as a moderate storm with the minimum Dst index of \(-50 - -100\) nT, and as an intense storm with the minimum Dst index less than \(-100\) nT. Figure 2.10 shows the Dst index during an intense storm of July 1984.

![HOURLY Dst VALUES FOR THE JULY 12-16, 1982 STORM](image)

Figure 2.10: The Dst index during an intense geomagnetic storm of 12-16 July 1982. From Gonzalez et al. [1994].

The geomagnetic storm is typically composed of several phases: initial phase, main phase and recovery phase. Some geomagnetic storms begin with a sudden impulse in the Dst index caused by the interplanetary shock, which is known as the storm sudden commencement. Following the storm sudden commencement, the initial phase is a period of increased solar wind dynamic pressure, during which the Dst index tends to be positive due to the enhanced magnetopause currents. The main phase is a period during which the ring current builds up and decreases the magnetic field strength inside the current and thus the Dst index decreases. And
after the Dst index reaches its minimum value, it recovers gradually to the quiet time values as the ring current decays; this period is called the recovery phase.

Though designed to indicate the strength of the ring current, the Dst index is also influenced by multiple magnetospheric current systems. Ground-induced current may influence the magnetic field strength at the equator and thus the Dst index. Dessler and Parker [1959] showed that, theoretically, a perfectly diamagnetic Earth can increase the impressed magnetic field by \( \sim 50\% \) at the equator. Langel and Estes [1985] also showed that the induced internal magnetic field magnitude is about \( 24\%/29\% \) of the near-Earth external field at the dusk/dawn sector respectively. The magnetotail current system could also contribute to the Dst index significantly. Turner et al. [2000] studied the contribution of the magnetotail currents to the Dst index using T89 and T96 dynamic geomagnetic field models and concluded that the contribution during moderate storms is about 25%. Ganushkina et al. [2004] showed the dominant role of near-Earth tail currents to the Dst index during moderate geomagnetic storms through modeling of storm-time magnetospheric magnetic field. Tsyganenko and Sitnov [2005] also showed that the major contributions to the Dst index are from the symmetric ring current and near-Earth tail currents, while the tail currents actually dominate at the storm main phase. Magnetopause currents would also contribute to the magnetic field perturbation at Earth’s surface [e.g., Burton et al., 1975; O’Brien and McPherron, 2000; Zhao et al., 2011]. Burton et al. [1975] investigated the influence of magnetopause currents to the Dst index and suggested using equation \( Dst^* = Dst - b\sqrt{P} + c \) to remove the contribution of magnetopause currents, where \( Dst^* \) is the pressure-corrected Dst index, \( P \) is the solar wind dynamic pressure, \( b \) and \( c \) are constants.

2.3.3 The Dessler-Parker-Sckopke (DPS) Relation

The magnetic field perturbation at the center of the Earth is shown to be correlated with the total kinetic energy of particles in the ring current, and this correlation can be expressed as a
simple equation, called Dessler-Parker-Sckopke (DPS) relation [Dessler and Parker, 1959; Sckopke, 1966]:

\[
\frac{\Delta B}{B_S} = -\frac{2E}{3E_M}
\]

where \(\Delta B\) is the magnetic perturbation at the center of the Earth, \(B_S\) is Earth’s magnetic field at Earth’s surface, \(E_M\) is the total energy of Earth’s dipole field above Earth’s surface, and \(E\) is the total kinetic energy of particles drifting around Earth. This relation has been proved to be valid for any steady distributions of trapped particles in the Earth’s magnetic field [Sckopke, 1966].

The DPS relation has been verified through some previous studies. For example, Frank [1967b], using data from OGO 3, investigated the temporal variations of the energy densities of 200 eV – 50 keV protons and electrons during two moderate geomagnetic storms and showed that the total kinetic energy of protons and electrons in the ring current is sufficient to account for the depression of Earth’s surface near-equatorial magnetic field using the DPS relation. However, the DPS relation also has some limitations on predicting magnetic field depressions according to the ring current particle measurements. This is mainly because the magnetic field perturbation as well as the Dst index are influenced by ground induced current and other current systems, e.g., the magnetopause current, magnetotail current, and the partial ring current. Hamilton et al. [1988], in their study of the evolution of ring current ions during the intense storm of February 1986, found that the measured energy content of ring current ions was less than the value predicted by the DPS relation by a factor of ~2. Turner et al. [2001] investigated the energy content of the ring current during geomagnetic storms using data from the Charge and Mass Magnetospheric Ion Composition Experiment (CAMMICE) instrument on the Polar spacecraft and found that based on the DPS relation the ring current ions contribute about half of the depression of Earth’s surface near-equatorial geomagnetic field on average.
Chapter 3

MeV Electrons in the Slot Region: Influence of the Solar Wind and Geomagnetic Storms on the Flux Enhancements

The following chapter is based on work that was published in Zhao and Li (2013a), Inward shift of outer radiation belt electrons as a function of Dst index and the influence of the solar wind on electron injections into the slot region, J. Geophys. Res. Space Physics, 118, 756–764, doi:10.1029/2012JA018179.

3.1 Introduction

Relativistic electrons in the inner magnetosphere are distributed into two regions: the inner radiation belt and the outer radiation belt. The inner radiation belt is relatively stable, while the outer radiation belt is highly dynamic and can exhibit great changes during geomagnetic storms. Geomagnetic storms can either increase or decrease relativistic electron fluxes in the outer radiation belt [Reeves et al., 2003]. Tverskaya et al. [2003] investigated storm-injected relativistic electrons during selected geomagnetic storms in 1993, 1997, 1998, and a great storm in April 2000 using SAMPEX, Polar, and the highly elliptical orbit (HEO) 1997-068 observations and found a strong correlation between the absolute value of the minimum Dst index (Dst$_{\text{min}}$) and the radial position of the intensity peak of electrons during the recovery phase of a storm. Iles et al. [2002] also confirmed that the L location of the peak electron count rate enhancement during geomagnetic storms from January 1995 to March 1998 has a dependence on Dst* by using data from microsatellites the Space Technology Research Vehicle (STRV). More recently, Zheng et al. [2006], using SAMPEX 2-6 MeV electron data, showed that the penetration distance of 2-6 MeV electrons during geomagnetic storms with Dst$_{\text{min}}$ < -130 nT from 1992 to 2004 has a good correlation with Dst$_{\text{min}}$ delayed by 3 d.

Separating the inner and outer radiation belts is a region called the slot region, which is usually devoid of relativistic electrons. The formation of the slot region is believed to be due to
the balance between the inward transport of electrons and pitch angle diffusion [Lyons and Thorne, 1972]. During intense solar wind conditions, however, the slot region can be filled with relativistic electrons [e.g., Blake et al., 1992; Li et al., 1993; Baker et al., 2004a]. After filling, the electrons in the slot region subsequently decay. In the slot region, the lifetimes of electrons of different energies can be quite different [e.g., Fennell et al., 2005]. For 2-6 MeV electrons, it can vary from several days to a few weeks at different L [Baker et al., 2007]; in the center of the slot region (L=2.5), the lifetime of 2-6 MeV electrons is about 3.6±1.6 d [Meredith et al., 2009].

In this chapter, we examine the relationship between different definitions of L location of 2-6 MeV electron penetrations and minimum Dst index during all moderate and intense isolated storms from 1995 to 2004. We use daily averaged 2-6 MeV electron flux data from SAMPEX, which operates in a near-circular orbit with an altitude of 520 by 670 km and an 82° inclination [Baker et al., 1993]. The electron flux data are sorted by L shell with ΔL = 0.1. By using a wide intensity range of storms, with Dst\textsubscript{min} from -50 nT to around -400 nT, and multiple L location definitions, we show the correlation between L location and Dst index in more depth than previous work. We also investigate electron flux during isolated storms at each L shell and the sum of electron fluxes throughout the slot region and outer belt, and find that almost all storms show flux enhancements at some L shell, but only about 40% of the storms cause increases of the total electron flux between L=2 and L=7, 20% cause decreases, and 40% produce no change. Additionally, using daily averaged 2-6 MeV electron flux data and 5 min solar wind data from OMNI Web, we perform a survey of the relationship between 2-6 MeV electron penetrations into the slot region and solar wind conditions, comparing the relative effectiveness of solar wind parameters and their combinations. In addition to solar wind conditions, we find another important factor, electron flux preconditioning, which greatly influences the likelihood of electron penetrations into the slot region.
3.2 Relativistic Electron Penetrations and Dst Index

To investigate the relationship between the L location of 2-6 MeV electron penetrations and the minimum Dst index during geomagnetic storms, we examine daily averaged data from SAMPEX of 2-6 MeV electrons from 1995 to 2004. We define $L_{\text{lowest}}$ as the lowest L on which the flux changes by at least one order of magnitude, and $L_{\text{max flux}}$ as the L on which the flux at the end of penetration is the largest. Also, we define $L_{\text{max increase}}$ (by percentage/value) as the L of the maximum flux enhancement, that is, the L shell on which the flux increases most by percentage/value from the beginning of the storm to the end of penetration; $L_{\text{max variation}}$ (by percentage/value) is defined as the L of the maximum flux variation, that is, the L shell on which the flux increases most by percentage/value from the point of the lowest flux during the storm to the end of penetration.

![Figure 3.1](image_url): An illustration of the flux enhancement and flux variation during an isolated storm based on daily averaged 2-6 MeV electron flux data from SAMPEX. The dashed line marks the middle of the day of $Dst_{\text{min}}$. The fluxes averaged over the 3 d periods indicated by two gray blocks are defined to be the flux at the beginning of the storm (left) and the flux at the end of penetration (right), respectively. The asterisks represent the lowest fluxes during the storm at corresponding L shells.

Figure 3.1 shows an example of how to calculate the flux enhancement and variation. The dashed line marks the middle of the day of $Dst_{\text{min}}$. We define the flux at the end of a penetration...
as the averaged flux 2-4 d after the day of Dst_{min}, and this time period is indicated by the gray block on the right of Figure 3.1; the flux at the beginning of the storm is defined as the averaged flux 1-3 d before the day of Dst_{min}, indicated by the gray block on the left of Figure 3.1. The colored asterisks represent the lowest fluxes during the storm at corresponding L shells. As Figure 3.1 shows, the lowest fluxes during the storm at different L shells can occur at different days; at L=2.5, the flux variation is similar in magnitude to the flux enhancement, but at L=4 or L=6, the flux variations are much larger than the flux enhancements.

In this study, we broaden the size of storms and enlarge the number of selected storms from previous studies [e.g., Tverskaya et al., 2003] by using all moderate and strong storms (with Dst_{min}<-50 nT) during 1995-2004. To avoid the influence of multiple storms, we use isolated storms only in this study. We set the criteria for isolated storms as the following: first, only those storms with no other storms occurring within 7 d before or 4 d after are included; for some strong storms, the electron flux is not likely to be significantly influenced by much smaller storms nearby, thus we also include those intense storms that are much larger than other storms (with ΔDst_{min}>100 nT) that happen within 7 d before and 4 d after. Figure 3.2 shows an example of the storm selection criteria. In April 2000, three storms meet our criteria, as marked with red asterisks. For storms on 16 April and 24 April, no other storms occurred within 7 d before or 4 d after, so these two storms are included; the storm on 5 April, marked with the green asterisk, is not counted as an isolated storm because 2 d later another large storm occurred. The storm on 7 April, however, is included despite being only 2 d after a storm because it is much larger than the nearby storm. From January 1995 to June 2004, a total of 124 storms met these requirements; 10 of them were large storms with much smaller storms nearby, and among these 10 storms the closest smaller storm occurred about 1 d before. Excluding storms during which the SAMPEX data are not available, a total of 119 storms are investigated; also excluding storms during which the electron fluxes did not increase at any L shell from L=2 to L=7, finally, a total of 117 storms are used in the following study.
Figure 3.2: Selected isolated geomagnetic storms in April 2000. Three storms, marked with red asterisks, are selected according to our criteria, while the storm with the green asterisk is not included.

Figure 3.3 shows the six different L locations defined previously versus $|\text{Dst}_{\text{min}}|$ during 117 storms from 1995 to 2004. The magnitudes of the maximum flux, flux enhancement, and flux variation (by percentage/value) for each storm are also shown in Figure 3.3. $L_{\text{lowest}}$, $L_{\text{max}}^{\text{flux}}$ and $L_{\text{max}}^{\text{variation}}$ (by value) have the highest correlations with $|\text{Dst}_{\text{min}}|$, with correlation coefficients of 0.78, 0.83, and 0.87, respectively. For intense storms ($\text{Dst}_{\text{min}}<-100$ nT), the magnitudes of the maximum flux enhancement and variation are generally higher than for moderate storms ($-50$ nT $\leq \text{Dst}_{\text{min}} < -100$ nT). The results indicate that the location of relativistic electron deepest penetration, location of the maximum flux at the end of penetration, and location of the highest flux variation by value during geomagnetic storms have strong correlations with Dst index and thus the intensity of the storm. The stronger the storm, the further inward electrons can penetrate. Compared to the deepest penetration and L location of the maximum flux and flux variation, the correlation coefficients between $L_{\text{max}}^{\text{increase}}$ by percentage/value and $|\text{Dst}_{\text{min}}|$ are not as high (0.48 and 0.53 respectively). Reeves et al. [2003] investigated relativistic electron fluxes in the outer radiation belt during geomagnetic storms and showed that during about half of geomagnetic storms the flux at a given L shell in the outer radiation belt increases, while for another half the electron flux either remains the same or decreases, and that this result is independent of the
Figure 3.3: (a) Lowest L shell on which the flux changes by at least one order of magnitude, (b) L shell on which the flux at the end of penetration is the highest, (c and d) L shell on which the flux increases the most from the beginning of the storm to the end of penetration by percentage and by value, (e and f) L shell on which the flux increases the most from the lowest flux during the storm to the end of penetration by percentage and by value, versus |Dst$_{min}$| during 117 isolated geomagnetic storms from 1995 to 2004. The correlation coefficient (cc) of each case is shown on each panel.

specific L shell investigated. This explains the weak correlation between $L_{max}$ increase and Dst index. During some geomagnetic storms, especially some moderate storms, the flux at the outer radiation belt decreases, while at lower or even higher L the electron flux does not change or increases slightly, thus a lower or higher L shell would become the L shell on which the flux “increases” the most. As indicated in Figure 3.3(d), the magnitudes of the maximum flux
enhancement during some storms are quite low, and for these storms the L shell of the maximum flux enhancement is usually very low or very high. On the other hand, the L location of the maximum flux variation during the storm does have a strong correlation with storm intensity, as can be seen in the good correlation between $L_{\text{max}}$ variation and Dst index. This indicates that the flux variations during the storm are also greatly affected by geomagnetic activity.

The results of this L-Dst study show that there is a strong correlation between relativistic electron penetrations and Dst index, not only confirming previous studies [e.g., Tverskaya et al., 2003] using a larger data set, but also adding more discussions on the same topic. In the next section, we focus on relativistic electron penetrations into the slot region and their relation with solar wind parameters.

3.3 Relativistic Electron Penetrations into the Slot Region and Correlation with Solar Wind Parameters

3.3.1 Penetration Events in the Slot Region

In the previous section, we showed that there is a strong correlation between electron penetrations and Dst index. In this section, we will show the relationship between electron penetrations into the slot region and solar wind parameters. To examine electron penetrations into the slot region, we define penetration events in the slot region (L=2-3), according to daily averaged SAMPEX 2-6 MeV electron flux data from 1995 to 2004, as follows: at L=2/2.1/…/3, if the daily averaged 2-6 MeV electron flux increases monotonically by one order or more within 3 days, we call it a penetration event at L=2/2.1/…/3. From 1995 to 2004, we find, for example, a total of 3 penetration events at L=2, 23 events at L=2.5, and 34 events at L=3. Figure 3.4 shows the number of penetration events at L=2-3.
Figure 3.4: The number of 2-6 MeV electron penetration events in the slot region from January 1995 to June 2004.

3.3.2 Solar Wind Conditions for Electron Penetrations into the Slot Region

To show the correlation between solar wind parameters, including interplanetary magnetic field (IMF), and penetration events in the slot region, we choose to focus on the center of the slot region, L=2.5, because the electron flux at L=2.5 is usually the lowest within the slot region according to SAMPEX data. By examining data during 1995-2004, we find a total of 23 penetration events at L=2.5. The results show good correlation between IMF magnitude, IMF B_z in geocentric solar magnetospheric (GSM) coordinates, solar wind electric field E_y, and penetration events at L=2.5 using 5 min solar wind data from OMNI Web. During these penetration events, the maximum IMF magnitude (B_{max}) of each event is greater than 24 nT; IMF B_z remains less than -10 nT for more than 1 h; the maximum E_y (E_{y max}) is larger than 8 mV/m, while 21 of 23 events occurred with E_{y max}>9 mV/m. There is also some correlation between solar wind speed (V_{sw}) and penetration events. During most events (22 of 23) the maximum V_{sw} (V_{sw max}) is greater than 500 km/s. Solar wind density and dynamic pressure, however, show no obvious correlation with these penetration events.
We find that sufficient conditions for penetration events at L=2.5 are: \( B_{\text{max}} > 24 \text{ nT} \), \( E_{y \text{ max}} > 9 \text{ mV/m} \), and \( E_y \times \text{time} \) (when \( E_y > 0.5 \text{ mV/m} \)) \( > 7 \text{ mV/m\cdotd} \). Here \( E_y \times \text{time} \) is calculated within 1.5 d before and after \( E_{y \text{ max}} \), and calculated only when \( E_y > 0.5 \text{ mV/m} \), which means it only includes the positive part of \( E_y \). For the period 1995-2004, there are a total of 10 intervals during which the solar wind conditions met these sufficient conditions, and a penetration event occurred for each of these intervals.

On the other hand, we wonder if there exist necessary solar wind conditions for the penetration events. The necessary conditions we find for penetration events at L=2.5 are IMF>24 nT, \( B_z < -10 \text{ nT} \) for at least 3 h, \( E_{y \text{ max}} > 9 \text{ mV/m} \), and \( E_y \times \text{time} \) (when \( E_y > 0.5 \text{ mV/m} \)) \( > 3.5 \text{ mV/m\cdotd} \). For the period 1995-2004, there are a total of 30 intervals during which these criteria are fulfilled, and 21 of them caused penetration events at L=2.5. There are two exceptions during which the necessary conditions are not fulfilled. During one event, the solar wind parameters are not fully available; during the other event, the solar wind conditions are quite mild compared to other events, and this event (on 28 March 2001) will be discussed in the next subsection. The sufficient and necessary conditions for penetration events at L=2.5 are summarized in Table 3.1.

Table 3.1: The sufficient and necessary solar wind conditions for penetration events at L=2.5. The resolution of solar wind data is 5 min.

<table>
<thead>
<tr>
<th>Sufficient Conditions</th>
<th>Necessary Conditions (except for two events)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF ( B_{\text{max}} &gt; 24 \text{ nT} )</td>
<td>IMF ( B_{\text{max}} &gt; 24 \text{ nT} )</td>
</tr>
<tr>
<td>( E_{y \text{ max}} &gt; 9 \text{ mV/m} )</td>
<td>IMF ( B_z &lt; -10 \text{ nT} ) lasting for &gt; 3h</td>
</tr>
<tr>
<td>( E_y \times \text{time} &gt; 7 \text{ mV/m\cdotd} ) (when ( E_y &gt; 0.5 \text{ mV/m} ))</td>
<td>( E_{y \text{ max}} &gt; 9 \text{ mV/m} )</td>
</tr>
<tr>
<td>( E_y \times \text{time} &gt; 3.5 \text{ mV/m\cdotd} ) (when ( E_y &gt; 0.5 \text{ mV/m} ))</td>
<td>( E_y \times \text{time} &gt; 3.5 \text{ mV/m\cdotd} ) (when ( E_y &gt; 0.5 \text{ mV/m} ))</td>
</tr>
</tbody>
</table>

There are some researches suggesting MeV electron penetrations into the slot region are caused by strong storms [e.g., Miyoshi and Kataoka, 2005]. Indeed, the results we found show that most penetration events at L=2.5 (22 of 23) occurred during intense geomagnetic storms.
with Dst\textsubscript{min} \textless -140 nT; however, there is still one event that happened under a moderate storm (Dst\textsubscript{min} = -87 nT). Furthermore, intense storms do not always lead to penetration events in the slot region: there are 10 storms for the period 1995–2004 with Dst\textsubscript{min} \textless -140 nT that did not cause penetration events at L=2.5.

We have examined the solar wind conditions associated with penetration events at L=2.5 and have shown that IMF and solar wind electric field have good correlations with penetration events. Here we also want to examine the correlation between the magnitude of flux enhancement at L=2.5 and solar wind parameters using a larger database of events. Because the Dst index can be predicted by solar wind parameters accurately [Temerin and Li, 2002, 2006], we use Dst index to identify those events for convenience. We choose to use storms with Dst\textsubscript{min} \textless -50 nT during 1995-2004, and for multiple storms happening within 2 d, we choose the most intense one. There are a total of 209 events that meet these criteria.

We calculate the electron flux enhancement at L=2.5 as the ratio of the flux at the end of the event to the flux at the beginning of the event. Because now we focus only on flux enhancements at L=2.5, we use different definitions of the beginning and the end of the event from section 3.2. The beginning of the event here is defined to be 0 or 1 d before Dst reaches its minimum, depending on which day the electron flux at L=2.5 is lower, while the end of the event is defined to be 3 d after the beginning of the event. There is a time delay between solar wind impact and the electron flux enhancements in the slot region and we find it usually takes 2-3 d from the beginning of the event for electron flux to reach its peak value at L=2.5, which is also consistent with previously published results [e.g., Zheng et al., 2006]. Here we choose solar wind parameters during the time period of 2 d before Dst reaches its minimum and 1 d after that to investigate their correlations with the enhancement of the electron flux at L=2.5.

Figure 3.5 shows the relationship between solar wind parameters and electron flux enhancements at L=2.5 during the 209 events from 1995 to 2004. The results show good correlations between solar wind parameters $E_y$, IMF $B_z$, B, and the magnitude of flux enhancement. The correlation coefficients of $E_y \text{max}$, $B_z \text{min}$, and $B_{\text{max}}$ with the logarithm of the
Figure 3.5: IMF and solar wind parameters versus logarithm of flux enhancement at $L=2.5$ during 209 events from 1995 to 2004. Dashed lines are linear fits to the points. The correlation coefficient (cc) is also shown in each panel.

The magnitude of flux enhancement are 0.68, -0.64, and 0.61, respectively. $E_y \times \text{time}$ (when $E_y > 0.5 \text{ mV/m}$) has the highest correlation coefficient with the logarithm of the flux enhancement (0.71). On the other hand, solar wind speed, which is widely believed to be the parameter most strongly
correlated with electron flux enhancements in the outer belt [e.g., Li et al., 2001, 2011], has a relatively weaker correlation with flux enhancements in the slot region (0.42). These results indicate that solar wind parameters have good correlations with electron flux enhancements in the slot region, and solar wind electric field is the most important parameter for controlling the magnitude of electron flux enhancements in the slot region.

3.3.3 Electron Flux Preconditioning for Relativistic Electron Penetrations into the Slot Region

In section 3.3.2, we discussed sufficient and necessary solar wind conditions for penetration events at L=2.5. We mentioned one event during which the solar wind conditions are quite mild compared to others. Figure 3.6 (left) shows this event on 28 March 2001. The red dashed line shows the beginning of this event. The most likely explanation for why this event caused MeV electron penetration into L=2.5 despite the mild solar wind conditions is that the electron flux at L greater than 2.5 is already high due to an intense storm on 19 March, while the flux at L=2.5 is still low. Thus, the steep electron flux radial gradient makes it easier for these electrons preexisting around L=3 to penetrate into L=2.5. According to this, we define a preconditioned event as when the 2-6 MeV electron flux at L=3 is at least two orders higher than the flux at L=2.5 prior to an event. Figure 3.6 (right) also shows a non-preconditioned event on 7 April 2000, which also caused a penetration event at L=2.5. Comparing these two events, we find that for the non-preconditioned event, much more intense solar wind conditions are required to cause a flux increase in the slot region. The minimum IMF B_z for the non-preconditioned event on 7 April 2000 is about -30 nT, and maximum E_y is about 17 mV/m; while for the preconditioned event on 28 March 2001, B_{z min} and E_{y max} are just roughly -13 nT and 8 mV/m, respectively. Thus, electron flux preconditioning is a very important factor for electron penetration into the slot region. It is worth mentioning that the electron fluxes after the event in March 2001 are relatively lower, with a post-event flux of less than 10 electrons/s/cm^2/str/MeV. However, an electron flux enhancement of one order is quite significant at L=2.5 and among all
other 22 penetration events at L=2.5, 9 of them have similar post-event flux levels to this March 2001 event. Among these nine penetration events, some are caused by quite intense solar wind conditions and strong storms, with |Dst_{min}| up to ~250 nT; but because the ratios of the electron flux at L=3 to L=2.5 before these penetration events are lower than that before the preconditioned event in March 2001, the post-event flux levels for these events are just similar to the March 2001 event, which also confirms the importance of electron flux preconditioning.

Additionally, to investigate the influence of electron flux preconditioning, we use all penetration events occurring in the slot region, from L=2 to L=3. Based on the definition of preconditioned events above, we divide penetration events into preconditioned events and non-preconditioned events according to the flux profile at the beginning of the event. The definition of the beginning of the event here is the same as the one in section 3.3.2. We then plot the lowest
L shell on which electron flux increased by at least one order (that is, the lowest L shell on which the penetration event occurred based on our definition) versus $|\text{Dst}_{\text{min}}|$ during the event (Figure 3.7). Figure 3.7 shows that for non-preconditioned events, the storm must be much stronger than preconditioned events to cause MeV electron penetrations into the slot region. This suggests that with proper preconditioning, such as defined above, relativistic electrons are more likely to penetrate into the center of the slot region, L=2.5, while without preconditioning, it is also possible for electrons to move inward but much larger storms and thus much more intense solar wind conditions are required.

Figure 3.7: Lowest L shell on which 2-6 MeV electron flux increased by at least one order of magnitude versus $|\text{Dst}_{\text{min}}|$ during penetration events that occurred at L=2-3. Red points represent preconditioned events; black points represent non-preconditioned events. The dashed line shows L=2.5.
3.4 Discussion

Figure 3.3 shows the L-Dst dependence based on 117 geomagnetic storms during 1995-2004. It is worth noting that SAMPEX data may have saturation issues, and there may be some uncertainties in the L calculation. However, we demonstrate here that these uncertainties do not significantly affect the results in this L-Dst dependence study. For each storm, we examine the uncertainty in the L location of the maximum flux at the end of penetration. Figure 3.8 shows the uncertainties in the L location of the maximum flux previously examined in Figure 3.3(b). Red lines represent where the electron flux is greater than 90% of the maximum flux at the end of penetration. Figure 3.8 shows that even considering these uncertainties, the L shell of the maximum flux at the end of penetration still has a strong correlation with Dst index, and thus these uncertainties do not significantly affect the result of L-Dst dependence.

![Figure 3.8: L shell of the maximum electron flux at the end of penetration versus |Dst<sub>min</sub>| for 117 storms during 1995-2004. Red lines represent where the flux is greater than 90% of the maximum flux. The dashed line is the linear fit to the points, and the dotted line shows the equation derived by Tverskaya [1986].](image)
The result of Figure 3.3 indicates that the L location of relativistic electron penetration is greatly influenced by geomagnetic activity, confirming previous studies [e.g., Tverskaya, 1986, 2003]. Tverskaya [1986] investigated the relationship between the minimum Dst index and the L location of peak intensity of storm-injected relativistic electrons during storms and gave the following formula:

$$|\text{Dst}|_{\text{max}} = 2.75 \times 10^4 / L_{\text{max}}^4$$

The dotted line in Figure 3.8 shows the relationship between $L_{\text{max}}$ and $|\text{Dst}|_{\text{max}}$ indicated by this equation. To compare with this equation, we also plot the dashed line, which is the linear fit to the points in Figure 3.8. It is apparent that although both the results from Tverskaya [1986] and our study show clear L-Dst dependence, our result shows deeper electron penetrations during storm times. Compared with previous studies [e.g., Tverskaya, 1986, 2003], our study gives clear criteria for storm selection and clear definition of $L_{\text{max}}$, which are much easier to follow and are reproducible by others. Furthermore, by using a larger database of storms and six different definitions of $L_{\text{max}}$, we examine the L-Dst dependence in more detail. The results show that besides the L location of the maximum flux, the L location of deepest penetration, maximum flux enhancement, and flux variation during isolated geomagnetic storms all correlate well with the minimum Dst index.

Additionally, as Figure 3.7 shows, the L value of the lowest penetration into the slot region for non-preconditioned events has a clear dependence on the minimum Dst index. This is because the L shell of the lowest penetration during a storm has a strong correlation with the storm intensity. For the preconditioned events, there is still a dependence of the L shell of lowest penetration on minimum Dst but it is not as clear. This may be because when the defined electron flux precondition is fulfilled, it is easier for energetic electrons to penetrate into $L=2.5$, and if the ratio of electron flux at $L=3$ to $L=2.5$ before the event is higher, the penetration into $L=2.5$ would be easier. Among the preconditioned events, some of them are better preconditioned than others with a higher ratio of flux at $L=3$ to $L=2.5$; thus, for these events, it is much easier to penetrate into the center of the slot region.
In addition, our choice to use 3 d averaged flux at the beginning of the storm and at the end of penetration may have some influence on the result of L-Dst dependence. To investigate in more detail, we try using different definitions for pre-storm flux and post-storm flux. For example, we use the flux of the day before Dst\(_{\text{min}}\) as the flux at the beginning of the storm, and use the flux of 3 d after Dst\(_{\text{min}}\) as the flux at the end of penetration; we also try using the maximum flux 1-3 d before Dst\(_{\text{min}}\) and the maximum flux 2-4 d after Dst\(_{\text{min}}\). The results derived from these two different definitions are nearly identical with results showed in section 3.2.

It is worth mentioning that among all isolated storms with Dst\(_{\text{min}}\)<-50 nT from 1995 to 2004, there are only two storms during which the 2-6 MeV electron flux at the end of the penetration is lower than the flux at the beginning of the storm at every L shell from L=2 to L=7, and thus we did not include these two storms in our study. During all other storms, the electron fluxes at some L shells increased compared to pre-storm levels, although the increase may be very slight. The results of Reeves et al. [2003] showed that only about half of all storms produced an increase in relativistic electron fluxes, one quarter decreased the fluxes and one quarter produced little change. However, they focused only on one L shell at a time, between L=4 and L=7, while we investigate the flux enhancement at each L shell from L=2 to L=7 during the storm. Based on our study, besides those two storms during which the flux decreased at all L from L=2 to L=7, only 17 isolated storms (14%) produced little increase across all L shells, by a factor of less than 2. This indicates that most isolated geomagnetic storms (84%) do produce significant relativistic electron flux enhancements at some L, although the L location of peak enhancement may vary. Also, Reeves et al. [2003] suggested that the flux increase at a fixed L shell is independent of storm size. We find, however, that the magnitude of the maximum flux enhancement among all L shells from L=2 to L=7 does have a correlation with minimum Dst index. Figure 3.9 shows the magnitude of the maximum flux enhancement by percentage versus |Dst\(_{\text{min}}\)| during the 117 storms investigated, and the correlation coefficient between them is 0.52. This indicates that although the position of peak enhancement may change, larger storms are more likely to produce greater flux enhancements at some L shell.
Figure 3.9: The magnitude of the maximum flux enhancement among L=2-7 (by percentage) versus |Dst_{min}| during 117 isolated storms from 1995 to 2004.

On the other hand, 2-6 MeV electron fluxes between L=2 and L=7 are also integrated at the beginning of the storm and at the end of penetration, respectively, and these results are used as rough estimates of the total number of electrons throughout the slot region and the outer radiation belt, similar to Baker et al. [2004b]. We find, however, that among all 119 storms, 47 storms (~40%) caused increases in this total electron flux, 26 storms (~20%) caused decreases, 46 storms (~40%) produced little net change (within a factor of 2), and that the total flux enhancement has no correlation with storm intensity. This may be because larger storms are also more likely to produce greater losses.

Our results are not contradictory with Reeves et al. [2003], because they only focus on one L shell at a time, while we focus on all L shells from L=2 to L=7. It shows that although at a fixed L shell, about half of storms produce no change or decreases in the relativistic electron flux, throughout the slot region and the outer radiation belt, almost all storms will cause a flux enhancement at some L shell, and around 84% of them will produce significant increases at some L shell. However, only around 40% of storms will produce net increases in the total number of
electrons throughout the slot region and the outer belt, 40% will produce little net change, and around 20% will cause net decreases. It should also be noted that the relativistic electron flux data we use is only derived from the SAMPEX satellite, while the Reeves et al. [2003] study uses multiple satellites, including the Los Alamos National Laboratory (LANL) space environment monitors and Polar. Also, because we focus on multiple L shells at a time and the SAMPEX satellite has limited differential energy measurements, it is difficult to derive phase space density data for a large range of L, so we look only at fluxes rather than phase space densities.

We also check the difference between geomagnetic storms driven by coronal mass ejections (CMEs) and corotating interaction regions (CIRs) in the L-Dst dependence and the flux enhancement of energetic electrons. By using CME- and CIR-driven storms lists from Turner et al. [2009, and references therein], we find that among 119 isolated geomagnetic storms from January 1995 to June 2004, there are 54 CME-driven storms and 42 CIR-driven storms. Comparing the L-Dst dependence of CME- and CIR-driven storms, we find that there is no significant difference between them except that the CIR-driven storms are smaller relatively. For electron flux enhancements from L=2 to L=7, the difference between CME- and CIR-driven storms is still not significant. Among 54 CME-driven storms, only 6 storms (11%) produced little flux increase across all L shells by a factor of less than 2, all other storms (89%) produced significant increase at some L shell between L=2 and L=7; while among 42 CIR-driven storms, 2 storms (5%) decreased the fluxes at all L shells, 7 storms (17%) produced little increase across all L, and 33 storms (78%) increased the fluxes at some L shell significantly. The CIR-driven storms appear to produce less flux enhancement; however, this is mainly due to the fact that CIR-driven storms are relatively weaker than CME-driven storms in terms of minimum Dst, and as Figure 3.9 shows, the maximum flux enhancements among L=2-7 are correlated with the minimum Dst index. Also, comparing the total flux enhancement between L=2 and L=7, both CME- and CIR-driven storms produced net flux increases, decreases and little change, and there is no significant difference between them.
Figure 3.10: The universal solar wind-magnetosphere coupling function (averaged) versus logarithm of flux enhancement at L=2.5 during 209 events from 1995 to 2004. Dashed line is the linear fit to the points, and the linear correlation coefficient (cc) is also provided.

We also investigate the relationship between flux enhancements in the slot region and solar wind-magnetosphere coupling. Newell et al. [2007] examined the interaction between solar wind and the magnetosphere and found that the function that represents the rate of magnetic flux opened at the magnetopause correlates quite well with multiple geomagnetic indices and some variables characterizing magnetospheric activity. This function, which is called the universal solar wind-magnetosphere coupling function, can be expressed as

$$\frac{d\Phi_{MP}}{dt} = \frac{4}{3} v^{4/3} B_T^{2/3} \sin^{8/3}(\theta_c/2)$$

where \(\frac{d\Phi_{MP}}{dt}\) represents the rate of magnetic flux opened at the magnetopause, \(v\) represents the solar wind velocity, \(B_T\) represents the interplanetary magnetic field component perpendicular to the solar wind velocity, and \(\theta_c\) represents the IMF clock angle, which is given by \(\tan(\theta_c) = B_y/B_z\). Figure 3.10 shows the relationship between this universal coupling function and the logarithm of flux enhancement at L=2.5. We use the same event set and method as in section 3.3.2 to calculate the electron flux enhancement at L=2.5. The universal coupling function is
calculated by using 1 h solar wind data from OMNI Web, which is suggested by Newell et al. [2007], and averaged over 3 d (same time period used in section 3.3.2 for calculation of solar wind parameters). The linear trend in Figure 3.10 is quite clear, with a correlation coefficient of 0.70. It suggests that relativistic electron flux enhancements in the slot region are greatly influenced by solar wind-magnetosphere coupling and energy transfer.

3.5 Conclusion

In this chapter, we showed the relationship between Dst index and the L location of 2-6 MeV electron deepest penetration, maximum electron flux, maximum flux enhancement, and maximum flux variation during 119 moderate and strong isolated geomagnetic storms from 1995 to 2004 using daily averaged 2-6 MeV electron flux data from SAMPEX. Also, we defined penetration events in the slot region and investigated the correlation between electron penetrations at L=2.5 and solar wind parameters. Moreover, we found that electron flux preconditioning is also an important factor for penetrations in the slot region. The results are summarized as follows:

1. The L location of deepest penetration, the L location of the maximum flux at the end of penetration, and the L location of the maximum flux variation (by value) during the storm have strong correlations with minimum Dst index during isolated geomagnetic storms, with correlation coefficients of 0.78, 0.83, and 0.87, respectively.

2. From 1995 to 2004, only two isolated storms produced 2-6 MeV electron flux decreases at all L shells from L=2 to L=7, and 17 storms (14%) produced little increase in electron flux at any L shell. Most isolated storms (84%) produced significant increases in 2-6 MeV electron flux at some L shell, and the magnitude of the maximum flux enhancement during the storm is correlated with the storm size. However, the sum of fluxes throughout the slot region and the outer belt, a rough measurement of the total number of electrons, increased during
around 40% of storms, decreased during around 20% of storms, and did not change much during the other 40%. Moreover, the total flux enhancement has no correlation with storm size.

3. During 1995–2004, according to SAMPEX 2-6 MeV electron flux data, there are a total of 23 penetration events during which the electron flux at L=2.5 increases by at least one order of magnitude within 3 d. IMF magnitude, IMF Bz, solar wind electric field, and solar wind speed are correlated with penetration events. The solar wind electric field and $E_y \times \text{time}$ (when $E_y > 0.5 \text{ mV/m}$) are the most effective parameters for MeV electron flux enhancements in the slot region.

4. By examining MeV electron penetration events at L=2.5, we find the sufficient and necessary solar wind conditions to cause these penetration events, as shown in Table 3.1. For the period 1995-2004, there are a total of 10 intervals during which the sufficient conditions are fulfilled and penetration events occurred for each interval; a total of 30 intervals exist during which the necessary conditions are met, and 21 of these caused penetration events at L=2.5.

5. Penetration events in the slot region are not only caused by extreme solar wind conditions; for events meeting defined electron flux preconditioning, it is much easier for electrons to penetrate into the center of the slot region (L=2.5). Under the defined preconditioning, MeV electron penetrations into the slot region can be caused by relatively mild solar wind conditions.

This chapter has focused on the MeV electron flux enhancements and the influence of solar wind parameters and geomagnetic storms on the MeV electron penetrations in the low L region. It has been shown that deep penetrations of MeV electrons into the low L region occurred infrequently and are usually associated with intense solar wind conditions or geomagnetic activities. In the following chapter, I will focus on the deep penetrations of hundreds of keV electrons into the slot region and inner radiation belt, which occurs much more often than that of MeV electrons and can happen under quite mild geomagnetic activities.
Chapter 4

Hundreds of keV Electrons in the Slot Region and Inner Radiation Belt I: Modeling the Deep Penetration into the Slot Region and Inner Radiation Belt

The following chapter is primarily based on work that was published in Zhao and Li (2013b), Modeling energetic electron penetration into the slot region and inner radiation belt, J. Geophys. Res. Space Physics, 118, 6936–6945, doi:10.1002/2013JA019240.

4.1 Introduction

Energetic electrons in the inner magnetosphere are distributed into two regions: the inner radiation belt and the outer radiation belt, while the region in between separated the two belts is called the slot region. The outer radiation belt is highly dynamic, while the inner radiation belt and slot region are relatively stable for MeV electrons as I showed in the previous chapter. But for hundreds of keV electrons, the situation is very different.

For the inner radiation belt particles, the most important source processes were recognized to be cosmic ray albedo neutron decay (CRAND) and radial diffusion [e.g., Walt and Farley, 1976]. Radial diffusion has long been considered one of the most important acceleration mechanisms for radiation belt electrons, energizing electrons by bringing them inward where magnetic fields are stronger while conserving the first adiabatic invariant [e.g., Schulz and Lanzerotti, 1974]. As for CRAND, many studies suggest that it is an important source for energetic protons in the inner belt, but not for electrons [e.g., Kellogg, 1960; Pizzella et al., 1962]. The loss processes for inner belt electrons include Coulomb collisions with atmospheric constituents and pitch angle scattering via wave-particle interactions with whistler mode waves. Atmospheric collisions dominate energetic electron loss only for L<1.3 [Walt, 1964]; while above L=1.3, wave-particle interaction play an important role in the loss of energetic electrons [Abel and Thorne, 1998]. The most important waves in the wave-particle interaction of the inner belt are plasmaspheric hiss, very low frequency (VLF) waves from high powered VLF
communication transmitters, and the lightning-induced whistlers. Together with Coulomb collisions, these waves account for energetic electron loss in the inner radiation belt.

The inner radiation belt is thought to be quite stable for MeV electrons and more energetic protons, but for 100s of keV electrons, large variations can occur. Pfitzer and Winckler [1968] first reported on an inner radiation belt 100s of keV electron flux enhancement during a strong geomagnetic storm in 1966 using OGO 1 and 3 satellite data. For long-term behavior, a positive correlation of the inner belt 100s of keV electron fluxes at L>1.4 with solar activity has been reported [Abel et al., 1994]; for short-term behavior, some studies have shown that only the most intense geomagnetic storms can influence the inner belt 100s of keV electron fluxes [e.g., Bostrom et al., 1970]; in both cases, the flux enhancements could be attributed to enhanced inward radial diffusion from the outer radiation zone. Selesnick [2012] simulated inner radiation belt electron transport and compared with observations from DEMETER and found that the observed decay rates below L=1.5 were much slower than predicted by scattering losses, which indicates the presence of continuous inward radial diffusion.

Separating the inner and outer belt is a region called the slot region. The slot region is usually devoid of energetic electrons, but during strong storms, the slot region can be filled with relativistic electrons [e.g., Blake et al., 1992; Li et al., 1993; Baker et al., 2004a; Zhao and Li, 2013a]. The slot region is believed to form as a balance between the inward transport of electrons and pitch angle diffusion [Lyons et al., 1972]. Kim et al. [2011] simulated the formation of the slot region using the time-dependent 3-D Versatile Electron Radiation Belt (VERB) code and indicated that the slot region forms as a balance between inward radial diffusion due to ultra-low frequency (ULF) electromagnetic fluctuations and pitch angle scattering due to plasmaspheric hiss and lightning-generated whistlers. The location of the slot region depends on electron energy. For higher-energy electrons, the slot region is closer to Earth [e.g., Lyons and Thorne, 1973].

In this chapter, we investigate 100s of keV electron flux enhancements in the slot region and inner belt using electron flux data from the Instrument for the Detection of Particle (IDP)
carried onboard the Detection of Electro-Magnetic Emissions Transmitted from Earthquake Regions (DEMETER) satellite, which is a microsatellite with a highly inclined low Earth orbit (710 km altitude, inclination of 98.3 degrees) [Sauvaud et al., 2006]. The IDP spectrometer with a maximum geometric factor of 1.2 cm$^2$sr is aimed to measure differential electron fluxes in the energy range from 70 keV to 2.5 MeV, with a time resolution of 4 s and an energy resolution of 17.8 keV in routine mode, while the measurement of higher-energy electrons (above 0.8 MeV) are not as accurate as the measurement of 70 keV-0.8 MeV electrons. Although many energetic electron flux measurements in the inner radiation belt suffer from energetic proton contamination, the energy spectrum in the inner belt from IDP data shows a series of peaks at discrete energies consistent with energetic electrons interacting with VLF waves and thus confirms the effectiveness of the IDP spectrometer in the inner radiation belt [Sauvaud et al., 2006, 2008; Selesnick et al., 2013].

By using the IDP data, we show that 100s of keV electron flux enhancements in the slot region and inner belt happen much more frequently than MeV electrons and can occur even during moderate storms. Also, using a radial diffusion model and solar wind-dependent diffusion coefficients, we model the flux enhancement event of April of 2010 for two different electron populations and compare the diffusion coefficients with the conventional Kp-dependent diffusion coefficients [Brautigam and Albert, 2000] and diffusion coefficients from more recent studies [Ozeke et al., 2012]. The results show that the radial diffusion coefficients in the inner belt and slot region disagree with those diffusion coefficients from previous studies, suggesting that one cannot simply extend the diffusion coefficients from previous studies to the lower L region.

### 4.2 Energetic Electron Flux Enhancements in the Slot Region and Inner Radiation Belt

Figure 4.1 shows the daily averaged trapped energetic electron fluxes measured by DEMETER, averaged in 0.1L bins, along with the Dst index from March to June of 2010. Four differential energy channels, 126.3 keV, 250.9 keV, 500.1 keV, and 802.7 keV, are shown (the
Figure 4.1: Daily averaged trapped energetic electron fluxes from different energy channels, measured by the DEMETER satellite, and the Dst index from 1 March to 1 July 2010.

Color bars for the first two panels and the next two panels are different. It should be noted that only trapped energetic electron data are used in this study, which means these electrons are not going to be lost during a drift period assuming no external force. We separate the measured electrons into three populations: untrapped electrons, also known as electrons in the bounce loss cone (BLC), will be lost within a bounce period; quasi-trapped electrons, or electrons in the drift...
loss cone (DLC), will be lost within a drift period; only the trapped electrons can survive a drift period if no scattering occurs.

The regions where trapped, quasi-trapped (in DLC), and untrapped (in BLC) electron populations were measured from 1 to 10 March 2010 by DEMETER are shown in Figure 4.2. The calculation for the different electron populations was based on the DEMETER orbital information, local pitch angle of the detector axis, and the IGRF model. We assume that the electron will be lost when it reaches 100 km altitude. In this study, we focus on the trapped electron population, which is mainly measured near the South Atlantic Anomaly (SAA) and is shown as the blue region in Figure 4.2.

![Figure 4.2: Trapped/quasi-trapped (DLC)/untrapped (BLC) electron populations measured by DEMETER IDP, shown in blue, green, and red, respectively, from 1 to 10 March 2010. The calculation was based on the DEMETER orbital information, local pitch angle of the detector axis, and the IGRF model. The electron is assumed to be lost when it reaches 100 km altitude.](image-url)

It is evident in Figure 4.1 that from March to June 2010, there are several energetic electron penetrations into the slot region and inner belt. At the beginning of April, the strongest penetration during these 4 months occurred, which filled the whole slot region and strongly enhanced the energetic electron flux in the inner belt, particularly for the lower energy electrons.
The flux enhancement during this April event occurred as low as L~1.2. For 126.3 keV electrons, this penetration into the inner belt happened almost immediately (based on finer resolution data which are not shown here, the flux doubled at L=2 within half a day), while 250.9 keV and 500.1 keV electrons slowly diffused inward to the inner belt. Even for the highest energy channel of IDP used in this study, 802.7 keV electrons, we can also see the filling of the slot region after the April event. It is also evident that the deep penetrations happened during geomagnetic storms. However, these storms are just moderate, with -100 nT<Dst<50 nT. This shows that although MeV electron penetrations into the slot region mostly occur during strong storms and intense solar wind conditions [e.g., Baker et al., 2007; Zhao and Li, 2013a], for 100s of keV electrons, flux enhancements in the slot region and inner belt occur much more often.

In the next section, we transform the flux into the phase space density (PSD), and then model the April flux enhancement event using a radial diffusion model.

4.3 Modeling Energetic Electron Penetration into the Slot Region and Inner Belt

4.3.1 Phase Space Density (PSD) Calculation

In order to model the flux enhancement event during April 2010 using a radial diffusion model, we need to transform the flux data into PSD. First, we need to determine the corresponding phase space coordinates, $\mu$, $K$, and $L^*$, based on the satellite position, electron energy, local pitch angle information, and geomagnetic field model. The first adiabatic invariant, $\mu$, can be calculated using the following:

$$\mu = \frac{p_{\perp}^2}{2m_0B}$$

where $p_{\perp}$ is the relativistic momentum component perpendicular to the local magnetic vector, $m_0$ is the rest mass of electron, and $B$ is the local magnetic field magnitude. The second adiabatic invariant, $K$, can be calculated as follows:

$$K = \int_{s_m}^{s_M} \sqrt{B_m - B(S)} ds$$
where $S_m$ and $S'_m$ are two mirror points, $B_m$ and $B(S)$ are the magnetic field strength of mirror points and position $S$, respectively, and $ds$ is the distance along the magnetic field line. The Roederer $L$, $L^*$, is defined as the radial distance in Earth radii to the equatorial point of the shell on which the electron would be found, if all non-dipolar perturbations of the magnetic field are adiabatically turned off [Roederer, 1970]. It can be calculated as follows:

$$L^* = \frac{2\pi M}{|\Phi|R_E}$$

where $M$ is the Earth’s dipole magnetic moment, $R_E$ is the Earth’s radius, and $\Phi$ is the third adiabatic invariant, which is the magnetic flux enclosed by the electron drift shell and can be calculated by

$$\Phi = \oint \vec{A} \cdot d\vec{x} = \int_S \vec{B} \cdot d\vec{S}$$

where $\vec{A}$ is the magnetic vector potential, $\vec{B}$ is the magnetic vector, $d\vec{x}$ is a vector along a curve that lies in the particle’s drift shell, and $S$ is the cross section of the drift shell.

Based on these equations, we can calculate $\mu$, $K$, and $L^*$ for each data point. In this chapter, we use the IRBEM library [Boscher et al., 2010] to do the magnetic field-related calculations and use LANL$^*$ [Yu et al., 2012] to calculate $L^*$. In our calculation, we use T89 as the external magnetic field model [Tsyganenko, 1989]. Based on the calculation, however, we found that according to DEMETER’s measurements, we can only derive a very limited $L^*$ range for the electrons with the same $\mu$ and $K$. This is mainly caused by the limited pitch angle coverage that DEMETER can provide due to its low Earth orbit.

In order to investigate the radial transport of the electrons, we need to examine a relatively large $L^*$ range for electrons with the same first and second adiabatic invariants. Thus, we have to make some assumptions about the pitch angle distribution. Gannon et al. [2007] have investigated the pitch angle distribution of energetic electrons using data from the Combined Release and Radiation Effects Satellite (CRRES). They showed that $90^\circ$ peaked distributions dominate at 100s of keV of energies, especially at lower L shells near the equator. By fitting the
pitch angle distribution with a sin$^n \alpha$ form, where $\alpha$ is the local pitch angle, they found that $n$ mainly varies between 2 and 5 at $L=3$-8, and that 90° peaked distributions are typically steeper at lower $L$. In this study, we assume a sin$^3 \alpha$ pitch angle distribution. A discussion of the influence of the pitch angle distribution assumption on the model results will be presented in the next section.

With this pitch angle distribution assumption, we can focus on equatorially trapped electrons ($K=0$). First, for each data point, we trace the field line to the magnetic equator and calculate the equatorial pitch angle; then, based on the sin$^3 \alpha$ pitch angle distribution assumption and the measured flux data, we calculate the flux and $\mu$ for 90° equatorial pitch angle electrons. Then we can derive $L^*$ for each data point using LANL*. Finally, we calculate the PSD according to the equation used in Chen et al. [2005]:

$$f = \left[ \frac{j}{p^2 c^2} \times 1.66 \times 10^{-10} \right] \times 200.3$$

where $j$ is the flux in units of cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$, $p$ is the relativistic momentum, $c$ is the speed of light, and $f$ is the PSD. The multiplying factor here is used to transform the PSD to the GEM (Geospace Environment Modeling) units (c/MeV/cm$^3$).

In this study, we model two different equatorially trapped electron populations: $\mu=28.5$-31.5 MeV/G (denoted as $\mu=30$ MeV/G) and $\mu=14.25$-15.75 MeV/G (denoted as $\mu=15$ MeV/G). Electrons with $\mu=30$ MeV/G correspond to equatorially trapped electrons with an energy of 250 keV at $L^* \sim 3$ or 500 keV at $L^* \sim 2.2$, while the electrons with $\mu=15$ MeV/G corresponds to equatorially trapped electrons with an energy of 250 keV at $L^* \sim 2.4$ or 500 keV at $L^* \sim 1.8$. Figure 4.3 (left) shows the PSD for electrons with $\mu=30$ MeV/G, and Figure 4.3 (right) shows the daily averaged PSD radial profile during April 2010, while Figure 4.4 shows similar figures for $\mu=15$ MeV/G electrons.
Figure 4.3: (left) PSD data for \( \mu = 30 \text{ MeV/G} \) equatorially trapped electrons, assuming the pitch angle distribution at the equator has \( \sin^3 \alpha \) form. (right) Daily averaged radial profile of PSD for \( \mu = 30 \text{ MeV/G} \) equatorially trapped electrons during April 2010.

Figure 4.4: (left) PSD data for \( \mu = 15 \text{ MeV/G} \) equatorially trapped electrons, assuming the pitch angle distribution at the equator has \( \sin^3 \alpha \) form. (right) Daily averaged radial profile of PSD for \( \mu = 15 \text{ MeV/G} \) equatorially trapped electrons during April 2010.

As Figure 4.3 shows, the PSD for \( \mu = 30 \text{ MeV/G} \) equatorially trapped electrons were enhanced significantly throughout the slot region and the enhancement happened as low as \( L^* \approx 2 \). For \( \mu = 15 \text{ MeV/G} \) equatorially trapped electrons, as Figure 4.4 shows, the PSD enhancement happened even lower, reaching \( L^* \approx 1.8 \). From the radial profile, we find that for \( \mu = 30 \text{ MeV} \) electrons, the enhancement happened in the outer region first and then slowly diffused inward to the slot region and inner belt. For \( \mu = 15 \text{ MeV} \) electrons, however, the PSD enhancement in the inner belt occurred faster. After the deep penetration, \( \mu = 30 \text{ MeV} \) electrons slowly decayed and formed a slot-like radial profile at the end of April, while for \( \mu = 15 \text{ MeV} \) electrons this feature is not so clear.
4.3.2 Model Description

The radial diffusion model in this study uses the Fokker-Planck equation [Schulz and Lanzerotti, 1974]:

\[
\frac{\partial f}{\partial t} = L^* \frac{\partial}{\partial L^*} \left( D_{LL} \frac{\partial f}{\partial L^*} \right) - \frac{f}{\tau}
\]

where \( f(L^*, t) \) is the drift period-averaged phase space density for fixed \( \mu \) and \( K \), \( D_{LL} \) is the radial diffusion coefficient, and \( \tau \) is the electron lifetime. This equation can be solved numerically.

The radial diffusion coefficient, \( D_{LL} \), is set as

\[
D_{LL} = D_0 \left( \frac{L^*}{L_{\text{max}}} \right)^4
\]

where \( L_{\text{max}} \) is the \( L^* \) of the outer boundary used in our model. The temporal part of \( D_{LL} \) used in this study is similar to the one used in Li et al. [2009]:

\[
D_0 = c \left( \frac{v}{v_0} \right)^{\gamma_1} \left( 1 + \frac{v_x B_z + |v_x B_z|}{\alpha} \right)^{\gamma_2}
\]

where \( c, \alpha, \gamma_1 \) and \( \gamma_2 \) are constants, \( v \) is the solar wind speed, \( v_0 (=404 \text{ km/s}) \) is the average solar wind speed in 2010, \( v_x \) and \( B_z \) are x component of solar wind speed and z component of interplanetary magnetic field (IMF), respectively. The \( \gamma \) parameters determine the relative contribution of the solar wind speed and the convection electric field. The solar wind speed term represents the energy transfer from dayside compression and through the Kelvin-Helmholtz instability; the convection electric field term represents the energy transfer from dayside reconnection. The solar wind speed, IMF \( B_z \), and geomagnetic indices during April 2010 are shown in Figure 4.5. It can be seen that around 5 April, which corresponds to the time of deep electron penetration, there is an impulse in the solar wind speed and IMF \( B_z \), with Kp of ~8 and elevated AE index. The minimum Dst index during the first several days in April is about -80 nT, indicating a moderate geomagnetic storm.
The electron lifetime, $\tau$, used in this study has no temporal variation, but has a spatial variation. Because of the presence of the slot region, we calculate the lifetime in two regions separately, divided by $L_{crit}$ (to be discussed later). In each region, the lifetime is set as

$$\tau = \tau_0 \left( \frac{L_{\text{max}}}{L^*} \right)^p$$

where $\tau_0$ and $p$ are constants, and $L_{\text{max}}$ is $L^*$ of the outer boundary used in the model.

So far we have nine parameters in the radial diffusion model: $c, \alpha, \gamma_1, \gamma_2, \tau_01, \tau_02, p_1, p_2$, and $L_{crit}$, which need to be optimized by fitting the PSD data. Here for $\tau_0$ and $p$ suffix 1 denotes the region outside $L_{crit}$, and suffix 2 refers to the region inside $L_{crit}$.

Figure 4.5: Solar wind speed, IMF $B_z$ in GSM coordinates, Kp, Dst, and AE indices during April 2010.
Based on the PSD data, we choose $L^* = 4$ and $L^* = 1.8$ as the outer and inner boundary for modeling $\mu = 30$ MeV electron PSD evolution, and $L^* = 3.5$ and $L^* = 1.5$ for $\mu = 15$ MeV electrons. The outer and inner boundary data are averaged over 0.2L with a time resolution of 10 min, and then interpolated across data gaps. The initial condition is set to be the PSD data averaged over 2 h and interpolated across $L^*$. To compare with the model results, the PSD data are also averaged in the model frame, which has a time resolution of 10 min and has been divided into 500 bins in $L^*$ between outer and inner boundaries. In order to optimize the model results, we choose to minimize the root-mean-square deviation (RMSD), which is defined as

$$RMSD = \sqrt{\frac{\sum_i^n (\log(\hat{f}_i) - \log(f_i))^2}{n}}$$

where $\hat{f}$ is the PSD calculated by the radial diffusion model, $f$ is the original PSD data, and $n$ is the number of the data points. The optimized model results are shown in the next subsection.

**4.3.3 Model Results**

Since we focus on the slot region and inner belt, we optimize the model results for $\mu = 30$ MeV/G electrons by minimizing the RMSD between $L^* = 2.0$ and $L^* = 3.0$. The optimized parameters are $c = 0.0104$, $\gamma_1 = 2.8$, $\gamma_2 = 0.85$, $\alpha = 1652$ km nT/s, $L_{cr1} = 3.27$, $\tau_{01} = 3.40$, $p_1 = -2.91$, $\tau_{02} = 0.81$, and $p_2 = 4.21$. Figure 4.6 shows the phase space density data and the optimized model results for $\mu = 30$ MeV/G electrons. Figure 4.7 shows the model results at various $L^*$ compared with the original PSD data. We also calculated the prediction efficiency (PE) and linear correlation coefficient (LC) at different $L^*$ inside the slot region and inner belt. The PE is defined as follows:

$$PE = 1 - \frac{\sum_i^n (\log f_i - \log \hat{f}_i)^2}{\sum_i^n (\log f_i - \log \bar{f})^2}$$

where $f$ and $\hat{f}$ are the PSD data and the PSD calculated by the radial diffusion model respectively, $\bar{\log f}$ is the mean of the logarithm of the PSD data, which in this study is the
averaged $\log f$ at a specific $L^*$ over a month, and $n$ is the number of data points. The PE shows the agreement between the model results and the corresponding data: PE=0 indicates the model results are as good as the averaged data; PE>0 shows the model is better than taking the average and PE=1 means a perfect modeling.

Figure 4.6: (left) Phase space density data and the (right) radial diffusion model results for $\mu=30$ MeV/G equatorially trapped electrons.

Figure 4.7: Comparison of model results and the original PSD data (at different $L^*$) for $\mu=30$ MeV/G equatorially trapped electrons. The prediction efficiency (PE) and linear correlation coefficient (LC) for each panel are shown in the figure.
As can be seen in Figure 4.6, the model results reproduce well the main features in the PSD data, especially in the slot region and inner belt. The model results reproduce the deep penetration around 5 April; after that, the model results also show that electrons slowly diffuse inward; at the end of April, the model predicts the reappearance of the slot region, which agrees with the PSD data. Figure 4.7 shows that in the slot region ($L^*=2-3$), the model results fit the data quite well too. At $L^*=2.9\pm0.1, 2.6\pm0.1, 2.3\pm0.1,$ and $2.0\pm0.1$, the PEs are 0.79, 0.84, 0.60, and 0.51, respectively, and the LCs are 0.92, 0.92, 0.84, and 0.74, respectively, showing that the model results in the slot region reproduce the data with high accuracy. The PE at $L^*=2.0$ is relatively low, which is mainly caused by the low variation of the PSD data at $L^*=2.0$.

For $\mu=15$ MeV/G electrons, we optimized the model results by minimizing the RMSD between $L^*=1.8$ and $L^*=3.0$, since for $\mu=15$ MeV/G the deep penetration can reach as low as $L^*=1.8$. The parameters used in the model are $c=0.000345, \gamma_1=5.1, \gamma_2=2.1, \alpha=1208 \ \text{km} \cdot \text{nT/s}$, $L_{cr1}=2.67, \tau_{01}=3.80, p_1=1.69, \tau_{02}=0.60$, and $p_2=8.50$. The optimized model results are shown in Figures 4.8 and 4.9. As shown in Figures 4.8 and 4.9, the model results reproduce the PSD data quite well throughout the slot region and inner belt. The penetration of $\mu=15$ MeV/G electrons occurred much faster, which is reproduced by the model; while after the initial injection, model results show that the inward radial diffusion is not very efficient, and the electrons decay quite slowly below $L^* \sim 2.5$, which is also consistent with the original PSD data. The PEs for different $L^*$ in the slot region and inner belt are up to 0.82, and the LCs can be as high as 0.91.

![Figure 4.8: (left) Phase space density data and the (right) radial diffusion model results for $\mu=15$ MeV/G equatorially trapped electrons.](image-url)
Figure 4.9: Comparison of model results and the original PSD data (at different $L^*$) for $\mu=15$ MeV/G equatorially trapped electrons. The prediction efficiency (PE) and linear correlation coefficient (LC) for each panel are shown in the figure.

The optimized parameters used in our radial diffusion model are summarized in Table 4.1, and the PEs and LCs between data and model results for $\mu=15$ MeV/G and 30 MeV/G equatorially trapped electrons at different $L^*$ in the slot region are summarized in Table 4.2. It is also worth mentioning that we also tried to substitute the inner boundary condition here with commonly used condition PSD=0. Since the inner boundary PSDs are quite small, setting PSD=0 at the inner boundary almost does not influence the model results. For example, for $\mu=30$ MeV/G electrons, by setting PSD=0 at $L^*=1.8$ and using the same parameters, PEs at $L^*=2.9\pm0.1$, $2.6\pm0.1$, $2.3\pm0.1$ and $2.0\pm0.1$ are 0.79, 0.84, 0.60 and 0.50, respectively, which are almost the same with the results using PSD data at the inner boundary.

| Table 4.1: Optimized parameters used in the radial diffusion model for $\mu=30$ MeV/G and 15 MeV/G equatorially trapped electrons. |
|---|---|---|---|---|---|---|---|---|
| | \(c\) | \(\alpha\) \((\text{km}^2\text{nT/s})\) | \(y_1\) | \(y_2\) | \(\tau_{01}\) \((\text{days})\) | \(\tau_{02}\) \((\text{days})\) | \(p_1\) | \(p_2\) | \(L_{crit}\) |
| $\mu=30$ MeV/G e\(^-\) | 0.0104 | 1652 | 2.8 | 0.85 | 3.40 | 0.81 | -2.91 | 4.21 | 3.27 |
| $\mu=15$ MeV/G e\(^-\) | 0.000345 | 1208 | 5.1 | 2.1 | 3.80 | 0.60 | 1.69 | 8.50 | 2.67 |
Table 4.2: Prediction efficiencies and linear correlation coefficients between data and model results for $\mu=30$ MeV/G and 15 MeV/G equatorially trapped electrons at different $L^*$ in the slot region.

<table>
<thead>
<tr>
<th></th>
<th>$L^* = 2.9 \pm 0.1$</th>
<th>$L^* = 2.6 \pm 0.1$</th>
<th>$L^* = 2.3 \pm 0.1$</th>
<th>$L^* = 2.0 \pm 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu=30$ MeV/G e$^-$</td>
<td>PE 0.79</td>
<td>0.84</td>
<td>0.60</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>LC 0.92</td>
<td>0.92</td>
<td>0.84</td>
<td>0.74</td>
</tr>
<tr>
<td>$\mu=15$ MeV/G e$^-$</td>
<td>PE 0.82</td>
<td>0.71</td>
<td>0.82</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>LC 0.91</td>
<td>0.86</td>
<td>0.90</td>
<td>0.73</td>
</tr>
</tbody>
</table>

4.4 Discussion

4.4.1 The Radial Diffusion Coefficients

The diffusion coefficients $D_{LL}$ used in the radial diffusion model for $\mu=30$ MeV/G electrons and $\mu=15$ MeV/G electrons at different $L^*$ are shown in Figure 4.10, along with the widely-used Kp-dependent diffusion coefficients from Brautigam and Albert [2000]. The Kp-dependent $D_{LL}$ includes electrostatic ($D^E_{LL}$) and electromagnetic ($D^B_{LL}$) contributions. The electrostatic radial diffusion coefficient used by Brautigam and Albert [2000] is given by

$$D^E_{LL} = \frac{1}{4} \left( \frac{c E_{rms}}{R_E B_0} \right)^2 \left[ \frac{T}{1 + (\omega_D T/2)^2} \right] L^6$$

$$\omega_D = \left( \frac{3 \mu c}{e L^2 R_E^2} \right) \left( 1 + \frac{2 \mu B}{E_0} \right)^{-1/2}$$

where $\omega_D$ is the electron drift frequency, $E_{rms}$ is the root mean square of the electric field amplitude and is assumed as $E_{rms}(Kp) = 0.26(Kp - 1) + 0.1 \text{ mV/m}$, Kp=1 to 6, T is the exponential decay time (0.75 hour), $B_0$ is the dipole moment, $E_0$ is the electron rest energy. It can be seen from the equation that $D^E_{LL}$ is dependent of $\mu$. The electromagnetic diffusion coefficient used by Brautigam and Albert [2000] is

$$D^{Kp}_{LL} = 10^{0.506Kp-9.325} L^{10}$$

Kp=1 to 6, and has no dependence on $\mu$. These equations were originally used for L=3-6.6. However, here we simply extend it to the slot region and inner belt. The $D_{LL}$s of our model showed in Figure 4.10 are averaged over 1 h.
Comparing the diffusion coefficient of the two different electron populations used in this paper, $D_{LL}$ for $\mu=15$ MeV/G electrons is larger than $D_{LL}$ for $\mu=30$ MeV/G electrons at the time of deep penetration, but is lower than that after the penetration, which is consistent with the fact that lower energy electrons are transported inward much faster, while higher energy electrons slowly diffuse inward. The radial diffusion coefficients depend on power spectrum of electric and magnetic field fluctuations, for which the information is not available for this study. However, there should not be such a large difference in radial diffusion coefficients in general between $\mu=15$ MeV/G and $\mu=30$ MeV/G electrons only at the time of deep penetration. So there can be
some other non-adiabatic processes involved at that time, the effects of which seem to be well represented by our empirical radial diffusion model, and thus the large diffusion coefficient of \( \mu = 15 \text{ MeV/G} \) electrons at the time of penetration might not represent the real radial diffusion coefficient in a physical sense.

It is widely believed that the magnetic diffusion coefficient is substantially larger than the electric diffusion coefficient in the outer radiation belt. Recently, based on global MHD simulations and satellite measurements, Tu et al. [2012] have discussed the complexity of the radial diffusion coefficient and found that inside \( L = 4 \), the contribution to the diffusion coefficient mainly comes from electric field fluctuations rather than magnetic field perturbations; also, Ozeke et al. [2012] calculated the electric and magnetic diffusion coefficients using ground- and space-based observations of ULF wave power and found that electric field diffusion is much more important than magnetic field diffusion between \( L = 3 \) and \( 7 \). By extending the Kp-dependent diffusion coefficients from Brautigam and Albert [2000] to the slot region and inner belt, as shown in Figure 4.10, it is apparent that at low \( L \) shells, their electrostatic diffusion coefficient is much larger than the electromagnetic one, indicating that radial diffusion is most likely caused by electric field perturbations rather than magnetic field perturbations. Comparing the diffusion coefficients used in this study with the Kp-dependent ones, we show that in the slot region and inner belt, the diffusion coefficients in our model are much higher than the widely used Kp-dependent electromagnetic diffusion coefficient \( D_{LL}^E \), and the difference gets larger as \( L^* \) becomes smaller. However, the diffusion coefficients in our model are smaller than the Kp-dependent electrostatic diffusion coefficient \( D_{LL}^E \), especially at larger \( L^* \), and the difference gets smaller as \( L^* \) gets smaller. Also, comparing the diffusion coefficients for different \( \mu \), it is apparent that our results show more dynamic features than Kp-dependent ones, especially for lower \( \mu \) electrons. Our results indicate that radial diffusion coefficients for different \( \mu \) have different dependence on solar wind parameters, and rather than a constant scaling factor as used by Brautigam and Albert [2000], the difference between diffusion coefficients for different \( \mu \) changes in time. This indicates that the widely-used Kp-dependent diffusion coefficients from
Brautigam and Albert [2000] cannot be simply extended into the lower L region and applied to different $\mu$ electrons.

In addition, we also compared our diffusion coefficients with the radial diffusion coefficients shown in Ozeke et al. [2012], which utilizes ground- and space-based observations of ULF wave power to statistically characterize the electric and magnetic diffusion coefficients as a function of Kp index. Similarly, the diffusion coefficients from Ozeke et al. [2012] were extrapolated to lower $\mu$ electrons at lower L region. The comparison is shown in Figure 4.11. It is clear from Figure 4.11 that generally our diffusion coefficients are larger than $D_{LL}^{E}$ from Ozeke et al. [2012].
et al. [2012], with the differences get bigger at lower L shell; while our results are orders of magnitude larger than their magnetic diffusion coefficients $D_{LL}^B$. This again indicates the importance of electric diffusion coefficient in the low L region. On the other hand, our diffusion coefficients are also compared with the electric field radial diffusion coefficients from Brautigam et al. [2005] and the magnetic field diffusion coefficients from Ali et al. [2015], and the results are shown in Figure 4.12. The electric field radial diffusion coefficients from Brautigam et al. [2005] are derived using electric field data from CRRES, and the magnetic field diffusion coefficients from Ali et al. [2015] are derived using magnetic field data from the Van Allen Probes. It is still clear that the magnetic field radial diffusion coefficients are much smaller than the electric field diffusion coefficients at $L^*=3$, and are also much smaller than our diffusion coefficients. The electric field diffusion coefficients from Brautigam et al. [2005] fit our results for $\mu=30$ MeV/G, K=0 electrons well, but are not so consistent with our results for $\mu=15$ MeV/G, K=0 electrons. The differences between our diffusion coefficients and the diffusion coefficients from those previous studies could be due to that their diffusion coefficients are derived based on statistical study and thus are highly averaged and cannot be perfectly applied to a specific event, and could also be due to the extrapolation to the lower $\mu$ electrons and lower L shells. Again, this indicates that the diffusion coefficients from previous studies do not work perfectly just by simply extending into the low L region.

The disagreement between Kp-dependent $D_{LL}$ and $D_{LL}$ used in this study in the slot region and inner belt also suggests a different L dependence, rather than $L^{10}$ or $L^6$, for the radial diffusion coefficient. To reproduce the data, we used a lower power in order to increase the diffusion coefficient at lower L shells and maintain a reasonable value of the diffusion coefficient in the outer belt. By trying with several different integers, the best result we found is a dependence of $L^4$. We also tried higher L powers, for example, a dependence of $L^6$ for $\mu=30$ MeV/G electrons, and tuned the parameters by optimizing the results in the slot region. The optimized results were similar to the one derived using a dependence of $L^4$ in the lower L region, with the PEs at $L^*=2.9\pm0.1, 2.6\pm0.1, 2.3\pm0.1$, and $2.0\pm0.1$ are 0.75, 0.75, 0.47, and 0.58,
respectively. However, once the parameters are tuned for optimizing the result between $L^*=2$ and 3, the results at $L^*>3$ do not fit the data as well as the results using $L^4$ dependence. For example, at $L^*=3.4$, using a dependence of $L^6$, the PE is negative; while a dependence of $L^4$ gives a PE of 0.44.

![Comparison of diffusion coefficients for $\mu=30$ MeV/G, $K=0$ electrons and $\mu=15$ MeV/G, $K=0$ electrons in this study and electric ($D_{LL}^E$) diffusion coefficients from Brautigam et al. [2005] and magnetic ($D_{LL}^B$) diffusion coefficients from Ali et al. [2015] at $L^*=3$.](image)

On the other hand, there is always some trade-off between the radial diffusion coefficient and electron lifetime. So we also examine the sensitivity of our model to $D_{LL}$ and $\tau$. In our model, by increasing $D_{LL}$ and decreasing $\tau$, we can get somewhat similar results within the slot region and inner belt; however, the results in the outer part ($L^*>3$) do not fit the data well. For example, for $\mu=30$ MeV/G electrons, we increased $D_{LL}$ by 50% and tuned the parameters $\tau_{01}, \tau_{02}, p_1, p_2$, and $L_{crit}$ to minimize the RMSD between $L^*=2.0$ and $L^*=3.0$. As a result, PEs at $L^*=2.9\pm0.1, 2.6\pm0.1, 2.3\pm0.1, \text{ and } 2.0\pm0.1$ are 0.79, 0.84, 0.56, and 0.26, respectively; while at $L^*=3.4$, PE is -1.68, showing bad agreement between the model and data. However, our model is based on the assumption that $\tau$ is constant in time. Considering the time-varying $\tau$, we might get similar results by increasing $D_{LL}$ and decreasing $\tau$ or opposite.
4.4.2 The Electron Lifetimes

Figure 4.13 shows the electron lifetimes used in the diffusion model for $\mu=30$ MeV/G electrons (Figure 4.13, left) and $\mu=15$ MeV/G electrons (Figure 4.13, right), versus $L^*$ and the approximate corresponding electron energy. For $\mu=30$ MeV/G electrons, the decay time is about 3 days at $L^*=3$ (corresponding to $\sim250$ keV electrons) and about 10 days at $L^*=2.2$ ($\sim500$ keV electrons); for $\mu=15$ MeV/G electrons, the decay time is about 10 days at $L^*=2.4$ ($\sim250$ keV electrons) and about 170 days at $L^*=1.8$ ($\sim500$ keV electrons). It is well accepted that in the outer radiation belt, 100s of keV and higher energy electron lifetime is expected to increase with increasing energy at a fixed $L$. However, since the electron lifetime depends on the loss processes, the situation is quite different for the slot region and inner belt. Comparing the electron lifetime for $\mu=30$ MeV/G and $\mu=15$ MeV/G in the lower $L$ region, e.g., at $L^*=2.0$, the lifetime for higher energy electrons (625 keV for $\mu=30$ MeV/G electrons) is much lower than lower energy electrons (358 keV for $\mu=15$ MeV/G). The decreasing electron lifetimes with increasing electron energy in the slot region and inner belt is a result of wave-particle interaction. Although the relative importance of plasmaspheric hiss, VLF waves from transmitters, and lightning-induced whistlers is still debatable, this result shows that in the slot region and inner belt, for 100s of keV electrons, the resonant interaction with electromagnetic waves is more significant for higher energy electrons. Lyons et al. [1972] calculated the theoretical precipitation lifetimes for different energy electrons inside the plasmapause due to plasmaspheric whistler mode wave scattering, and showed that at lower $L$, the electron lifetime decreases with increasing energy, which is consistent with our results. This feature is also consistent with the fact that the slot region is closer to the Earth for higher energy electrons and the inner belt extends further for lower energy electrons.
In the model, we calculated $\tau$ in two regions, divided by $L_{cri}$. It is evident that the electron lifetime used in the model for $\mu=30$ MeV/G electrons has a minimum at $L_{cri}=3.27$, which accounts for the reappearance of the slot region. The slot region forms as a balance between inward radial diffusion and scattering. Below $L_{cri}=3.27$, closer to Earth, the lifetime gets longer and the diffusion rate gets lower too, thus the balance between the two forms a slot region centered around $L^*=2.9$, as shown in Figure 4.6. For $\mu=15$ MeV/G electrons, there is no clear feature of a slot region, and the two-region lifetime is used to give a better fit to the original PSD data.

4.4.3 The Pitch Angle Distribution Assumption

All PSD data we used are derived based on the assumption that the pitch angle distribution at the magnetic equator has the form of $\sin^3 \alpha$. To check the sensitivity of this assumption, we also tried to use $\sin^2 \alpha$ and $\sin^5 \alpha$ as the pitch angle distribution assumption. The results show that, although the magnitude of PSD data changes a lot, the shape of PSD profile does not change much, and thus the diffusion coefficients used in the model are very similar. The distribution of $\sin^2 \alpha$ gives a ~20% higher radial diffusion coefficient than $\sin^3 \alpha$, while the distribution of $\sin^5 \alpha$ gives a ~30% lower diffusion coefficient. Thus, the uncertainties in pitch angle distribution assumption do not significantly affect the result that the diffusion coefficients
needed in this April event disagree with the Kp-dependent diffusion coefficients from previous studies in the slot region and inner belt.

While uncertainties about diffusion coefficients and lifetimes used here exist, we demonstrate that fast enhancements of energetic electrons in the slot region and inner belt can be understood as the inward radial transport of lower energy electrons originally at larger L.

4.5 Conclusion

We investigated 100s of keV electron flux enhancements in the slot region and the inner belt using DEMETER IDP data, and modeled the flux enhancement event of April 2010 for \( \mu=30 \) MeV/G and \( \mu=15 \) MeV/G equatorially trapped electrons. The results are summarized as follows:

1. For 100s of keV electrons, the flux enhancements in the slot region and inner belt occur much more often than MeV electrons. Even moderate geomagnetic storms can cause 100s of keV electron flux enhancement in the lower L region.

2. By using a radial diffusion model, we modeled the radial diffusion of \( \mu=30 \) MeV/G and \( \mu=15 \) MeV/G equatorially trapped electrons in April 2010. The model results reproduce the PSD data calculated from the electron flux data quite well, indicating that the flux enhancement event can be well explained by inward radial transport.

3. Comparing the diffusion coefficients used in our model with the Kp-dependent diffusion coefficients from Brautigam and Albert [2000], we found that our diffusion coefficients are much larger than \( D_{LL}^{P} \) but smaller than \( D_{LL}^{E} \). Comparison between our diffusion coefficients and those from Ozeke et al. [2012] also showed that our diffusion coefficients are generally larger than theirs. The results indicate that those diffusion coefficients from previous studies cannot be simply extended into the slot region and inner belt.

This chapter has mainly focused on the deep penetration of 100s of keV electrons into the slot region and inner radiation belt and the modeling results of radial diffusion model based on
the Fokker-Planck equation. It was showed that the inward radial diffusion is a very important physical process which is responsible for the deep penetrations of 100s of keV electrons. Besides the radial diffusion, many other physical processes exist in the slot region and inner belt and play important roles on the energetic electron dynamics. In the following chapter, continuing focusing on the dynamics of 100s of keV electrons in the slot region and inner belt, I will show the detailed pitch angle distribution analysis of 100s of keV electrons in the low L region, which can reveal physical processes that are taking effects in specific regions.
Chapter 5

Hundred of keV Electrons in the Slot Region and Inner Belt II: Unveiled Pitch Angle Distributions Based on Van Allen Probes Measurements


5.1 Introduction

In the previous chapters, I have shown that in the inner radiation belt and slot region, though MeV electrons exhibit limited changes except during very active times, hundreds of keV electrons are subject to great variations, and various acceleration and loss processes are responsible for those variations [e.g., Li et al., 1993; Baker et al., 2004a, 2007; Baker and Blake, 2013; Zhao and Li, 2013a, 2013b]. In this chapter, I will continue focusing on the 100s of keV electrons in the low L region and explore the physical processes in this region by examining the pitch angle distributions (PAD) of 100s of keV electrons.

The electron PAD is an important characteristic of radiation belt electrons, since the evolution of PADs can give us important information on the source and loss processes in a specific region. Many previous studies have focused on the characteristics and evolution of electron PADs in the outer radiation belt [e.g., West et al., 1973; Gannon et al., 2007; Chen et al., 2014]. Generally, the electron PADs in the outer radiation belt can be categorized into three types: the normal distribution, butterfly distribution, and flat top distribution. The normal distribution is the most general type of PAD in the outer belt, for which the electron flux peaks at 90° pitch angle (PA) and smoothly decreases at smaller PAs. It is thought to form as a result of
the loss to the atmosphere combining with the pitch angle diffusion. Inward radial diffusion can also cause the flux peak around 90°. Due to the conservation of the first and second adiabatic invariants, when an electron moves inward, the perpendicular momentum increases more than the parallel component, which would increase the PA of electron and thus create a more 90° peaked PAD [e.g., Schulz and Lanzerotti, 1974]. The butterfly distribution has a minimum around 90°, which looks like a butterfly in the polar plot (in which PA is the polar angle and flux is the radius). The butterfly distribution is thought to be caused by the drift-shell-splitting effect combining with magnetopause shadowing or strong negative radial flux gradient [e.g., Sibeck et al., 1987; Selesnick and Blake, 2002]. Horne et al. [2005] have also suggested that chorus wave heating could cause butterfly distribution by preferentially heating off-equator electrons. For the flat top distribution the electron flux is approximately equal at a wide PA range centered around 90°. It can be a transition between the normal distribution and butterfly distribution or can be due to strong wave-particle interactions [Horne et al., 2003]. Besides these three types of PADs, another PAD type, “cap” PAD (also called “head-and-shoulder” PAD), has also been recognized [e.g., Lyons and Williams, 1975a; Sibeck et al., 1987]. This type of PAD looks like a bump around 90° on top of a normal distribution. It is found to be present in the outer belt and slot region. As for the formation of cap distributions, Lyons and Williams [1975a] shows the comparison between the observation and modeling of wave-particle interaction, and the agreement between the two suggests that the cap distribution forms as a result of pitch angle scattering caused by the plasmaspheric whistler mode waves in the slot region. However, Sibeck et al. [1987] has also investigated the cap distribution in the outer belt and suggested that this type of PAD can be caused by a combination of the drift-shell-splitting effect and a substorm injection or a sudden magnetospheric compression. For tens to hundreds of keV electrons, “cigar” distribution with flux peaking along the direction of local magnetic field has also been found in the outer radiation belt, and it is thought to be related to the tail-like stretching of the nightside magnetic field prior to the substorms and thus could be used as an indicator of likely substorm onset [Baker et al., 1978].
However, comparing to the PADs in the outer belt, PADs in the inner radiation belt and slot region received limited attention during the past decades. Lyons et al. [1972] calculated the pitch angle diffusion rate in the slot region, and the results showed that the interaction between electrons and plasmaspheric hiss waves can cause cap PADs in the slot region, which is similar to observations at L=3-4 during the decay phase following an injection event. Also, Lyons and Williams [1975a, 1975b] examined the PADs of 35-560 keV electrons in the outer belt and slot region using data from Explorer 45. They found that during geomagnetic quiet times, the PADs in the slot region and outer regions of the plasmasphere near the magnetic equator observed by Explorer 45 can be primarily explained by resonance interactions with plasmaspheric hiss, while during active times, the PADs were greatly distorted because of injections, and during post-storm decay periods, 90° minima in the PADs at L=2-4 were occasionally observed.

One reason for the lack of attention to the inner belt electrons during the past decades is the limited quality data available, which was then due to the unforgiving contamination from the very energetic inner belt protons [e.g., Selesnick et al., 2014] and also from sometimes newly formed very energetic electrons and protons in the slot region [Blake et al., 1992; Li et al., 1993; Hudson et al., 1995; Baker et al., 2004a]. Now the newly available Energetic Particle, Composition, and Thermal Plasma (ECT) [Spence et al., 2013] data from Magnetic Electron Ion Spectrometer (MagEIS) [Blake et al., 2013] onboard the Van Allen Probes spacecraft [Kessel et al., 2013] provide an unprecedented opportunity to study the detailed PADs for hundreds of keV electrons in the slot region and inner belt. The Van Allen Probes operate in an elliptical orbit, with the inclination of 10° and altitude of ~600 km at perigee and geocentric distance of 5.8 RE at apogee. With the spin axis approximately pointing to the Sun, the spacecraft is spinning with a period of ~12 s. The MagEIS instrument, as a part of the ECT suite, provides high-resolution energetic electron flux measurements with energy range of ~30-4000 keV. It contains four independent magnetic electron spectrometers on each spacecraft, one low-energy spectrometer (LOW), two medium-energy spectrometers (M75 and M35), and a high-energy spectrometer (HIGH). The low unit, high unit, and one of the medium units (M75) are mounted with the field
of view centered at 75° to the spin axis, while the field of view of another medium unit (M35) is centered at 35° to provide larger PA coverage. In this study, we mainly use the PA-resolved electron data from M75 of MagEIS, which provides ~200 keV-1 MeV electron flux measurements with good PA coverage. It is worth mentioning that the energy of each channel of MagEIS was changing during the mission, so for the statistical analysis presented in this study we use the electron data of energy channel closest to the specified energy channel.

In this study, we focus on hundreds of keV electron measurements from MagEIS and examine the pitch angle distributions of 100s of keV electrons in the slot region and inner belt. In section 5.2, I report the newly unveiled electron PADs with minima at 90° in the inner radiation belt and slot region. Such kind of PADs, different from analytical results of wave-particle interaction [e.g., Lyons et al., 1972], remains almost continuously present in the inner belt while exhibits great variations during storm times in the slot region. In section 5.3, I further investigate and provide a comprehensive description of the PADs of hundreds of keV electrons below L=4 using over a year’s data from MagEIS instrument, focusing on ~460 keV electron PADs as a function of L shell. In addition to the 90° minimum PAD, normal and cap PADs in the low L region are also identified and the characteristics and distribution of these three types of PADs in the low L region are shown. Using the PADs observed in the slot region and inner belt, we can thus infer the source and loss processes in the low L region. In section 5.4 and 5.5, I focus on the 90° peaked PADs and 90° minimum PADs in the low L region, respectively. For the normal PADs, by fitting them into a sin^n α form, the parameter n is calculated and results are discussed. For the 90° minimum PAD, more detailed statistical analysis as well as the case study are performed and possible mechanisms responsible for the formation are proposed. The discussion and conclusion will be presented in section 5.6 and 5.7 respectively.
5.2 Peculiar Pitch Angle Distribution of Relativistic Electrons in the Inner Radiation Belt and Slot Region

5.2.1 Storm-time Observations

The PADs of 464 keV electrons at different L during 29-30 June 2013 are shown in Figure 5.1, in which all data are from outbound passes only from Van Allen Probe-A in order to avoid any local time dependence. Three rows correspond to PADs observed at L=3.0, 2.5, and 2.0, respectively. Here we use McIlwain L with TS04 magnetic field model [Tsyganenko and Sitnov, 2005]. Two parameters are calculated and shown in the top right corner of each panel: magnetic latitude (Mlat) and corresponding equatorial pitch angle of locally mirroring electrons ($\alpha_{eq}$). This is a geomagnetic active time period, with a strong storm (minimum Dst~100 nT and maximum AE~1200 nT) occurring on June 28. There is a significant electron flux increase at L=2.5 and above during this storm, while the flux level at L=2.0 almost does not change. One significant signature here is that during this time period, the minima at 90° in PADs developed. At L=3.0 and 2.5, this 90° minima appeared along with the flux enhancement on June 29 and persisted at least several orbits. At L=2.0, the 90° minima was there earlier but became more significant as the flux enhancement occurred. It is worth mentioning that in the third column, no minimum at 90° is observed because the magnetic latitude is too high (almost no minimum at 90° is observed in the inner belt and slot region when $|\text{Mlat}|>\sim10^\circ$). The structure of minima at 90° is also present in lower energy channels (as low as 30 keV) but is less obvious. For the energy channels higher than 464 keV, the fluxes are too low and too close to the background to get clear PADs. Lyons and Williams [1975b] have reported this kind of structure that appeared around L=2-4 during some post-storm time periods using data from Explorer 45. However, they described this kind of structures as short lived (8-24 h) and only present during active period. The short-lived feature they described probably is because they did not take into consideration the magnetic latitude. As shown in Figure 5.1, when the corresponding equatorial pitch angle of locally mirroring particles is high enough, we can always see this kind of PAD. Though not
shown here, PADs with minima at 90° can last for days at the outer edge of the slot region and for years in the heart of inner radiation belt according to Van Allen Probes observations. Another aspect in contrast to what Lyons and Williams [1975b] mentioned is that minima at 90° in PADs do exist during the quiet times as well, as shown in the following subsection.

Figure 5.1: The pitch angle distributions of 464 keV electrons from Van Allen Probe-A during 29-30 June 2013, at (top) L=3.0, (middle) 2.5, and (bottom) 2.0, respectively. Two parameters shown in the top right corner of each panel are magnetic latitude (Mlat) and the corresponding equatorial pitch angle of locally mirroring electrons (α_eq). The data are from outbound passes only.

5.2.2 Quiet-time Observations

Figure 5.2 shows the PADs at L=1.5 during 4-5 January 2013, a geomagnetic quiet time period (Dst ~ 0 nT and AE < 200 nT), for three different energy channels (237 keV, 349 keV, and 456 keV from the top to bottom, respectively). The format of Figure 5.2 is similar to that of
Figure 5.1, but only the inbound passes from Van Allen Probe-A are plotted. It is clear that during this quiet time period, with passes close enough to the magnetic equator, PADs with minima at 90° are always observed at L=1.5, and the situation is similar for all three energy channels. Figure 5.2 suggests that PADs with 90° minima are generally present in the inner radiation belt, even during very quiet time period. In the slot region, however, this kind of PADs is not clearly observed at L=2.0-2.5 during this time period; at larger L the fluxes are low and close to background levels, and thus, no clear PAD patterns are measured. It is worth noting that in this study the uncorrected data from MagEIS instrument are used, and thus high fluxes inside the loss cone were observed in the inner radiation belt mainly because of the contamination from highly energetic protons. However, this would not affect our results about 90° minima in the electron PADs since the fluxes around 90° PA are usually much higher than background noises.

Figure 5.2: The PADs of (top) 237 keV, (middle) 349 keV, and (bottom) 456 keV electrons, respectively, at L=1.5 during 4-5 January 2013. The data are from inbound passes of Van Allen Probe-A only.
5.2.3 Statistics

In order to show the general features of PADs with minima at 90° over time and L, we developed a program to automatically identify this kind of PAD inside the inner belt and slot region and then calculated the frequency of occurrence. The criteria we used include (1) $f_{avg}(85°:95°) < 0.95 \times f_{avg}(90° - \alpha: 90° + \alpha)$, where $f_{avg}(a:b)$ is the averaged flux of electrons with pitch angle between $a$ and $b$ and $\alpha$ is selected from $5°$ to $45°$ to maximize the value of $f_{avg}(90° - \alpha: 90° + \alpha)$, and (2) total square root of counts (summed over all pitch angles) is greater than 50. We only included those points when the satellite is close enough to the magnetic equator (the corresponding equatorial pitch angle of locally mirroring electrons is greater than 85°) in the statistics. Using these criteria, we plotted the frequency of occurrence of PADs with 90° minima of ~460 keV electrons over a year as a function of L and time in Figure 5.3 using data from both probes. Figure 5.3 also includes the daily averaged Dst and AE indices measured (real time) in black and predicted in red [Temerin and Li, 2002, 2006; Li et al., 2007; Luo et al., 2013]. The color bar in Figure 5.3 (top) indicates the frequency of occurrence of PADs with minima at 90°, where red means this kind of PADs is always observed and black means no such kind of PADs. The white regions are where the second criterion cannot be met, or both satellites are away from the magnetic equator.

From Figure 5.3, it is clear that for ~460 keV electrons, at L=1.5, this kind of PAD is always observed and not correlated with geomagnetic activity; but at L=1.8-3.0, the occurrence of PADs with 90° minima is strongly correlated with both the AE and Dst indices. During quiet times, e.g., December 2012 to February 2013, PADs with minima at 90° are rarely observed at and above L=1.8, while during active times, e.g., in July 2013, the frequency of occurrence of PADs with minima at 90° between L=1.8-2.5 is very high. Also, after such PAD pattern is initially created, it lasts longer at lower L, and disappears faster at higher L.
Figure 5.3: (top) The frequency of occurrence of PADs with minima at 90° of ~460 keV electrons as a function of L and time from September 2012 to October 2013. (middle) The daily averaged real-time Dst index (black) and predicted Dst index (red). (bottom) The daily averaged real-time AE index (black) and predicted AE index (red).

5.2.4 Averaged Pitch Angle Distributions

It is also important to show the averaged PADs during quiet and active time and at different L. As an example, we calculate the averaged PADs of ~460 keV electrons during a geomagnetic quiet month (December 2012, Figure 5.4 (top)) and active month (July 2013, Figure 5.4 (bottom)), respectively, at L=1.5, 1.8, 2.0, and 2.3 (with ΔL=0.05) for comparison. The number of PADs being averaged is shown in the top right corner of each panel. Similarly, here we also use the PADs measured by both probes but only when the probe is close enough to the magnetic equator with α_eq > 85°.
Figure 5.4: The averaged PADs of ~460 keV electrons during geomagnetic (top) quiet (December 2012) and (bottom) active times (July 2013), respectively, at L=1.5, 1.8, 2.0, and 2.3, using data from both probes. The L is shown in the top left corner for each panel, while the number of PADs being averaged is shown in the top right corner.

The results shown in Figure 5.4 are clear and significant: during active time, the PADs with minima at 90° are present throughout the slot region and inner belt; during quiet time, such kind of PADs is still present in the inner belt but much less obvious in the slot region. Also, by comparing the averaged PADs at different L, we see that, at L=1.5, the structure almost does not change, while at L>1.8, the structure is less significant during quiet time and more notable during active time. As L increases, the minimum at 90° disappears during quiet time. One thing notable is that we can clearly see from Figure 5.4 that the flux level inside the loss cone is high at L=1.5 and gradually decreases as L increases, which is likely due to the contamination of the inner belt protons. However, since the peak flux values are at least 1 order of magnitude higher than the background fluxes, such background should not affect the PADs near 90° for ~460 keV electrons.
It should be interesting to look at the long-term behavior of PADs in the inner belt.

Figure 5.5 shows the monthly averaged PADs of ~460 keV electrons at L=1.5, from October 2012 to September 2013 using the same criterion as in Figure 5.4. The situation is similar but confirming: the 90° minima in the averaged PADs persist all the time, and the shapes of PADs did not change much over the whole year at L=1.5. It is worth noting that during the first 6 months of the mission, there are several gain changes and energy channels changes, which makes the backgrounds and the peak values of the measurements in the PADs change but not the PAD.
shape itself. During the next 6 months, it is clear that the flux level and PADs at L=1.5 almost did not change, even during active time. This suggests that in the heart of inner belt, the flux of hundreds of keV electrons does not change much as expected from the low scattering rates by plasmaspheric hiss waves at low L region [e.g., Abel and Thorne, 1998] (unless there are much stronger magnetic storms, e.g., 24–25 March 1991 and 30–31 October 2003), and PADs with minima at 90° are always expected. It is also worth mentioning that we have checked the monthly-averaged PADs of ~460 keV electrons over an even longer time period (from 2012 to 2015) using background-corrected data, and the results show that though during very active times the flux of ~460 keV electrons at L=1.5 does change, the 90° minima are always observed in electron PADs.

To summarize, we found that the PADs inside the inner radiation belt and slot region are different from predictions of previous theories [e.g., Lyons et al., 1972]; actually, near the magnetic equator, the pitch angle distributions with minima at 90° are always observed in the inner belt and are expected in the slot region during storm times. The PADs with minima at 90° have several features: (1) during the geomagnetic active times, this type of PADs is almost always present inside the inner belt and slot region; (2) during the geomagnetic quiet times, this type of PADs also exists in the inner belt but is much less significant in the slot region; and (3) the minima at 90° in PADs can last for several days to months in the inner belt and slot region, depending on L, and this structure disappears faster with increasing L, possibly due to stronger pitch angle scattering by whistler mode hiss waves at higher L [e.g., Abel and Thorne, 1998; Artemyev et al., 2013].

### 5.3 Energetic Electron Equatorial Pitch Angle Distributions in the Slot Region and Inner Belt: Survey Plots

In the previous section, I introduced the newly unveiled 90° minimum PAD of 100s of keV electrons in the slot region and inner belt. The presence of this peculiar type of PAD indicates the complexity in the inner belt dynamics and motivates us to further investigate the
physical processes existing in the low L region. In this section, I focus on the PADs of ~460 keV electrons in the low L region, show different types of PADs as a function of L and time for over a year, and discuss about the possible physical processes behind each of them.

![Figure 5.6: Examples of (left) normal, (middle) cap, and (right) 90° minimum pitch angle distributions of ~460 keV electrons.](image)

Based on MagEIS PA-resolved data, the PADs of hundreds of keV electrons in the slot region and inner radiation belt are most similar to Gaussian distributions combined with some modifications around 90° PA. The PADs in the low L region can be roughly divided into two categories: 90° peaked PADs and 90° minimum PADs, while 90° peaked PADs can again be categorized into the normal distribution and cap distribution. Figure 5.6 shows examples of normal PAD, cap PAD, and 90° minimum PAD observed in the low L region using data from MagEIS onboard Van Allen Probe-A. For over a year, we found that most equatorial PADs in the slot region and inner belt can be described as one of these three categories, provided that the flux level is higher than the background noise. Thus, for the statistical analysis in this study, we exclude all PADs with the total square root of counts (summed over all pitch angles) less than 50. However, there is still a situation where the counts are high but the PAD is almost flat, indicating high background noises with small signal-to-noise ratio. This kind of situation occurs mostly at the inner edge of outer belt as well as the inner part of inner belt. As for the inner edge of outer belt, the high flux level of background is likely caused by the bremsstrahlung radiation produced
by very energetic electrons; while for the inner belt, it is more likely caused by the inner belt proton contamination. We call this type of PAD the “undefined” PAD since it cannot be categorized into any of the three well-defined PAD types and is likely formed due to contamination.

To show the categorization of PADs in the low L region, we use some criteria to identify different types of PADs. First, in order to identify those undefined PADs, we fit a PAD into a Gaussian function and calculate the correlation coefficient between the data and the Gaussian function. All PADs with correlation coefficients less than 0.8 are identified as undefined PADs. Using this criterion, we found between L=1.5 and 3 only ~2% PADs are undefined. Then, we identify the 90° minimum PADs using the same criteria as used in section 5.2.3. If a PAD cannot meet the criteria of 90° minimum PAD, we then separate data into two parts according to the PA (PA=[60°, 120°] and PA=[0°, 60°]∪[120°, 180°]) and fit them into two Gaussian functions respectively. If the full width at half maximum of the second Gaussian function (using data of PA= [0°, 60°]∪[120°, 180°]) is at least twice of the first Gaussian function (using data of PA=[60°, 120°]), we identify this PAD as a cap PAD. The rest of the PADs are characterized as normal PADs. However, at very low L (< 1.4), the loss cone is very large (up to ~ 40° at L=1.4 and even higher at lower L), and the background noise from inner belt proton contamination is getting comparable with or higher than the electron flux with PA close to the loss cone, which makes some normal PADs at L~1.3 as cap PADs. Thus, we simply mark all cap PADs detected below L=1.4 as undefined PADs.

Figure 5.7 (top) shows the distribution of different PAD types of ~460 keV electrons between L=1 and 4 during 7 September 2012 to 24 March 2014 using the data from Van Allen Probe-A, with the corresponding equatorial pitch angle of locally mirroring electrons (α_eq) greater than 80°. Different colors represent different types of PADs: blue represents 90° minimum PAD, green is the normal PAD, and red is the cap PAD. The undefined PADs are marked as grey. Note that the occasional white gaps between L~1.2 and 2.5 are where Van Allen Probe-A is away from the magnetic equator (α_eq < 80°), while the gaps above L~2.5 are most
likely where the data were rejected because the counts are low (total square root of counts < 50). The spin-averaged flux of ~460 keV electrons during this time period is also provided for reference (Figure 5.7, bottom). The L parameter used in this study is the McIlwain L of locally mirroring particles with the T89 dynamic magnetic field model [Tsyganenko, 1989] using International Radiation Belt Environment Modeling (IRBEM) library [Boscher et al., 2010], while \( L' \) parameter used in section 5.5, where the phase space density is calculated, is the Roederer L with the T89 model.

Figure 5.7: (top) Classification of pitch angle distributions of ~460 keV electrons during 7 September 2012 to 24 March 2014 using data from MagEIS onboard Van Allen Probe-A. Different colors represent different types of PADs: blue denotes the 90° minimum PAD, green represents the normal PAD, and red represents the cap PAD, while grey indicates the undefined PAD. White regions are where the counts are too low to show clear PAD pattern or the satellite is away from the magnetic equator (with corresponding equatorial pitch angle of locally mirroring particle less than 80°). (bottom) Spin-averaged flux of ~460 keV electrons during 7 September 2012 to 24 March 2014 using data from MagEIS onboard Van Allen Probe-A, when the equatorial pitch angle of locally mirroring particle is greater than 80°.
As Figure 5.7 (top) shows, the 90° minimum PADs dominate at L~1.4-1.8 almost all the time, while the normal PADs dominate at high L mostly (L>3.5). In the region between, the PADs are subject to the influence of storm time injections. During storm times, as the plasmasphere shrinks while the radial diffusion and wave heating increase, hundreds of keV electrons can penetrate into the slot region and sometimes even inner belt. Along with the injections, 90° minimum PADs dominate in both the slot region and inner belt. After the formation, 90° minimum PADs gradually disappear in the slot region, which is likely due to the pitch angle scattering caused by whistler mode waves, and the normal distribution becomes the dominant PAD type again between L=1.8 and 2.5. After the injections, as the electron flux decreases, the cap distributions gradually appear between L~2.5 and 3.5, until the flux is too low to show a clear PAD pattern. As the modeling results from Lyons et al. [1972] predict, the resonance interaction between electrons and plasmaspheric hiss waves can produce PAD with a bump near 90°. Thus, the formation of the cap distribution in the slot region is likely due to the pitch angle scattering caused by plasmaspheric hiss waves. Grey regions, which represent the “undefined” PADs, are located near the inner edge of the outer belt after storms as well as L~1.2-1.3 and indicate the presence of high background noise from bremsstrahlung radiation or inner proton contamination.

To summarize, in this section we showed the equatorial PADs of ~460 keV electrons in the slot region and inner belt and identified three types of PADs: normal, cap, and 90° minimum PAD. Below L~1.8, 90° minimum PADs dominate, while between L~3.5 and 4 normal PADs dominate. In the region between, 90° minimum PADs become dominant during storms and normal PADs dominate during quiet times. The cap distribution appears mostly during the decay periods in the slot region and thus is likely caused by the wave-particle interaction with plasmaspheric hiss waves. In the next two sections, we will discuss the 90° peaked and 90° minimum PADs in detail and suggest the physical processes responsible for the formation of those PADs.
5.4 Ninety Degrees Peaked Pitch Angle Distributions and Corresponding Physical Processes in the Slot Region and Inner Belt

Ninety degrees peaked PADs can be categorized into two types: the normal PAD and cap PAD. The normal PAD can also be fitted into a $\sin^n \alpha$ form, where $n$ represents the steepness of the normal PAD, with high $n$ number indicating a highly 90° peaked distribution. To show more detailed features of the normal PADs, we fit the normal PADs into $\sin^n \alpha$ according to the equation given by Vampola [1998]:

$$n = \frac{\log(I_{90/45}) + 0.004105}{0.14303},$$

where $I_{90/45}$ is the ratio of the electron flux at 90° to that at 45°. In this study, we average the electron flux between PA = 85° and 95° and divide it by the averaged flux of electrons with PA of 40°-50° and 130°-140° and use this result as $I_{90/45}$ in Vampola’s equation. Figure 5.8 (top) shows the $n$ values calculated by this method for normal PADs of ~460 keV electrons at L<4, with $\alpha_{eq}$ greater than 80° and total square root of counts greater than 50. The grey region (L<1.8) represents where the $n$ values cannot be accurately calculated by this method due to the inner belt proton contamination to the electron fluxes with PA of 40°-50° and 130°-140°. Similar to Figure 5.7, only data from Van Allen Probe-A are used. It is clear from Figure 5.8 that below L~3, the $n$ values are much higher than that at the inner edge of the outer belt, which is consistent with previous studies [e.g., Gannon et al., 2007]. This could be caused by the wave-particle interaction between electrons and plasmaspheric hiss waves, which only exist inside the plasmasphere. The inward radial diffusion could also play a role. In the inner belt, the value of $n$ is relatively uniform, while in the slot region the $n$ parameter changes frequently during injections. If we focus on the electron injections into the low L region, e.g., during the 17 March 2013 storm, we can find that the $n$ parameter in the slot region is very high at the beginning of the injection, indicating a steep normal distribution. Afterward $n$ becomes a little smaller, while as the flux decays, $n$ becomes larger again. We will discuss this phenomenon in the rest of this section by showing detailed PAD evolution. Note that at L<1.8, the background flux level is high due to the contamination from inner belt protons, which may elevate the flux at PA = 45° significantly; thus, in this region the parameter $n$ cannot be accurately calculated using the
Vampola’s equation. However, the peak flux of the electrons, around PA=90°, is still significantly above the background at L>~1.3. Not shown here, we also examined the magnetic local time (MLT) and longitude dependence of the $n$ parameter for L<4 and found no significant variations. Figure 5.8 (middle) is discussed in Section 5.5, and Figure 5.8 (bottom) shows the spin-averaged flux of ~460 keV electrons for reference.

Figure 5.8: (top) The $n$ values of normal PADs of ~460 keV electrons calculated from Vampola’s equation as a function of L shell during 7 September 2012 to 24 March 2014. The grey region represents where the $n$ value cannot be accurately calculated due to the contamination from inner belt protons. (middle) The corresponding equatorial pitch angle at the flux peak of 90° minimum PADs of ~460 keV electrons during the same time period. (bottom) Spin-averaged flux of ~460 keV electrons, the same as in Figure 5.7.
To examine the evolution of 90° peaked PADs in the slot region during the injection, we also plotted the detailed PADs of ~460 keV electrons at L=2.7 during 17-23 March 2013 (Figure 5.9). Here we use both inbound and outbound passes since there is no significant MLT dependence on \( n \) values, and only plot PADs with \( \alpha_{\text{eq}}>80^\circ \). The time of each plot is shown on the top and labeled as inbound or outbound pass in the top left corner.

Figure 5.9: Pitch angle distributions of ~460 keV electrons at L=2.7 during 17–23 March 2013, with corresponding equatorial pitch angle of locally mirroring electrons (\( \alpha_{\text{eq}} \)) greater than 80°. Inbound/outbound pass is indicated in the top left corner of each panel. Only data from Van Allen Probe-A are used in this figure.

As Figure 5.9 shows, on 17 March, electron flux began to increase in the slot region, while the flux of electrons with PA~90° increased first, forming a highly 90° peaked PAD. This is a general feature in the slot region during injections. One possible reason that the flux of electrons with PA~90° enhances first is the inward radial diffusion. As an electron diffuses inward, to conserve the first adiabatic invariant, the perpendicular momentum increases, and the PA of the electron becomes closer to 90°; thus, a more 90° peaked PAD forms. As the injection went on, the fluxes of electrons with lower PAs also increased and the \( n \) value became smaller. During the flux decay time, the fluxes of electrons with low PAs decreased faster than that of high PAs, which results in high \( n \) PADs again.

At the end of the time period shown here, the cap PAD appeared. Since it appeared along with the flux decaying, it was very likely caused by wave scattering. According to the modeling
results from Lyons et al. [1972], the edge of the “cap” in a PAD of 500 keV electrons caused by pitch angle scattering of plasmaspheric whistler mode waves should appear around 80° at L=3. This is consistent with our observations.

On the other hand, the 90° minima in PADs also appeared during the injection shown here and gradually disappeared afterward at this L shell. We will discuss the 90° minimum PAD in detail in the next section.

In this section, we mainly examined the 90° peaked PADs in the low L. By fitting the normal PADs into \( \sin^n \alpha \), we found that \( n \) values in the inner belt and slot region are much higher than those in the outer belt, and the \( n \) parameter is almost constant in the inner belt, while it changes considerably in the slot region during injections. By investigating an event in detail, we found that the formation of the highly 90° peaked PAD at the beginning of the injection is likely caused by inward radial diffusion, while during the decay time, due to the hiss wave scattering, low PA electrons are scattered into the loss cone more efficiently and steep normal PADs form again. Gradually, cap PADs occur due to the hiss wave scattering. Overall, plasmaspheric hiss wave scattering is an important mechanism which can lead to the steep normal PADs and cap PADs in the slot region and inner belt, while inward radial diffusion can also create highly 90° peaked PADs at the beginning of injection.

5.5 Ninety Degrees Minimum Pitch Angle Distributions and Corresponding Physical Processes in the Slot Region and Inner Belt

5.5.1 Observations of Electrons with Different Energies at Different L Shells during an Injection Event

In this section, we mainly focus on the 90° minimum PADs in the low L region. To investigate the possible mechanisms leading to the formation of 90° minimum PADs, we will start with the observations of PADs of electrons with different energies and at different L shells during a specific injection event and then investigate the possible causes in detail.
Figure 5.10 shows the PADs of ~460 keV electrons at L=3.5, 3.0, 2.5, and 2.0, respectively, during 28 June to 2 July 2013, which is a geomagnetic active time period with minimum Dst index of ~100 nT and maximum AE index of ~1200 nT. The magnetic latitude and the corresponding equatorial pitch angle of locally mirroring electrons are shown in the top right corner of each panel. Here we use outbound passes of Van Allen Probe-A to exclude any possible dependence on MLT. Note that only the passes close enough to the magnetic equator during this time period are shown here (with $\alpha_{eq}$ at all four L shells greater than 75°).

Figure 5.10: (a–d) Pitch angle distributions of 464 keV electrons at L = 3.5, 3.0, 2.5, and 2.0, respectively, during 28 June to 2 July 2013. The corresponding magnetic latitude (Mlat) and equatorial pitch angle of locally mirroring electrons ($\alpha_{eq}$) are also shown in the top right corner of each panel. Only data from outbound passes of Van Allen Probe-A when it is close to the magnetic equator (with $\alpha_{eq}$ at four L shells greater than 75°) are used in these plots.
It is clear from Figure 5.10 that on 29 June, electron fluxes were enhanced significantly at L=2.5 and above, while the flux at L=2 almost did not change. Along with the flux enhancement, the minima at 90° PA appeared at all four L shells shown here. Afterward, the electron fluxes began to decay at L=3 and 3.5, while at L=2.0 and 2.5 the flux level did not change significantly during this time period. At L=3.5, the 90° minimum PAD disappeared around 1 July 2013, while at L=3.0 we can still see a hint of 90° minimum at this time and then the cap PAD appeared, indicating that the plasmaspheric hiss scattering was taking effect. At L=2.5 and 2.0, the 90° minimum PAD developed on 29 June persisted during this time period. The differences in the disappearance rates of minima at 90° at different L shells indicate the presence of plasmaspheric hiss wave scattering, since according to the modeling results from Lyons et al. [1972], inside the plasmasphere the pitch angle diffusion coefficient of 500 keV electrons due to the hiss wave scattering is smaller at lower L shells. Also note that at the beginning of injection, the flux peaks at different L shells occurred at similar pitch angles. During the decay period, the flux peaks at L=3 and 3.5 moved to higher PAs gradually, which is also expected from the pitch angle scattering, while the flux peaks at L=2.5 and 2.0 almost did not change during this time period.

PADs of electrons with different energies are also investigated. PADs of 231 keV, 464 keV, and 593 keV electrons at L=3.0 are shown in Figure 5.11, and the time of each panel is the same with that of Figure 5.10 (b). It can be seen that the 90° minimum PADs appeared at all three energy channels at the beginning of the injection, and the PA of the flux peak of each energy channel is about the same. As the electron fluxes decayed, the minima at 90° gradually disappeared, while at higher-energy channels, minima at 90° disappeared faster, indicating a more efficient pitch angle scattering. This is also consistent with the theoretical results from Lyons et al. [1972] that the pitch angle diffusion coefficient due to the hiss wave scattering of 500 keV electrons is higher than that of 200 keV electrons at L=3. Though we did not show here, this is true for L~2.5-3.5 also. Above L~3.5, the difference is too small, and between L~2 and 2.5, the flux of 593 keV electrons is too low to show valid PAD patterns.
Figure 5.11: Pitch angle distributions of electrons of (top) 231 keV, (middle) 464 keV, and (bottom) 593 keV, respectively at L=3.0 during 28 June to 2 July 2013. The time of each panel is the same with Figure 5.10 (b).

From Figures 5.10 and 5.11 it is evident that the $90^\circ$ minimum PAD of hundreds of keV electrons exists in the inner belt and the slot region during the injection. Such kind of PAD appears at the beginning of the injection, while the flux peaks form at similar PAs at different L shells and for electrons with different energies. After the formation, this PAD pattern gradually disappears in the slot region and disappears faster at higher L and for higher-energy electrons. Thus, we conclude that the disappearance of $90^\circ$ minima in PADs is very likely due to the plasmaspheric hiss wave scattering inside the plasmasphere. In the next subsection, we will focus on the formation of the $90^\circ$ minimum PAD and discuss the possible mechanisms leading to it in the low L region.

5.5.2 Possible Mechanisms

**Drift-shell-splitting/multipole-drift-shell-splitting.** Figure 5.12 shows the occurrence rate of $90^\circ$ minimum PADs as a function of L shell and longitude (Figure 5.12, top) or MLT (Figure 5.12, bottom) for different levels of geomagnetic activity, represented by Dst index.
Figure 5.12 (left, middle, and right columns) shows the results during quiet (Dst > -20 nT), moderate (-50 nT < Dst < -20 nT), and intense (Dst < -50 nT) geomagnetic activity, respectively. The number of PADs, or sample size, in each bin is color coded and shown in the top right corner of each plot (the corresponding color bar is shown on the top right corner of each row). Comparing the situation under different levels of geomagnetic activity, it is clear that during quiet time, 90°-minimum PADs exist in the inner radiation belt only; when the geomagnetic activity becomes moderate or intense, the occurrence rate of 90° minimum PADs enhances significantly in the slot region. However, there is no significant longitudinal dependence or MLT dependence in the occurrence rate of 90° minimum PAD. This indicates the formation of such kind of PAD is not due to the drift-shell-splitting or multipole-drift-shell-splitting effect. This is easy to understand since the drift-shell-splitting effect is expected to be very limited in the low L region, while the multipole-drift-shell-splitting effect is only significant at L close to 1 [e.g., Roederer et al., 1973].

Wave heating. Wave heating is believed to be one of the most important acceleration processes for radiation belt electrons. However, most previous studies focus on the wave heating in the outer radiation belt since most waves capable of accelerating electrons, such as chorus waves, were observed there. As for the inner belt and slot region, many studies suggest radial diffusion to be the main source for energetic electrons and very limited studies show the influence of wave heating. Here we examined detailed wave data to show the possibility of wave heating creating 90° minimum PADs.

During active time, the plasmasphere shrinks and the plasmapause can reach very low L, sometimes as low as L=2 [e.g., Baker et al., 2004a] or even lower [e.g., O’Brien and Moldwin, 2003]. Existing outside the plasmasphere, chorus waves accelerate off-equator electrons more efficiently. Horne et al. [2005] calculated the bounce-averaged energy diffusion rate of chorus waves in different sectors and found that nightside chorus waves preferentially heat up hundreds of keV electrons with PA of 60°-80°. Fast magnetosonic waves could also be a potential mechanism causing 90° minimum PAD. Magnetosonic waves exist both inside and outside the
plasmasphere, while outside the plasmasphere magnetosonic waves preferentially heat up hundreds of keV with PA of ~60°, and inside the plasmasphere they are more efficient for electrons with even higher PAs (~80°) [e.g., Horne et al., 2007; Ma et al., 2013; Mourenas et al., 2013].

Figure 5.12: The occurrence rate of 90° minimum PADs as a function of (top) L shell and longitude or (bottom) MLT. The number of PADs in each bin is color coded and shown on the top right corner of each plot, with the corresponding color bar showing on the top right corner of each row.

To investigate the possibility of wave heating, we examined the data from the Electric Field and Wave (EFW) instrument [Wygant et al., 2013] onboard Van Allen Probes during this injection event. During this event, chorus waves were observed by both probes. On 28 June 2013 and early 29 June 2013, which is just before the occurrence of 90° minimum PAD, Van Allen Probe-A, locating at the midnight sector during that time, observed that chorus waves extended
to L~3. It is well known that chorus waves only exist outside the plasmasphere. During this event, the plasmapause location reached L~2.56 when judging from the sharp change in spacecraft potential along with the abrupt onset of hiss emission using data from EFW. Since mostly Van Allen Probes only crosses the plasmapause twice per 9 h, the plasmapause location could move even closer to the Earth between spacecraft passes. Thus, during this event chorus waves could have extended into even lower L region, so they are likely responsible for the formation of 90° minimum PADs in the slot region. Also, we calculated and plotted out the equatorial PA of the flux peak for 90° minimum PADs of ~460 keV electrons from September 2012 to March 2014 (Figure 5.8, middle). It shows clearly that during this injection event the flux peaks in PADs formed at ~65°-70°. Thus, the observed PA of the flux peak is consistent with the theoretical results of nightside chorus wave heating derived by Horne et al. [2005].

However, chorus waves only exist outside the plasmasphere, and the plasmapause location can rarely reach L<2. It is still hard to explain the formation of PADs in even lower L by chorus wave heating. On the other hand, fast magnetosonic waves, which exist both inside and outside the plasmasphere, could create 90° minimum PADs by preferentially heating up off-equator electrons in a wider L range. And after the publication of Zhao et al. [2014a, 2014b], many researchers started to explore the possibility of fast magnetosonic wave heating causing 90° minimum PADs in the low L region and some positive results were found. However, based on Figure 5.8 (middle), the PA of flux peak below L=2 is generally at ~70° and sometimes even lower, which does not agree with the theoretical results derived by Horne et al. [2007] which predicts that the flux peak inside the plasmasphere caused by fast magnetosonic waves will appear at ~80°.

**Wave heating combining with inward radial diffusion.** We have discussed the possibility of chorus waves creating 90° minimum PADs and concluded that chorus waves can play an important role in the formation of such type of PADs outside the plasmapause. However, the 90° minimum PAD generally exists in the center of the inner belt, where the plasmapause can rarely get to. Thus, we also considered the possibility of wave heating combining with inward
radial diffusion causing such type of PADs. It is possible that the $90^\circ$ minimum PADs are created by chorus waves outside the plasmapause, and then the electrons diffuse inward while the minima at $90^\circ$ in PADs is conserved.

Figure 5.13: The phase space density data for electrons with $\mu=12$, 15, and 18 ($\pm 10\%$) MeV/G, $K<0.005\, G^{1/2}\, R_E$ equatorially trapped electrons, where electrons with $\mu=18$ MeV/G, $K<0.005\, G^{1/2}\, R_E$ approximately correspond to an energy of 460 keV at $L^*=2.0$. The phase space densities are calculated using flux data from the LOW and M75 units of MagEIS on both Probes. Figure 5.13 shows that the radial gradient in phase space density is always positive during this injection.
event, which indicates the presence of inward radial diffusion. It is well accepted that inward radial diffusion preferably energizes electrons with larger pitch angles. In this situation, if the 90° minimum PAD is created at larger L and then the electrons diffuse inward, we would expect the flux peak moves toward 90° as the electrons move to lower L. However, as Figures 5.8 (middle) and 5.11 show, during the injection the flux peak appeared at similar PAs at different L and for electrons with different energies, almost occurring at the same time (within the time resolution of the spacecraft traversing the region). These facts indicate that inward diffusion is present during injections but does not play a significant role in causing 90° minimum PADs in the inner belt.

Figure 5.14: Phase space density data of electrons with $\mu=18$ MeV/G and $K<0.005$ G$^{1/2}$R$_E$ at $L^*=3.5$, 3.0, 2.5, 2.0, and 1.5 (±0.05), respectively, during 28 June to 2 July 2013. Red dots are the data from Van Allen Probe-A, while black points are the data from Van Allen Probe-B.
Nonlinear bounce resonance with fast magnetosonic waves. Another mechanism that can effectively reduce the equatorially mirroring electrons is the nonlinear bounce resonances with fast magnetosonic waves. Chen et al. [2015], using a test particle simulation, showed that the nonlinear bounce resonances between equatorially mirroring electrons and fast magnetosonic waves can effectively reduce the equatorial pitch angles of electrons and thus reduce the fluxes of equatorially mirroring electrons. They suggested that this bounce resonant interaction might be the cause of 90° minimum PADs we observed. Figure 5.14 shows the detailed phase space density data of electrons with $\mu=18$ MeV/G and $k<0.005$ G\(^{1/2}\) R\(_E\) at $L^*=3.5, 3.0, 2.5, 2.0, \text{ and } 1.5 \pm 0.05$, respectively. It is clear that the phase space density increased at larger $L$ shells first then gradually increased at lower $L$, which shows the presence of inward radial diffusion. However, note that the phase space density at $L^*=2.0$ decreased first as shown in Figure 5.14, and we can also find in Figure 5.10 (d) that the flux of locally mirroring electrons at $L=2$ decreased during this injection event, which is actually responsible for the formation of minimum at 90\(^\circ\). This can hardly be explained by wave heating or radial diffusion. Though whistler mode wave scattering can scatter electrons close to 90\(^\circ\) at this $L$ shell, it can only smooth the PAD without creating a minimum at 90\(^\circ\) [e.g., Abel and Thorne, 1998]. The nonlinear bounce resonance suggested by Chen et al. [2015] may be able to explain the decrease of flux and phase space density of near-equatorially mirroring electrons. However, according to the results presented by Chen et al. [2015], the nonlinear bounce resonance can only alter the equatorially mirroring electrons’ pitch angles by up to ~10\(^\circ\), and the original simulation they performed only focused on $L>5$ so the effect of this nonlinear bounce resonance on the inner belt electrons is still not clear. Thus, the formation of 90\(^\circ\) minimum PAD in the inner belt still can hardly be explained by the mechanisms discussed here.

To summarize so far, in this section we showed the 90\(^\circ\) minimum PADs of electrons with different energies and at different $L$ shells during an injection event, and then we discussed about the possible mechanisms which could be responsible causing such type of PADs. From Figure 5.12, we know that there is no longitude or MLT dependence of occurrence rate of 90\(^\circ\) minimum
PADs; thus, we can rule out the possibility of drift-shell-splitting or multipole-drift-shell-splitting effect. Wave heating by chorus waves or fast magnetosonic waves is still the most likely explanation for the formation of 90° minimum PADs, while the nonlinear bounce resonance with fast magnetosonic waves is also possibly able to create 90° minimum PADs. The inward radial diffusion is present during the injection but does not play an important role in the formation of such type of PADs in the inner belt. Though chorus wave heating works well for the formation of 90° minimum PADs in the slot region, the formation of 90° minimum PADs at $L^*$~2 and lower is still a mystery and cannot be well explained by any known mechanisms examined here.

5.6 Discussion

In this chapter, we examined the PADs in the slot region and inner belt using data from MagEIS onboard Van Allen Probes. The high-quality data from Van Allen Probes give us an unprecedented opportunity to investigate the detailed PADs in the low L region. Using these data, we reported the existence of 90° minimum PADs in the slot region and inner belt which is contradictory with predictions from existing theories. Further, we categorized the PADs below $L=4$ into three types: normal, cap, and 90° minimum. Based on our categorization, during September 2012 to March 2014, about 98% of equatorial PADs ($\alpha_{eq} > 80^\circ$) of ~460 keV electrons between $L=1.5$ and 3 can be classified into one of these three types, provided the total square root of counts (summed over all pitch angles) is greater than 50. We also found, between $L=1.5$ and 3, 61% of equatorial PADs are categorized as 90° minimum PADs, 36% of them are normal PADs, and 1% of them are cap PADs. While in the whole region below $L=4$, about 32% of equatorial PADs are categorized into the normal PAD, 2% of them are cap PADs, 49% of them are 90° minimum PADs, and 17% of them are undefined. These values show that the 90° minimum PAD is the most prevalent PAD type which is generally present in the low L region.

Previously, a few studies also investigated the PADs in the low L region. Lyons and Williams [1975b] studied 35-560 keV electron PADs throughout the slot region and outer belt.
during some storm and post-storm time and found that the PADs are subject to the influence from storm injections. For 240-560 keV electrons, they found that normal PADs form during injections, while the PADs with the bumps surrounding 90° (cap PADs) gradually appear during the post-storm time. This is consistent with our observations between L~2.5 and 3.5, though we also identified the appearance of highly 90° peaked PADs at the beginning of injections, which are likely caused by enhanced inward radial diffusion. Lyons and Williams [1975b] also observed that 90° minimum PADs occasionally occur and disappear in the slot region with time scales from 8 to 24 h. However, we found this could be because they did not take magnetic latitude into consideration. Figure 5.7 (top) shows in the equatorial region the 90° minimum PADs almost always form during injections and afterward gradually disappear due to pitch angle scattering, while Figure 5.10 shows for ~460 keV electrons, minima at 90° disappear in about 2 days at L=3 and 3.5 and persist even longer at lower L shells.

Also, Horne et al. [2003] and Gannon et al. [2007] reported on the hundreds of keV electron PADs in the slot region. Using CRRES data, Gannon et al. [2007] found that between L=2 and 3, the PADs of 510 keV electrons are mostly 90° peaked. However, this could be because they identified the 90° peaked PADs as distributions where the flux of 90° PA electrons is higher than that of 45° PA. Based on this criterion, 90° minimum PADs we observed in the slot region and inner belt cannot be identified because the bite out around 90° is small in pitch angle extent. Also, by using CRRES data, Horne et al. [2003] found the distributions at L~2 are rounded and dominated by Coulomb collisions. This could also be due to high magnetic latitudes since CRRES was operating in an orbit with inclination of 18° and was away from the magnetic equator more often than Van Allen Probes.

Some previous studies also identified butterfly PADs in the outer radiation belt or the slot region, which have minima at 90° PA, but the flux peaks in the PADs are at much lower PA (~45° or even lower). Several possible mechanisms were also suggested in those studies. Adiabatic effect (or ring current effect) is one of the suggested mechanism which can cause the development of minima at 90° PA in electron PADs in the outer radiation belt [Lyons, 1977;
Ebihara et al., 2008]. As a geomagnetic storm develops, the ring current builds up and decreases the geomagnetic field magnitude significantly near the equator in the outer belt. As a result of conservation of the first two adiabatic invariants of electrons and the decrease in the electron flux with increasing energy, minima at 90° PA in electron PADs develop in the outer radiation belt near the equator. However, the ring current effect is not significant enough in the slot region and inner radiation belt to cause 90° minimum PAD, since the magnetic field strength in the low L region does not change much during geomagnetic storms. For example, comparing the magnitude of magnetic field at the time of first two columns in Figure 5.10, using T89 model, we found that the magnetic field strength changed only 3% at L=2, 1% at L=2.5, and <1% at L=3 near the magnetic equator. Such a subtle difference in magnetic field magnitude is not able to produce minima at 90° PA through adiabatic effect. Another proposed mechanism is the recirculation process, which was initially identified as a possible mechanism for the energetic particles in the Jovian outer magnetosphere [Nishida, 1976] and then was used to explain the butterfly pitch angle distributions in the Earth’s outer radiation belt [Baker et al., 1989; Fujimoto and Nishida, 1990]. The recirculation process assumes that there exists an energy-conserving cross-L outward transport of energetic electrons at low L region near the mirror point combining with the conventional inward radial diffusion and pitch angle diffusion, and thus, the energetic electrons can get energized by going through this process repeatedly. The cross-L transport near the mirror point results in butterfly distributions. However, since the cross-L transport occurs at low altitude near the mirror point, the resulting PAD should have peaks at very small PAs. For example, Fujimoto and Nishida [1990] simulated the recirculation process and found it can cause the butterfly distributions which have flux peaks at ~10°-20° PA at L=6.6. But the 90° minimum PADs found in the slot region and inner belt show flux peaks at ~70° or even higher. Also, it is hard to explain the 90° minimum PAD formation in the very low L by the recirculation process. Thus, the recirculation process is not likely to be associated with the 90° minimum PAD in the slot region and inner belt. On the other hand, Morioka et al. [2001] reported butterfly pitch angle distribution of MeV electrons in the inner belt and slot region using observations of Akebono
and proposed a possible mechanism of UHR mode waves. However, their observation showed there is no significant 90° minimum in the PAD of 0.3-0.95 MeV electrons. This could be due to the limitation of the instrument, or the high magnetic latitude since Akebono was operating in a high-inclination orbit and was mostly away from the magnetic equator.

5.7 Conclusion

In this chapter, using data from MagEIS onboard Van Allen Probes, we reported a peculiar type of electron PADs, the 90° minimum PADs, in the low L region, which is a persistent feature in the inner belt and appears in the slot region during geomagnetic active times. Further, we investigated the PADs of hundreds of keV electrons in the region of L<4, categorized them into different types, and examined the possible physical processes responsible for the formation of different types of PADs. The main conclusions are as follows:

1. Equatorial electron PADs in the slot region and inner belt can be divided into three types: normal, cap, and 90° minimum PAD. For ~460 keV electrons, 90° minimum PADs dominate at L~1.4-1.8, while normal PADs dominate at L~3.5-4; in between, 90° minimum PADs dominate during injections, while afterward minima at 90° in PADs gradually disappear and normal PADs become dominant. Cap PADs generally appear at L=2.5-3.5 during the flux decay period following an injection.

2. Based on the equatorial PADs of ~460 keV electrons during September 2012 to March 2014, between L=1.5 and 3, 98% of PADs can be categorized as one of these three PAD types. While 61% of PADs are categorized as 90° minimum PADs, 36% of them are normal PADs and 1% of them are cap PADs, which shows the 90° minimum PAD is the most prevalent PAD type in the low L region.

3. Fitting the normal PADs into sin^n a form based on Vampola’s equation, we found that below L=3 the n parameter is much higher than that of the outer belt. The n parameter is almost constant in the inner belt; but in the slot region, it is generally higher at the beginning of
injections and during the decay period, which is likely due to inward radial diffusion and plasmaspheric hiss wave scattering, respectively.

4. The $90^\circ$ minima in PADs of hundreds of keV electrons are a persistent feature in the inner radiation belt and appear in the slot region during geomagnetic disturbed times. By performing a detailed case study, we showed that $90^\circ$ minimum PADs of hundreds of keV electrons occur in the slot region during injections and gradually disappear afterward, while the flux peak forms at similar PAs for electrons with different energies. While the disappearance of $90^\circ$ minimum PADs can be attributed to pitch angle scattering caused by hiss waves, the formation of this type of PAD in the slot region is likely caused by the chorus/fast magnetosonic wave heating. However, the mechanisms examined in this study can hardly explain the formation of $90^\circ$ minimum PADs in the center of inner belt.

Once again, the clean measurements of hundreds of keV electrons from MagEIS onboard Van Allen Probes enabled us for a detailed characterization of the PADs of hundreds of keV in the inner part of the outer belt, the slot region, and the inner belt, which is new and compelling. In addition, clean and comprehensive measurements from Van Allen Probes also provide us an unprecedented opportunity to study the energetic electrons and ions in the ring current, which is also essential to understand the inner magnetosphere dynamics. In the following chapters, some new understandings of ring current ions and electrons based on Van Allen Probes measurements will be shown and discussed.
Chapter 6

Energetic Ions in the Ring Current: The Evolution of Energy Density and Content during Geomagnetic Storms Based on Van Allen Probes Measurements

The following chapter is based on work that was published in Zhao et al. (2015a), The evolution of ring current ion energy density and energy content during geomagnetic storms based on Van Allen Probes measurements, J. Geophys. Res. Space Physics, 120, doi:10.1002/2015JA021533.

6.1 Introduction

In previous chapters, I mainly focused on the relativistic electrons in the slot region and inner radiation belt; in the following chapters, based on the comprehensive measurements from Van Allen Probes, the dynamics of energetic ions and electrons in the ring current is studied. The clean and comprehensive measurements from Van Allen Probes provide new understandings of evolution of ring current particles and shed light on the inner magnetosphere dynamics.

The ring current is a near equatorial electric current flowing toroidally around the Earth, formed by charged particle pressure gradients and drift motion. It is present during geomagnetic quiet times, and greatly enhances during geomagnetic storms, depressing the equatorial horizontal magnetic field strength at the Earth’s surface. The Dst index, derived based on measurements from four magnetometers azimuthally spaced near the equator around the Earth, shows the perturbation of the horizontal component of the geomagnetic field. This index is generally used as a proxy of the ring current and an indicator of geomagnetic storms [Sugiura and Kamei, 1991].

The main carriers of the ring current are thought to be ions with energies of a few keV – 100s of keV [e.g., Frank, 1967a; Smith and Hoffman, 1973; Berko et al., 1975; Williams, 1981; Krimigis et al., 1985; Daglis et al., 1993]. During quiet times, the ring current mainly consists of protons, while during storm times, O⁺ ions account for a significant portion of the ring current
and may even dominate during very intense storms [e.g., Gloeckler et al., 1985; Hamilton et al. 1988; Greenspan and Hamilton, 2002]. A number of previous studies focused on the energy spectra of the ring current during storm times. Krimigis et al. [1985] studied an intense geomagnetic storm of 4 Sep 1984 using ion data in the energy range of ~ keV to a few MeV from the Active Magnetospheric Particle Tracer Explorers Charge Composition Explorer (AMPTE/CCE) and found that the energy density of the ring current is dominated by protons with energies > ~50 keV, with a peak at ~100-300 keV for both quiet time and storm time. Williams [1980, 1981], using data from particle detectors on the Explorer 45 spacecraft and assuming that the measurements were for protons only, showed that at L~4, over ~80% of the ring current energy density is contained in protons with energies of ~20 – 300 keV during both quiet times and storm times. William’s work also showed that at this L shell (L~4) the medium point of the accumulated energy density is much higher in energy (~210 keV) at quiet times than at storm times (~85 keV). Korth et al. [2000] investigated several moderate and intense geomagnetic storms using data from the CRRES satellite. In contrast to previous studies, they found that ions with lower energies (~5-28 keV) contributed significantly to the ring current energy densities during the main phases of storms.

The most invoked mechanisms that contribute to ring current enhancements include the earthward convection of plasma sheet particles due to enhanced E×B drift, substorm injections, ionosphere outflows, and the inward motion of previously trapped particles [e.g., Lyons and Williams, 1984; Daglis et al., 1999]. Sheldon and Hamilton [1993] studied the transport of ring current ions using the standard radial diffusion model combined with charge exchange and Coulomb collision losses. Their results showed good agreement with data from AMPTE/CCE for E>30 keV ions at L>4, indicating that for ring current ions with higher energies the radial diffusion is an important mechanism causing flux enhancements. Gerrard et al. [2014] showed quiet time He ion fluxes using data from the Radiation Belt Storm Probes Ion Composition Experiment (RBSPICE) onboard the Van Allen Probes and the observations suggest inward radial diffusive motion of He ions which were previously injected into higher L shells.
Gkioulidou et al. [2014, 2015], also using data from the RBSPICE instrument, investigated the ion injections during the ring current build-ups and concluded that the small-scale ion injections could make a substantial contribution to the augmentation of the ring current.

The magnetotail plasma sheet and Earth’s ionosphere are thought to be the direct sources of the ring current particles. Since the particles in the plasma sheet are thought to have both ionospheric and solar wind origins, the ultimate sources of ring current particles are therefore the solar wind and the ionosphere. However, the relative importance of these two sources is still under considerable debate. The composition information of the ring current, especially the relative abundance of O\(^+\), is extremely important for the solution of this problem since the vast majority of O\(^+\) in the inner magnetosphere comes from the ionosphere. Krimigis et al. [1985], using data from AMPTE/CCE, showed that during an intense geomagnetic storm the oxygen ions contribute about 27% of the ring current energy density at L~4 during the main phase of the storm. Hamilton et al. [1988] investigated a “super storm” of February 1986 with minimum Dst of ~310 nT using 1-310 keV/e ion data from AMPTE/CCE and found that O\(^+\) dominated (~47% of the energy density comparing to H\(^+\) of ~36%) during the main phase of the storm while protons carried most of the ring current energy during the rest of the storm. Roeder et al. [1996] used 1-426 keV/e ion measurements from the CRRES satellite during an intense geomagnetic storm and found that ~29% of total ring current energy density at L=3-5 came from oxygen ions.

The total kinetic energy of ring current particles has been shown to be correlated with magnetic field perturbation at Earth’s surface near the equator. The correlation was first expressed as a simple equation, called the Dessler-Parker-Sckopke (DPS) relation [Dessler and Parker, 1959; Sckopke, 1966]:

\[
\frac{\Delta B}{B_S} = -\frac{2E}{3E_M}
\]

where \(\Delta B\) and \(B_S\) are the magnetic field variation near the equator and the magnetic field magnitude at Earth’s surface, respectively, \(E_M\) is the total energy of Earth’s dipole field outside the Earth’s surface, and \(E\) is the total kinetic energy of the particles azimuthally drifting around
the Earth. This relation was proved to be valid for any steady distribution of trapped particles in Earth’s magnetic field [Sckopke, 1966].

A number of prior studies have focused on the energy content of the ring current and the validation of the DPS relation. Frank [1967b], using data from OGO-3, investigated the temporal variations of the energy densities of protons and electrons with energies of 200 eV – 50 keV during two moderate geomagnetic storms. The results indicated that the total kinetic energy of protons and electrons in the ring current is sufficient to account for the depression of Earth’s surface, near-equatorial, magnetic field using the DPS relation. Hamilton et al. [1988], in their study of the evolution of ring current ions during the “super storm”, found that the measured energy content of ring current ions was less than the value predicted by the DPS relation by a factor of ~2. Statistical studies have also been carried out to examine the DPS relation. Greenspan and Hamilton [2000] tested the DPS relation using a set of geomagnetic storms with minimum Dst index values less than -50 nT. Strong correlation was found between the ring current energy content estimated from nightside measurements and the Dst index, while for dayside measurements the correlation was found to be relatively weak. Turner et al. [2001] investigated the energy content of the ring current during geomagnetic storms using data from the Charge and Mass Magnetospheric Ion Composition Experiment (CAMMICE) on the POLAR spacecraft and found that the ring current ions on average contribute about half of the depression of Earth’s surface, near-equatorial, geomagnetic field. Also, Jorgensen et al. [1997] used the energetic neutral atom (ENA) measurements from the POLAR satellite and the DPS relation to estimate the ring current energy content, and good correlation between their results and Dst index validated the DPS relation and also suggested that the Dst index is dominated by the ring current contribution.

Previous studies on the ring current energy spectra, density and content do not agree very well, which could be due to the differences in different geomagnetic storms and could also be related to differences in measurements from different instruments. Now the comprehensive ion measurements from the Van Allen Probes spacecraft enable the study of ring current ions over a
wide energy range with high energy resolution. With two spacecraft and shorter orbital period, the Van Allen Probes provide measurements with better temporal and spatial resolution than previous missions, e.g., AMPTE/CCE. Further, while many previous studies have focused on the ring current development during intense and super geomagnetic storms [e.g., Krimigis et al., 1985; Hamilton et al., 1988; Roeder et al., 1996], fewer studies have examined the ring current evolution during small and moderate storms [e.g., Daglis, 1997]. In this study, using data from Van Allen Probes, we report the evolution of ring current ions during geomagnetic storms and specifically focus on a moderate geomagnetic storm. Ring current energy density and contributions from ions with different energies and species are investigated in detail. The contribution of ring current ions to the Dst index is also calculated using the DPS relation.

Ion data from the Helium Oxygen Proton Electron mass spectrometer (HOPE), MagEIS, and RBSPICE instruments on the Van Allen Probes spacecraft are used for this study. Both Van Allen Probes operate in elliptical orbits with inclinations of ~10°, perigees of ~ 600 km altitude and apogees of ~5.8 R_E. The orbital period is ~ 9 h. The spacecraft spin period is ~12 s, with the spin axis pointing approximately in the solar direction [Mauk et al., 2012]. As components of the RBSP-ECT suite [Spence et al., 2013], the HOPE instrument [Funsten et al., 2013] provides measurements of fluxes of ions (H^+, O^+, and He^+) with energies of ~ 1 eV-50 keV, while MagEIS [Blake et al., 2013] provides total ion measurement (no ion composition discrimination) in the energy range of ~ 60 keV – 1 MeV. Based on previous studies, during quiet times and small geomagnetic storms, protons contribute the majority of ring current energy density [e.g., Krimigis et al., 1985; Daglis et al., 1993]. Thus in this study, we assume that MagEIS provides measurements for protons only. The error introduced by this assumption is small and will be discussed in Section 6.3.1 using ~50-300 keV proton and O^+ flux data from the RBSPICE instrument [Mitchell et al., 2013]. The spin-averaged fluxes measured by HOPE and MagEIS are used in the Section 6.2 of this study, while pitch-angle-resolved data from MagEIS are used in Section 6.3.2 to compare with the results derived using the spin-averaged data. MAGPD data
[Hanser, 2011] from the GOES-13 and -15 spacecraft are also used to investigate the contribution of ring current protons at geosynchronous orbit (Section 6.3.2).

6.2 Observations and Analysis

6.2.1 Long-term Variations of Ring Current Proton Fluxes

Figure 6.1 shows the daily averaged proton fluxes with energies of 10, 50, 100, 190 and 300 keV as a function of dipole L and time, measured by HOPE and MagEIS on the Van Allen Probe-A during Nov 2012 – Sep 2013, along with the provisional Dst and AE indices. In most sections of this chapter, the L parameter is for a dipole field, except in Section 6.3.2 where the McIlwain L is used to show the differences in results derived using different L and geomagnetic field models. All HOPE data used in this chapter have been multiplied by 3 to match the measurements from MagEIS and RBSPICE instruments. This factor of 3 is just used to match the measurements and is somewhat arbitrary since no cross-calibration has been done for these instruments.

It is clear from Figure 6.1 that during geomagnetic storms and substorms, proton fluxes exhibit great changes. Comparing fluxes of protons with different energies, the enhancement of fluxes of protons with lower energies occurred more frequently than those with higher energies: 10-50 keV proton fluxes are much more dynamic, are enhanced rapidly, and also decay rapidly, closely associated with geomagnetic activity indicated by the Dst and AE indices. The 300 keV proton fluxes only exhibit large enhancements during intense geomagnetic storms, and decay slowly afterwards. Protons with lower energies can penetrate deeper inside the magnetosphere than those with higher energies. The 10 keV protons penetrate into L<3 frequently, while the fluxes of 300 keV protons at L<3 change little. This is consistent with the results from Smith and Hoffman [1974], which showed the observations of storm time ring current protons at the dusk sector using data from Explorer 45, and the feature that lower energy protons penetrate deeper in the dusk sector is shown to be well explained by a combination of convection, gradient drift and
corotation. Also, some simulation results of previous studies on flow patterns of ring current particles showed the energy dependence of the ring current particles injection, which can well explain our observations of deeper penetrations of lower energy protons [e.g., Ejiri, 1978; Korth et al., 1999]. Some other numerical simulations using largescale convection electric field models
also showed consistent results and the important role of lower energy ions in the ring current build-up [e.g., Kozyra et al., 1998; Ebihara and Ejiri, 2000; Liemohn et al., 2001b; Jordanova et al., 2001]. On the other hand, the lower energy protons also decay much faster than those of higher energies. This is consistent with previous studies on the charge exchange lifetimes of ions with different energies [Smith and Bewtra, 1978; Smith et al., 1981], which showed that the charge exchange lifetime of protons increases with protons’ energy for >~10 keV protons, though the original studies only focused on energies up to ~100 keV.

6.2.2 Evolution of Ring Current Energy Density and Energy Content during the 2013/03/29 Geomagnetic Storm

In this subsection we focus on the evolution of ring current ions during a geomagnetic storm from 26 March to 10 April 2013. During the moderate geomagnetic storm of 26 March to 10 April 2013, Dst reached its minimum value of -61 nT and AE increased to ~1000 nT (Figure 6.2). Also shown in Figure 6.2 are the spin-averaged fluxes of protons with different energies measured by HOPE and MagEIS during this time period, along with the provisional Dst and AE indices. The apogee of the Van Allen Probe-A spacecraft was near local midnight when the moderate storm with double minima in Dst occurred. Fluxes of protons with energies of 10, 50, and 100 keV were enhanced significantly during the storm. The fluxes of 300 keV protons changed little before and after the storm, while at the time of the minimum Dst the 300 keV proton fluxes decreased slightly at L~3.5-4 and significantly at higher L. To investigate the cause of the flux decrease, the proton phase space densities are calculated using T89D geomagnetic field model [Tsyganenko, 1989]. Using adiabatic coordinates, at lower L* (~3-4) the phase space densities stayed unchanged during this time period, which indicates that flux decrease at lower L was caused by the adiabatic effect (the Dst effect) [Li et al., 1997]. This is similar with the results from Lyons and Williams [1976]. While at higher L* (~4.5-5), the phase space densities decreased at the main phase of the storm, which indicates the presence of some real loss of protons at higher L during the main phase, though there could also be some contribution from...
adiabatic effect. The real loss of protons could be due to the loss to the magnetopause or precipitation to the atmosphere. The enhancement of 10 keV proton fluxes occurred almost simultaneously with the increase in the AE index, while there is some time delay for the enhancement of proton fluxes with higher energies. A time delay of high energy proton flux enhancements is often observed during storms investigated.

Figure 6.2: Spin-averaged fluxes of 10 keV, 50 keV, 100 keV and 300 keV protons during 26 March – 10 April 2013, measured by HOPE and MagEIS instruments onboard Van Allen Probe – A, along with the provisional Dst and AE indices. For orbits between two dashed lines, orbit-averaged energy densities are shown in Figure 6.3. Four bars shown along with the Dst index indicate four different phases of the storm: pre-storm (grey), main phase (blue), recovery phase (green) and post-storm (red), for which the ring current energy density and energy content are further investigated and shown in Figure 6.4, 6.5, and 6.6.

Using data from HOPE and MagEIS, the energy densities of H\(^+\) with energies from ~0.2 – 1000 keV and O\(^+\) with energies of ~0.2-50 keV are calculated. The ring current energy density
and energy content are calculated during the storm using spin-averaged flux data from HOPE and MagEIS. The total energy density $\varepsilon$ can be determined as:

$$\varepsilon = \int E f dv^3 = 2\pi \int_0^\infty v^2 E \left(\int_0^\pi f \sin\alpha d\alpha\right) dv = \pi \int_0^\infty \sqrt{2mE} \left(\int_0^\pi j(\alpha, E) \sin\alpha d\alpha\right) dE$$

where $m$ and $E$ are the non-relativistic mass and kinetic energy of the ring current particles, $f$ is the distribution function and $f = \frac{dN}{dx^3 dv^3} = \frac{m}{v^2} j$, where $j(\alpha, E)$ is the differential flux of particles with pitch angle $\alpha$ and energy $E$.

To simplify the calculation, we assume that the pitch angle distributions are isotropic and use spin-averaged differential fluxes $j(E)$ instead. Then

$$\varepsilon \approx 2\pi \int_{E_{\text{min}}}^{E_{\text{max}}} \sqrt{2mE} j(E) dE$$

Ideally, $E_{\text{min}}$ and $E_{\text{max}}$ should be 0 and infinity, respectively. However, the majority of the ring current energy density comes from $\sim$0.2-1000 keV ions; thus we set $E_{\text{min}}$=0.2 keV and $E_{\text{max}}$=1000 keV. Since MagEIS does not provide measurements of O$^+$, in this section we only include O$^+$ with energies of $\sim$0.2-50 keV using data from HOPE. (In Section 6.3.1 we discuss the contribution from oxygen ions and helium ions over a wider energy range using data from the HOPE and RBSPICE instruments.) The energy densities of $\sim$0.2 – 50 keV protons and O$^+$ are calculated using data from HOPE, and those of $\sim$60 – 1000 keV protons are from MagEIS. Fluxes of protons with energies between $\sim$50 – 60 keV are extrapolated using MagEIS data and then used to calculate the energy density. The error introduced by using spin-averaged fluxes instead of pitch-angle-resolved fluxes is fairly small during the time period we focus on (see Section 6.3.2 and Appendix B).

With the energy densities, we can calculate the total ring current energy content based on the equation:

$$E_{\text{rc}} = \int \varepsilon dx^3$$
Here $E_{rc}$ is the total energy content of the ring current. However, due to the limited MLT coverage Van Allen Probes can provide during the storm, we have to make the assumption that the energy density is constant at a fixed L shell to do the integration, which assumes that the ring current is MLT symmetric and the pitch angle distributions are isotropic. Based on these assumptions, we can calculate energy content as:

$$E = \int \varepsilon \, dx^3 = \sum_{L=L_{\text{min}}}^{L_{\text{max}}} \varepsilon(L) \Delta V(L)$$

and

$$V(L) = V_E [L^3 \left( 1 - \frac{1}{L} \right)^{\frac{3}{2}} \left( \frac{1}{7L^3} + \frac{6}{35L^2} + \frac{8}{35L} + \frac{16}{35} - \left( 1 - \frac{1}{L} \right)^{\frac{1}{2}} \right)]$$

where $V(L)$ is the volume contained between the Earth’s surface and the dipole L shell, and $\Delta V(L) = V(L + 0.05) - V(L - 0.05)$. Here we choose to use $L_{\text{min}}=2$ and $L_{\text{max}}=6$.

Figure 6.3 shows the detailed evolution of orbit-averaged energy densities of ring current ions for every other orbit during March 26 – April 1, the time period shown in Figure 6.2 between the two vertical black dashed lines. The energy content of the ring current ions is shown at the bottom of each panel. The orbits corresponding to the two Dst minima during the March 29 storm are identified in the figure. Before the storm, it is clear that protons with energies greater than 50 keV measured by MagEIS dominated the ring current energy densities, while the contributions of lower energy protons and O\(^+\) measured by HOPE were orders of magnitude lower than the high energy protons. As the storm occurred, the energy densities of low energy ions were significantly enhanced, and near the two minima of Dst, ions with energies of $\sim$0.2-50 keV dominated at $L>\sim5$. Afterwards, the energy densities of the lower energy ions decayed rapidly, and protons with energies greater than 50 keV became dominant again. The total energy content of the ring current during this moderate storm increased by a factor of $\sim$2, and it reached its maximum around the second Dst minimum.
Figure 6.3: Orbit-averaged energy densities for every other orbit during 26 March – 1 April 2013. X signs show energy densities calculated using MagEIS ~50-1000 keV proton data, white diamonds show those calculated using HOPE ~0.2-50 keV proton data, black diamonds are results using HOPE ~0.2-50 keV O\(^+\) data, and solid lines shows the total energy densities including data from both MagEIS and HOPE instruments. The ring current ion energy content is shown on the bottom of each panel. The orbits corresponding to the two Dst minima during the March 29 storm are identified in the figure.

The energy densities of ~0.2-50 keV O\(^+\) measured by HOPE are in general much smaller than the proton energy densities. But near the second Dst minimum, the O\(^+\) fluxes became significantly enhanced, with energy densities of O\(^+\) at high L about a factor of 2-3 lower than the energy densities of ~0.2-50 keV protons, comparable to the energy densities of the higher energy protons measured by MagEIS. O\(^+\) of ~0.2-50 keV contributed ~20\% of the total ring current energy content during the orbit near the second Dst minimum. This indicates that even during this moderate storm, O\(^+\) can be an important constituent of the ring current, and therefore the ionosphere is a significant contributor of ring current particles. The results also indicate the importance of low energy O\(^+\) (< 50 keV) to the total ring current energy density and content. Some previous studies have shown the significant contribution of O\(^+\) to the low-energy ring
current ion energy density. Lundin et al. [1980], using data from the PROGNOZ-7 satellite, showed that for the ring current ions with E<17 keV, O\(^+\) and He\(^+\) dominated over H\(^+\) during quiet times and storm recovery phases at L<4. And Krimigis et al. [1985], using data from AMPTE/CCE, showed that during an intense geomagnetic storm O\(^+\) dominates <10 keV ring current ion energy density. While our results show that ~0.2-50 keV O\(^+\) contribute significantly not only to the low energy portion of ring current, but also to the total ring current energy.

Since MagEIS only provides ion fluxes with no composition information, we are not able to calculate the contribution from higher energy O\(^+\) using MagEIS data only. However, using data from RBSPICE, we found that the contribution from O\(^+\) with energies greater than ~50 keV was only up to ~5% during the main phase of this storm (see Section 6.3.1). Daglis [1997], using measurements from CRRES satellite, showed that 50-430 keV O\(^+\) contributed ~20% of the total energy density in the L range of 5-7 R\(_E\) during a moderate storm with a minimum Dst of -80 nT. Though the total contribution of O\(^+\) is similar with the results in this study, we showed that the majority of O\(^+\) contribution to the ring current energy content comes from < 50 keV O\(^+\) while the contribution from > 50 keV O\(^+\) is very small during the March 29 storm. The discrepancy between our study and Daglis [1997] on the contribution of > 50 keV O\(^+\) could be due to different L range used in the calculation or different solar activities during studied storms. The moderate storm Daglis [1997] studied occurred in 1991 around the solar maximum, during which the solar activity is more intense thus the fluxes of ring current O\(^+\) are expected to be higher than those during the March 29 storm [e.g., Yau et al., 1988].

To show the differences in ring current ion distributions during different phases of the storm, we compared the ring current energy densities and energy contents during four different phases. Data during four orbits (as shown in Figure 6.2 by the vertical bars with different colors) during this moderate storm are used to represent four different phases of the storm: pre-storm (March 26 09:42-18:40; gray), main phase (March 29 09:31-18:31; blue), recovery phase (March 30 12:27-21:27; green) and post-storm (April 9 14:53-23:51; red). Figure 6.4 shows the ring current energy content contained in a thin L shell with ΔL=0.1 as a function of L at the four
storm phases, along with the plasmapause locations of inbound passes (dashed lines) and outbound passes (dotted lines). The plasmapause crossings were identified based on the Electric Field and Wave instrument data [Wygant et al., 2013] as sharp changes in the spacecraft potential. At the orbits of pre-storm and post-storm time, the plasmapause locations cannot be clearly identified and are likely to be at L shells higher than the Van Allen Probe’s apogee.

During quiet times, the ring current energy content is dominated by high energy protons measured by MagEIS, and the peak location of ring current energy content is generally located in the range L=3-4. During storm times, the energy content contributed by low energy protons and O\(^+\) was significantly enhanced and became dominant during the main phase at high L shells. The peak location of the ring current energy content also moved to higher L (L=4-5). Also, the plasmapause locations were correlated with the lower energy ion injections: as the plasmasphere shrunk, the lower energy ions penetrated deeper.

Figure 6.4: Energy content contained in a thin L shell with ΔL=0.1 as a function of L at different phases of the storm. Four different phases are indicated by the vertical bars of different colors in Figure 6.2. The dashed lines indicate the plasmapause crossings of inbound passes, and the dotted lines indicate those of outbound passes. During pre-storm and post-storm time, the plasmapause cannot be clearly identified.

Some previous studies have shown that the location of the peak of the ring current energy density is correlated with the intensity of the Dst index. During storm times the ring current energy density peak has been reported to shift earthward [e.g., Hamilton et al., 1988; Roeder et
al., 1996]. However, during the March 29 storm studied here, and focusing on the ring current energy density (Figure 6.3), it is clear that the peak location (at L~3.8) did not change substantially during the storm. The significant energy density enhancement at higher L broadened the peak and extended it to higher L during the main phase. The discrepancy between this study and previous studies could be due to the storm selection: previous studies mostly focused on very intense and super storms, while the storm in this study is a moderate one, which may not be sufficient to cause a significant increase in the ring current in the low L region. It could also be due to different energy ranges used in this study and previous studies. Many previous studies, e.g., Hamilton et al. [1988] and Roeder et al. [1996], used the measurements of ring current ions with energies generally below ~300-400 keV. However, as can be seen later from Figure 6.5 and 6.6, the protons with energies greater than a few hundred keV still contribute significantly especially at L<4. These high energy ions could be critical in determining the location of the ring current energy density peak especially during the small and moderate storms.

Since protons are the major contributor to the ring current energy density and content during the March 29 storm, we focus on the distribution of ring current protons during this time period. Figure 6.5 shows the accumulated percentage of the proton ring current energy content as a function of energy during four different phases of the storm, in which the y axis shows the ratio of energy content below energy E to the total energy content. The orbits selected to represent each phase of the storm is the same as those in Figure 6.4. At quiet times (pre-storm and post-storm phases), high energy protons dominated the ring current energy content and about 90% of the proton ring current energy content came from protons with energies greater than 100 keV. This is consistent with previous studies [e.g., Williams, 1981] and is due to the long lifetimes of high energy protons. During the main phase of the storm, the fluxes and energy densities of lower energy protons were significantly enhanced; the majority of the proton ring current came from protons with energies 10-300 keV (accounting for ~ 80% of proton ring current energy content), and protons with energies less than 50 keV accounted for ~50% of the proton ring
current energy content. Though the contribution from O$^+$ is not shown in Figure 6.5, including O$^+$ will further increase the relative contribution from ions with energies less than 50 keV (as inferred from Section 6.3.1). At the recovery phase, the contribution from lower energy protons decreased faster, and gradually the high energy protons became dominant again.

Figure 6.5: Accumulated percentage of the proton energy content versus energies during different phases of the storm. Four different phases are indicated by the vertical bars of different colors in Figure 6.2.

Though many previous studies considered protons with energies above ~50 keV as carrying most of the ring current energy [e.g., Williams, 1981; Krimigis et al., 1985], our results indicate that protons with $E<~50$ keV contribute significantly during the storm main phase, consistent with the results of Korth et al. [2000]. Also, if we include the contribution from O$^+$, <50 keV ions will actually dominate the ring current energy content at the storm main phase (as can be inferred from Figure 6.7 and Section 6.3.1). In addition, we show that the contribution from protons with energies greater than 300 keV to the ring current energy content exist all the time, with ~40% during quiet times and ~10% during storm times, which is similar with the
results from Williams [1981], though he only focused on the contribution of high energy protons to the ring current energy density at L~4.

Figure 6.6 shows the accumulated percentage of proton energy density as a function of energy at different L shells at different phases of the storm. The Figure shows that higher energy protons generally contribute more to the energy density at lower L, while the lower energy protons account for a larger portion of the energy density at higher L, especially during storm times. At L=3.0, protons with energies greater than 100 keV almost always account for >~95% of the ring current energy density; at L=5.8, protons with energies of ~50-300 keV account for ~80% of ring current energy density during quiet times and protons with energies of ~10-50 keV dominate during storm main phase. Also, the storm has different influences on the ring current energy spectra at different L. At L=3.0, the distribution curves are similar during the different phases of the storm, except during the main phase the contribution of the ~10 keV flux is slightly enhanced compared to the quiet times. This indicates the penetration of ~10 keV protons to low L values during the storm main phase. At higher L, the distribution curves differ significantly during the different phases of the
storm. During quiet times at L=4.0, 5.0 and 5.8, protons with relatively higher energies contribute the majority of the energy densities; during the main phase, the contribution of the lower energy protons is enhanced significantly, and the ring current is dominated by protons with lower energies. After Dst reached its maximum, the contribution from lower energy protons decayed rapidly, and the portion of the contribution from higher energy protons increased and gradually returned to the pre-storm level.

6.2.3 The Relation between Ring Current Ion Energy Content and the Depression of Earth’s Surface Magnetic Field (the DPS Relation)

Using the DPS relation, we calculated the depression of Earth’s surface magnetic field according to the ring current total energy content measured by the Van Allen Probe – A instruments and compared it with the Dst index. Figure 6.7 shows that the calculated ΔB follows the profile of the Dst index very well. The background in ΔB caused by high energy protons measured by MagEIS is clearly shown in Figure 6.7, which is about -10 nT during this entire time period. As discussed earlier (see Figure 6.1), the fluxes of high-energy protons (>300 keV) did not change much between quiet times and moderate storms and these protons contribute to a steady ring current. The contribution of the steady ring current has been subtracted when deriving the Dst index [Temerin and Li, 2015]. So in order to directly compare to the Dst index, we need to use the depression of ΔB during this storm.

Comparing the values at the minimum Dst, the depression of ΔB predicted by the DPS relation is about -20 nT, while for the Dst index the value is about -45 nT (averaged over 9 hrs to match the Van Allen Probe’s measurements). Thus the DPS relation shows that the ring current ions can account for ~45% of the Dst index. This is consistent with some previous studies [e.g., Hamilton et al., 1988; Greenspan and Hamilton, 2000; Turner et al., 2001] and is also expected since induced ground currents and other magnetospheric currents can also contribute to the Dst index.
Dessler and Parker [1959] showed that, theoretically, a perfectly diamagnetic Earth can increase the impressed magnetic field by ~50% at the equator. Langel and Estes [1985] also showed that the induced internal magnetic field magnitude is about 24%/29% of the near-Earth external field at the dusk/dawn sector respectively. Thus to include the effect of a diamagnetic Earth, ΔB calculated using the DPS relation should be multiplied by 1.3-1.5 to compare to the measured Dst index.

The magnetotail current system could also contribute to the Dst index significantly. Turner et al. [2000] studied the contribution of the magnetotail current to the Dst index using the T89 and T96 dynamic geomagnetic field models and concluded that the contribution during moderate storms is about 25%. Tsyganenko and Sitnov [2005] also showed that the major
contributions to the Dst index are from the symmetric ring current and the near-Earth tail current, while the tail current actually dominates at the storm main phase.

Magnetopause currents would also contribute to the magnetic field perturbation at Earth’s surface. Burton et al. [1975] suggested using equation $Dst^* = Dst - b\sqrt{P} + c$ to remove the contribution of magnetopause currents to the Dst index, where $Dst^*$ is the pressure-corrected Dst index, $P$ is the solar wind dynamic pressure, $b$ and $c$ are constant. During the March 29 storm the solar wind dynamic pressure was quite small and the pressure-corrected Dst index calculated using Burton et al. [1975]’s equation is very close to the Dst index, which indicates that the Dst index was not significantly influenced by magnetopause currents.

On the other hand, Liemohn [2003] showed that when using the DPS relation an implicit assumption is actually used, which assumes that all of the plasma pressure is contained within a finite region. And when this assumption is not valid, the DPS relation will overestimate the depression in the geomagnetic field due to the current introduced by the pressure truncation at the outer boundary of the integration region.

All of these factors contribute to the differences between the calculated $\Delta B$ and the Dst index. It is also worth mentioning that to match the observations from HOPE, MagEIS and RBSPICE, we multiplied all HOPE ion data by a factor of 3. This factor is suggested by Dr. Lynn Kistler based on comparative studies of HOPE, Cluster and THEMIS data (private communication with Dr. Kistler). However, if we choose to use original data from all instruments, or to divide MagEIS and RBSPICE data by a factor of 3, the calculated total energy content of ring current would be smaller.

Comparing the contributions of different energy ions, including both $H^+$ and $O^+$, to $\Delta B$ (or equivalently, the ring current energy content), the high energy ions dominated during the quiet times and storm recovery phase (the contribution from high energy $O^+$ is relatively small as shown in Section 6.3.1), while the low energy ions dominated at the time of minimum Dst. Also, as for the low energy protons and $O^+$, the contributions to $\Delta B$ grew faster and followed the elevated AE index well; however, for high energy protons measured by MagEIS, the
contribution reached its maximum at the recovery phase rather than the time of minimum Dst. This also can be seen in Figure 6.2 as the fluxes of lower energy protons increased first and those of higher energy protons enhanced later. We have examined several other moderate and intense storms (with minimum Dst of ~ -50 to -120 nT while Van Allen Probe – A was located at different MLTs) and the results are similar, indicating that this is a common feature and is independent of MLT (see Section 6.3.2 and Appendix B for more detailed discussion about the MLT dependence). Similar results have been shown in Temporin and Ebihara [2011], though they focused on the proton fluxes at specific L shells near the equator and showed that high-energy proton fluxes tend to increase on the dayside during recovery phases; and Lyons and Williams [1976] also showed similar trends of proton fluxes at several different radial distances at dusk sector. One possible explanation for the delayed enhancement of higher energy protons is inward diffusive transport by violation of the third adiabatic invariant [e.g., Schulz and Lanzerotti, 1974]. Lyons and Williams [1980] proposed that inward radial transport of the pre-existing trapped particles at higher L can produce significant flux enhancement at L<4 during storm times. Sheldon and Hamilton [1993] studied the ring current ion transport using a radial diffusion model and good agreement between model results and data from the AMPTE/CCE for E>30 keV ions at L>4 indicates that the radial diffusion is an important mechanism causing flux enhancements of ring current ions with higher energies. Chen et al. [1994] showed that diffusive transport of high-energy protons during storms with main phase longer than ~6 hrs contributes to the augmentation of the ring current. Also, Jordanova and Miyoshi [2005] simulated one geomagnetic storm and investigated the effect of convection and radial diffusion. Their results showed that the transport of ring current ions with energies of ~30 keV is dominated by convection, while for high energy ions (~80 keV) radial diffusion enhances their fluxes significantly near the minimum Dst and during the storm recovery phase. These studies showed that the inward radial diffusion can cause the enhancement of high energy proton fluxes during the recovery phases of the storms.
6.3 Discussion

6.3.1 The Contribution of Ring Current Heavy Ions

In Section 6.2.2 and 6.2.3, we examined the contribution of protons with $E=\sim 0.2-1000$ keV and $O^+$ with $E=\sim 0.2-50$ keV to the storm-time ring current using data from MagEIS and HOPE instruments, with specific emphasis on protons. In this subsection we will discuss the contributions of ring current heavy ions using data from HOPE and RBSPICE.

Since MagEIS provides ion measurements without composition information, we use spin-averaged flux data from RBSPICE for protons and $O^+$ with energies greater than 50 keV in this subsection. RBSPICE provides measurements of oxygen ions without differentiating different charge states, but $O^+$ should dominate. Figure 6.8 shows the daily averaged fluxes of protons and $O^+$ with energies of $\sim 10$ keV, 50 keV, 100 keV and 300 keV measured by HOPE and RBSPICE onboard Van Allen Probe-B from 15 March to 1 Oct 2013. The data show that generally the fluxes of $O^+$ are much lower than the proton fluxes, while the differences between the two become even larger during quiet times. For $O^+ > \sim 50$ keV this is mainly due to the much shorter charge exchange lifetimes than those for similar energy protons [e.g., Smith and Bewtra, 1978; Ebihara and Ejiri, 2003]. For tens of keV $O^+$, the quiet time difference could also be due to $O^+$ loss caused by drift-bounce resonant interaction with $Pc 5$ waves [Li et al., 1993]. It is also worth mentioning that the decay of $\sim 300$ keV $O^+$ is much faster than that of $\sim 300$ keV protons. Gerrard et al. [2014], using $O^+$ measurements from the RBSPICE instrument, also showed that $O^+$ decay very rapidly at all L shells with high-energy $O^+$ ($>500$ keV) decaying much faster than expectation, though the reason is still unclear.

The top 4 panels of Figure 6.8 show that during storm times the daily averaged fluxes of $O^+$ of energies of $\sim 10$ keV and $\sim 50$ keV are about 1 order less than protons with the same energies, and their differences get larger during quiet times. This is consistent with the results reported by Denton et al. [2005], which show that the ratio of $\sim 1$ eV – 45 keV $O^+$ to $H^+$ density increases as the convection enhances. In Section 6.2.2 and 6.2.3, we showed that the 0.2-50 keV
Figure 6.8: Daily averaged spin-averaged fluxes of (left) protons and (right) O\(^+\) with energies of ~10 keV, 50 keV, 100 keV and 300 keV measured by HOPE and RBSPICE onboard Van Allen Probe-B during 15 March – 1 Oct 2013.

O\(^+\) accounted for up to ~20% of the total ring current energy content during the March 29 storm. The bottom 4 panels of Figure 6.8 show that for ~100 keV and ~300 keV O\(^+\), however, the daily averaged fluxes during storm times are much smaller than the proton fluxes (~ 2 orders lower) during quiet times as well as small and moderate storms. Thus O\(^+\) with energies of ~100 keV and above would not contribute significantly to the ring current during small and moderate storms. And this is confirmed by the calculation – using data from RBSPICE, the energy content of ~100-1000 keV O\(^+\) only account for ~1% of the total ring current energy content at the main phase of the March 29 storm. Also, using data from RBSPICE, the energy content contributed by O\(^+\) with energies between ~50 and 100 keV is found to account for up to ~5% of the total ring current energy around the second Dst minimum of the March 29 storm. During quiet times, the contribution from O\(^+\) with energies of ~50-100 keV is ~1%. Since RBSPICE TOFxF PH data may have background issues, the contribution from 50-100 keV O\(^+\) calculated here should be an upper limit and the actual contribution should be even smaller. Thus we conclude that the total
contribution from O\textsuperscript{+} to the ring current is \textasciitilde25% during the main phase of the March 29 storm, and the contribution of O\textsuperscript{+} principally comes from those ions with energies \textasciitilde50 keV.

For oxygen ions with other charge states (e.g., O\textsuperscript{++}), though no data is available, the contribution should also be small. Fennell et al. [1996], using data from MICS on the CRRES satellite, studied the oxygen charge state abundance in the inner magnetosphere. They concluded that O\textsuperscript{+} is the dominant oxygen ion for energy \textasciitilde60 keV/Q at all times, while the fluxes of O\textsuperscript{++} were \textasciitilde1/5 of O\textsuperscript{+} fluxes during average conditions and were \textasciitilde4/5 of O\textsuperscript{+} fluxes during quiet times; while the fluxes of oxygen with charge > +3 were even smaller. Ebihara et al. [2009], using data from POLAR satellite, also showed that during storm times, the fluxes of O\textsuperscript{>+3} increased at L<5 but the abundance is still much smaller than O\textsuperscript{+} and O\textsuperscript{++}. Thus the contribution from oxygen ions other than O\textsuperscript{+} is negligible.

We also determined the contribution from He\textsuperscript{+} to the ring current energy density and content. Overall the contribution from He\textsuperscript{+} is found to be very small. He\textsuperscript{+} with energies of \textasciitilde0.2 – 50 keV contribute \textasciitilde3% of the ring current energy content during the main phase of the March 29 storm and \textasciitilde1% during quiet times using HOPE data. He\textsuperscript{+} with higher energies also contribute little to the total ring current energy, since their fluxes are much lower than protons with similar energies during storm times according to RBSPICE data.

In summary, since the contributions from He\textsuperscript{+} and high energy O\textsuperscript{+} are fairly small during this storm, the results derived in Section 6.2.2 and 6.2.3 are not affected by the exclusion of the heavy ion components of the ring current.

6.3.2 The Uncertainties in the Ring Current Energy Content Calculation

The ring current MLT asymmetry. In Section 6.2.2, the ring current energy content is calculated based on the assumption that the ring current energy density is constant at all MLTs. However, it is well known that the ring current is MLT asymmetric especially at the storm main phases, and the peak of ring current energy density is generally located in the dusk to pre-
midnight sector. Li et al. [2011], using data from 25 geomagnetic stations, showed that the depression of horizontal component of magnetic field is asymmetric during the storm main phases and early recovery phases. Ebihara et al. [2002], using 1-200 keV proton data from POLAR/MICS instrument, studied the statistical distribution of the storm-time proton ring current energy density as a function of L, MLT and storm phases. They showed that during storm main phases, the MLT asymmetry of the ring current energy density is strong and the energy density is significantly higher on the nightside than that on the dayside. While Lui [2003], using ~1 keV – 4 MeV ion data from AMPTE/CCE, showed that during active times (Kp > 3), proton pressure at L~4.5-6 is higher at dusk-midnight sector, but the asymmetry of the proton pressure is much weaker than the results from Ebihara et al. [2002]. The difference could be due to different energy ranges included in these studies, since higher energy protons are expected to be more symmetrically distributed; it could also be due to the storm phase selection: Ebihara et al. [2002] showed the significant MLT asymmetry at storm main phases and much weaker dependence at recovery phases, while the study of Lui [2003] did not specify the storm phase.

Thus the energy content in Section 6.2.2 and ΔB in Section 6.2.3 could be overestimated especially during the storm main phase. Perez et al. [2012], using TWINS ENA images, derived the global image of equatorial ion intensities for a moderate storm on July 2009. They showed that the ring current ion intensities were more asymmetric at the main phase while less asymmetric at the recovery phase, and at the main phase the peak of ion intensities located at ~23 MLT for <30 keV ions and gradually moved to ~21 MLT for >50 keV ions. If we simply use the ring current energy density distribution pattern similar to 22.5-67.5 keV ion intensity distribution shown in Perez et al. [2012] at the main phase of July 2009 storm, the ring current energy content decreases by ~30% compared to the energy content calculated using MLT symmetry assumption. Detailed results are shown in Appendix B.1. However, it is worth mentioning that for higher energy ions the energy density distribution should be more MLT symmetric, and those higher energy ions still account for a large portion of the ring current energy content, thus the influence of MLT asymmetry to the ring current energy content should be smaller.
Even if the ring current energy content were overestimated due to the assumption of ring current MLT symmetry, the conclusions would still hold that <50 keV ions dominate the ring current energy content at the storm main phase and the fluxes and energy content of higher energy ions reach their maximum at the recovery phase rather than the main phase. We examined 15 moderate to intense storms (with minimum Dst=\(-50\) nT - \(-120\) nT) from Nov 2012 to Oct 2013 with the assumption that the ring current is MLT symmetric while Van Allen Probe – A was located at different MLTs during these storms. For all 15 storms, <50 keV ions dominate the ring current energy density at the storm main phases; while for 14 of 15 storms, the energy densities of >50 keV protons reach their maximum at the recovery phases. Thus these two conclusions are not affected by the assumption of the ring current symmetry.

**Spin-averaged fluxes vs. pitch-angle-resolved fluxes.** The assumption that the energy densities are constant at a fixed L shell also includes the assumption that the energy densities are constant along a fixed field line, which assumes the pitch angle distributions of the ring current ions are isotropic and thus spin-averaged fluxes are used in our previous calculations instead of pitch-angle-resolved fluxes. Here we investigate the uncertainties introduced by this assumption.

To simplify the calculation, we use the dipole field only and assume all pitch angle distributions can be fitted by the \(\sin^n\alpha\) form. The equations used to calculate the ring current energy densities based on pitch-angle resolved data are shown in the Appendix B.2.1. As an example, pitch-angle-resolved fluxes for protons with energies of \(~60-1000\) keV from the MagEIS instrument are used in the calculation to compare with results derived with spin-averaged fluxes of protons with the same energy range. We derived the \(n\) value of each pitch angle distribution by converting it to the equatorial pitch angle distribution and then fitting it to \(\sin^n\alpha\). If the pitch angle distribution is isotropic \((n=0)\), then the results calculated using pitch-angle-resolved data should be the same with those derived using spin-averaged data.

Detailed calculations and figures are shown in Appendix B.2. The results indicate that using pitch-angle-resolved data does not change the results significantly. At the main phase of the March 29 storm, for over 90% of time the energy densities calculated using pitch-angle-
resolved data is similar to those calculated using spin-averaged data (with differences less than 20%). During the time period we focused on, the PADs tend to be more isotropic for protons with lower energies and at higher L shells. The ring current energy densities calculated using pitch-angle-resolved data at L>~5.0 are very close to those calculated using spin-averaged data, while at lower L the difference can be up to ~30%. The ring current energy content calculated using pitch-angle-resolved data are only ~10% lower than those using spin-averaged fluxes at the storm main phase. Though this result is for protons with E=60-1000 keV only, it is expected to be valid for lower energy protons also, since their PADs are more isotropic.

The calculation discussed in this subsection has some limitations. For simplicity, we assumed that all PADs can be fitted into a sin^n α form; however, at higher L shells, butterfly pitch angle distributions are occasionally observed. But as for the energy densities and energy content calculation, the existence of butterfly pitch angle distributions can somewhat compensate for pancake PADs, making the differences between the results calculated using two different sets of data even closer. Thus we conclude that the assumption that the PADs of ring current ions are isotropic would not significantly influence the ring current energy density and content calculation.

**The influence of external magnetic field.** In Section 6.2.2, the ring current energy content is obtained based on the calculated energy densities using a dipole field. Applying an external magnetic field may influence the results by changing the L values and the volume of L shells used in the calculation. Thus we investigated the influence of an external magnetic field using the T89 dynamic magnetic field model [Tsyganenko, 1989]. We use the McIlwain L in the T89 model in this subsection, and the volume contained within thin L shells with ΔL=0.1 are calculated using the T89 model also. As noted above, during the March 29 storm, the Van Allen Probes were located in the midnight sector; the McIlwain L calculated using the T89 model in the midnight sector is generally higher than those calculated using the dipole field only (as would be expected, especially during storm times). Though Van Allen Probes can only reach a dipole L up to ~5.8, during the March 29 storm the spacecraft actually can get to McIlwain L~7 or even
higher under the T89 model. Thus we calculated the ring current energy content using T89D with an L range of 2-7 instead of 2-6 in the dipole field only case. Since the volume of L shells included in the calculation gets larger, an increase in the ring current energy content is expected. The ring current energy content calculated using T89D is ~20% higher than that calculated using the dipole field only during the main phase of the storm. Thus the difference is not large enough to change the results significantly.

**The contribution of ring current ions at higher L shells.** Due to the apogees of the Van Allen Probes, no data coverage on dipole L shells higher than 6 are possible. However, as Figure 6.3 shows, at the main phase of the storm it is likely that some ring current ions existed at higher physical L shells. Ignoring the contribution from those ions would make the calculated ring current energy content lower than the actual value. Thus we also checked proton measurements from the MAGPD instruments on GOES satellites [Hanser, 2011]. GOES-13 and -15 were operating in geosynchronous orbit near the geomagnetic equator (with geomagnetic latitudes of ~10° for GOES-13 and ~5° for GOES-15) during the March 29 storm. Fluxes of protons with energies of ~80-800 keV are provided in 5 energy channels. Comparing proton fluxes measured by MagEIS and GOES MAGPD when they located at similar MLTs (near midnight) during the March 29 storm, the fluxes measured by MAGPD are ~1-2 orders lower than the fluxes measured by MagEIS given that the difference in radial distances is ~0.8 R_E. This indicates that there is a steep radial gradient of ~80-800 keV proton fluxes existing between L=5.8 and L=6.6 around local midnight. Overall, therefore, the contribution from protons with energies greater than ~80 keV at higher L shells to the total ring current energy content is very small. However, protons with lower energies at higher L could still contribute to the total ring current energy content; this is an uncertainty (likely small as well) in the interpretation of the results derived in section 6.2.
6.4 Conclusion

Comprehensive ion measurements from Van Allen Probes enable us to analyze the detailed energy density and content evolution for ring current ions with different energies and species with wide energy coverage and fine energy resolution. Having examined several moderate and intense magnetic storms using data from Van Allen Probes, we present the detailed evolution of ring current energy density and energy content during a moderate geomagnetic storm. The results are similar for other storms we investigated. The major conclusions are summarized as follows:

1. During active times, the enhancement of fluxes of protons with lower energies (<50 keV) occurred much more often than those with higher energies, and protons with lower energies penetrate deeper than higher energy protons, but they also decay much faster than higher energy protons.

2. During quiet times, the ring current is dominated by protons with energies greater than 100 keV. During storm times, ions with energies less than 50 keV dominate the ring current energy content at the storm main phase, while the higher energy protons dominate during the recovery phase.

3. The enhancement of fluxes as well as energy content of higher energy protons generally occurs later than those of lower energy protons. This could be due to the fact that the high energy proton flux enhancement is more likely through inward radial diffusion, while for lower energy protons convection is more important.

4. The oxygen ions contributed up to ~25% of the total ring current energy content during the March 29 storm, indicating that the ionosphere is a significant contributor to the ring current ions even during moderate storms; the majority of O\(^+\) contribution comes from O\(^+\) with energies below 50 keV, suggesting the important role of low energy O\(^+\) to the ring current.

5. Based on the DPS relation, the calculated magnetic field perturbation caused by ring current ions accounts for ~45% of the Dst index depression during the main phase of the storm.
This is consistent with previous studies [e.g., Turner et al., 2001] and is expected since the induced ground currents and other magnetospheric currents can also contribute to the surface equatorial magnetic field depression.

In this chapter, I mainly focused on the evolution of ring current ions during geomagnetic storms. In the following chapter, the role of energetic electrons in the ring current will be examined using Van Allen Probes measurements.
Chapter 7

Energetic Electrons in the Ring Current: The Evolution of Energy Density and Content during Geomagnetic Storms Based on Van Allen Probes Measurements

The following chapter is based on the paper Zhao et al. (2015b), Ring current electron dynamics during geomagnetic storms based on the Van Allen Probes measurements, to be submitted to J. Geophys. Res. Space Physics.

7.1 Introduction

The geomagnetic storm is featured as the enhancement of the ring current, a near-equatorial electric current flowing toroidally around the Earth. The enhancement of this current is responsible for worldwide depressions in the horizontal component of Earth's surface magnetic field near the magnetic equator. Such a depression in the magnetic field is indicated by the Dst index [Sugiura and Kamei, 1991], which is derived based on the measurements from four magnetometers near the equator around the Earth, and is shown to be correlated with the total kinetic energy of charged particles azimuthally drifting around the Earth.

The storm time ring current mainly consists of ions with energies of a few keV to hundreds of keV, while electrons with similar energies flowing around the Earth also contribute to the ring current and are responsible for the generation of whistler mode chorus waves, which are very important to the acceleration and loss of radiation belt electrons (~MeV). A number of previous studies have focused on the dynamics of ring current ions and their contribution to the magnetic field perturbation near the equator at the surface of the Earth [e.g., Krimigis et al., 1985; Hamilton et al., 1988]. However, limited studies have focused on the dynamics of the ring current electrons during geomagnetic storms using either satellites’ observations [e.g., Frank, 1967; DeForest and McIlwain, 1971; Liu et al., 2005] or simulations [e.g., Jordanova and Miyoshi, 2005; Liu et al., 2005].
Frank [1967] investigated the temporal variations of energy densities of protons and electrons with energies of 200 eV – 50 keV during two moderate geomagnetic storms using data from OGO 3. The results indicated that the total energy of ring current protons and electrons is sufficient to account for the depression of Earth’s surface magnetic field according to the DPS relation, while the contribution of electrons to the storm-time ring current energy was ~25%.

DeForest and McIlwain [1971], using ~50 eV – 50 keV proton and electron measurements from the geostationary satellite ATS 5, found that during an injection of plasma the particle pressure at geosynchronous orbit was usually dominated by protons, while the contribution from electrons was also important and occasionally was even dominant (twice as the proton pressure). Liu et al. [2005] evaluated the importance of electrons in the ring current during storm times using both observations from Explorer 45 (digitalized from Lyons and Williams [1975, 1976, and 1980]) and simulation. The observations showed that at L=2.5-5, electrons with energies of ~1-50 keV contribute the most to the electron ring current energy content, and during an intense storm (minimum Dst= -171 nT) on 17 December 1971 the ring current electrons contributed ~8% of the ring current energy at this L range. However, their simulation results showed the contribution from ring current electrons can reach ~19% of the total ring current energy content during storm time. Jordanova and Miyoshi [2005] also investigated the role of ring current electrons during an intense geomagnetic storm using their global drift-loss model. They found that the electrons’ contribution to the ring current energy varies from ~2% during quiet times to ~10% near the main phase of the storm. Significant discrepancy exists among those previous studies regarding the role of ring current electrons and their contribution to the total ring current buildup.

Due to the limitations of previous measurements, electron data with limited energy ranges and limited L shells have been used in previous studies of ring current electrons’ energy content calculation, which could lead to significant errors. With the launch of Van Allen Probes, the study of the role of ring current electrons is enabled by the comprehensive measurements of both electrons and ions (including composition). Launched on 30 Aug 2012, the Van Allen Probes operate in elliptical orbits with an inclination of ~10°, perigees of ~ 600 km altitude and
apogees of $\sim 5.8 R_E$, providing comprehensive particle and field measurements in the inner magnetosphere [Mauk et al., 2012]. HOPE, MagEIS and Relativistic Electron-Proton Telescope (REPT) instruments of ECT suite provide electron flux data with energy range of $\sim \text{eV} - \text{tens of MeV}$ [Baker et al., 2013; Blake et al., 2013; Funsten et al., 2013; Spence et al., 2013]; HOPE and RBSPICE instruments [Mitchell et al., 2013] on the Van Allen Probes provide data of $\text{H}^+$, $\text{O}^+$ and $\text{He}^+$ with energy range of $\sim \text{eV} - \text{MeV}$, while MagEIS provides ion flux measurements with energies of $\sim 60 \text{ keV} - \text{MeV}$ with no composition discrimination (and in this study we assume MagEIS measures protons only). In this study, electron data from HOPE, MagEIS and REPT and ion data from HOPE, MagEIS and RBSPICE are used to investigate the role of electrons in ring current dynamics.

Figure 7.1: Daily averaged fluxes of (left) protons with energies of $\sim 20$, $120$, $230$ and $350 \text{ keV}$, and (right) electrons with energies of $\sim 20$, $140$, $900 \text{ keV}$ and $4.2 \text{ MeV}$ during Nov 2012 – Oct 2013, measured by HOPE, MagEIS and REPT instruments on the Van Allen Probe – A. Provisional Dst and AE indices are also shown for this time period.
Figure 7.1 shows the daily spin-averaged fluxes of protons (left panels) and electrons (right panels) with different energies during Nov 2012 - Oct 2013, measured by HOPE, MagEIS and REPT on the Van Allen Probe – A, along with the provisional Dst and AE indices. The L shell used in this chapter is for the dipole field only. The HOPE ion data used in this study have been multiplied by a factor of 3 to match the measurements from MagEIS and RBSPICE, and the influence of this factor will be discussed in section 7.3. As for the electrons, since the background-corrected electron data from MagEIS are not always available, the data used here may contain some background contamination at low L (<2.5), which will not affect the results discussed below.

The similarities of long-term behaviors of protons and electrons are clearly shown in Figure 7.1. As the geomagnetic storms occurred, both electron and proton fluxes exhibited great changes. For both electrons and protons, the flux enhancements of lower energy particles occurred much more often than those of higher energy ones and the lower energy particles also penetrated deeper than the higher energy particles. This is consistent with some previous observations and can be explained by the drift pattern of different energy electrons and protons resulting from a combination of convection, gradient and curvature drift, and corotation [e.g., Smith and Hoffman, 1974; Ejiri, 1978; Korth et al., 1999]. In the outer radiation belt region, after the initial enhancements the lower energy particles also decayed much faster than those higher energy ones.

However, the differences in the protons’ and electrons’ long-term behaviors are more prominent. Tens to hundreds of keV electrons penetrated deep into the low L region frequently, and once present in the inner zone, those electrons decayed slowly, persisting for a long time. However, hundreds of keV protons rarely penetrated into the low L region. Though tens of keV protons also penetrated into L<3 frequently, they decayed comparatively fast and only existed for a short time period in the low L region. As the top four plots of Figure 7.1 show, abundant ~20 and 140 keV electrons commonly exist in the low L region, while ~20 and 120 keV proton fluxes at L<3 are low. The short lifetime of protons in the low L region could be due to the proton
charge exchange loss [e.g., Smith et al., 1981]; while for the electrons, the wave scattering due to plasmaspheric hiss waves, lightning-generated VLF waves and VLF waves from transmitters are not efficient enough to rapidly reduce the tens to hundreds of keV electron fluxes in the inner belt [e.g., Abel and Thorne, 1998]. Another major difference between proton and electron long-term behaviors is that the lifetimes of hundreds of keV protons are much longer than those with similar or even higher energy electrons in the outer belt region (L>~4). It is obvious that ~230 and ~350 keV protons only exhibited significant enhancements during intense geomagnetic storms and decayed slowly afterward; while hundreds of keV electrons decayed much faster than protons with similar energies. This could be due to the limited charge exchange loss for the high energy protons in the outer belt and efficient loss of these electrons by wave-particle interactions.

On the other hand, the intriguing similar behaviors between protons and electrons with different energies can also be seen in Figure 7.1. For example, ~900 keV electrons behaved similarly to ~120 keV protons, though the lifetime of electrons is a little bit shorter; while from Nov 2012 to March 2013, ~4.2 MeV electrons and ~350 keV protons also behaved similarly as their fluxes both decayed slowly, though their total flux levels are very different. Protons and electrons are subject to different physical processes in the inner magnetosphere, and it is still not clear what kind of underlying physical reasons are responsible for the exhibited similarities.

In this study, we will focus on the role of electrons in the ring current dynamics during geomagnetic storms based on the observations from Van Allen Probes. Two storms – one moderate storm and one intense storm – will be examined in the following section to show the dynamics of ring current electrons. Detailed calculations on the ring current electron and ion energy content and energy densities will be shown and the contribution of electrons to the ring current energy will be investigated. The magnetic local time (MLT) dependence of ring current electron distribution will also be examined through a statistical study. The discussion will be provided in section 7.3, and section 7.4 will be the conclusion.
7.2 Observations and Analysis

7.2.1 The Ring Current Evolution during the 29 March 2013 Moderate Geomagnetic Storm

The 29 March 2013 storm is a moderate storm with minimum Dst of -61 nT and AE up to ~1200 nT. During this storm, the Van Allen Probes apogee was located around local midnight. The evolution of the ring current ions during this storm has been investigated in detail in the previous chapter. Here I mainly focus on the dynamics of the ring current electrons during this moderate storm and show the contribution of electrons to the ring current energy based on the measurements from the Van Allen Probes.

Figure 7.2: The spin-averaged fluxes of (left) protons and (right) electrons with various energies during 26 March – 10 April 2013 as a function of L and time. The energies of protons and electrons are the same as those in Figure 7.1. Provisional Dst and AE indices are also shown in the bottom panels. The detailed ring current energy densities and content are calculated and shown in Figure 7.3 for the time period between two vertical dashed lines. The red bar indicates the main phase of the storm and the grey bar indicates the recovery phase of the storm, during which the detailed energy density and content distribution of electrons are calculated and shown (Figure 7.4).
Figure 7.2 shows the spin-averaged fluxes of (left) protons and (right) electrons of different energies during 26 March - 10 April 2013 based on the measurements from HOPE, MagEIS and REPT on the Van Allen Probe – A, along with provisional Dst and AE indices. For this time period, the background-corrected electron flux data from MagEIS are available and thus are used. One clear difference here comparing with the 900 keV electron fluxes shown in Figure 7.1 is that no measurable 900 keV electrons exist in the inner belt [Li et al., 2015; Fennell et al., 2015]. During this moderate storm, ~20 and 120 keV proton fluxes enhanced significantly, while higher energy proton fluxes did not change much; however, for electrons of all energies shown here, the flux enhancements can be clearly seen during this storm, though MeV electron fluxes enhanced during the late recovery phase, later than the enhancements of tens to hundreds of keV electrons.

The energy density for a single species of ions at a specific location can be calculated as:

\[
\varepsilon = \int Ef dv^3 = 2\pi \int_{E_{\text{min}}}^{E_{\text{max}}} v^2 E \left( \int_0^\pi f \sin \alpha d\alpha \right) dv = \pi \int_{E_{\text{min}}}^{E_{\text{max}}} \sqrt{2mE} \left( \int_0^\pi j(\alpha, E) \sin \alpha d\alpha \right) dE \approx 2\pi \int_{E_{\text{min}}}^{E_{\text{max}}} \sqrt{2mE} j(E) dE
\]

where \( m \) and \( E \) are the non-relativistic mass and kinetic energy of the ring current ions, \( f \) is the distribution function and \( f = \frac{dN}{dx^3 dv^3} = \frac{m}{v^2} j \), and \( j(\alpha, E) \) is the differential flux of particles with pitch angle \( \alpha \) and energy \( E \). To simplify the calculation, we assume that the pitch angle distributions are isotropic and use spin-averaged differential fluxes \( j(E) \) instead.

For electrons, the relativistic equation is needed:

\[
\varepsilon \approx 4\pi \int_{E_{\text{min}}}^{E_{\text{max}}} \frac{E_k(E_k + m_0c^2)}{\sqrt{E_k^2c^2 + 2m_0c^4E_k}} j(E_k) dE_k
\]

where \( m_0 \) and \( E_k \) are the rest mass and kinetic energy of the electrons, and \( c \) is the speed of light. Since the contribution from electrons with energies greater than MeV to the total electron ring current energy content is negligible during storm times according to our calculation, \( E_{\text{min}} = 0.2 \).
keV and $E_{\text{max}}=1000$ keV are used in this study unless otherwise noted. Similarly, the isotropic pitch angle distributions are assumed for electrons also.

Assuming the ring current energy densities as a function of $L$ are constant at all MLT, the ring current energy content can be calculated based on the energy densities:

$$E = \int \varepsilon dx^3 \approx \sum_{L=L_{\text{min}}}^{L_{\text{max}}} \varepsilon(L) \Delta V(L)$$

and

$$V(L) = V_L [L^3 \left(1 - \frac{1}{L}\right)^{\frac{1}{2}} (\frac{1}{7L^3} + \frac{6}{35L^2} + \frac{8}{35L} + \frac{16}{35}) - (1 - \frac{1}{L})^{\frac{1}{2}}]$$

where $V(L)$ is the volume contained between the Earth’s surface and the dipole $L$ shell, and $\Delta V(L) = V(L + 0.05) - V(L - 0.05)$. $L_{\text{min}}=2$ and $L_{\text{max}}=6$ are used based on the Van Allen Probes’ orbits.

In this study, to show the dynamics of ring current electrons during geomagnetic storms and compare them with the ring current ions, the energy densities of electrons, protons, $\text{O}^+$ and $\text{He}^+$ are calculated based on the HOPE, MagEIS and RBSPICE measurements. The energy densities of ~0.2-35 keV electrons and ~0.2-50 keV protons, $\text{O}^+$ and $\text{He}^+$ are calculated using spin-averaged flux data from HOPE instrument on the Van Allen Probe – A; those of ~35-1000 keV electrons and ~50-1000 keV protons are calculated using data from MagEIS on the Van Allen Probe – A. For ~50-1000 keV $\text{O}^+$ and $\text{He}^+$, RBSPICE data are used. However, the measurements from RBSPICE on the Van Allen Probe – A are relatively sparse compared to those from RBSPICE on the Van Allen Probe – B. Since the Van Allen Probes were very close to each other during the time period of interest, the $\text{O}^+$ and $\text{He}^+$ spin-averaged fluxes from RBSPICE on the Van Allen Probe – B are used in the calculation. Also, during this 29 March 2013 storm, $\text{He}^+$ measurements from RBSPICE only covered energies up to ~520 keV, thus for this moderate storm only ~0.2-500 keV $\text{He}^+$ are included in the calculation. It is worth mentioning that the $L$ range of RBSPICE measurements is limited to above ~2.5-3. It has been demonstrated in the previous chapter that the error introduced by using the spin-averaged fluxes
instead of pitch angle-resolved fluxes is fairly small, especially for low-energy particles whose pitch angle distributions are close to isotropic, and the error introduced by using the dipole field instead of dynamic magnetic field models is also likely to be small. The MLT dependence of the ring current particles has potential impact on the calculation shown here, and the influence will be discussed later in this section.

Figure 7.3: The evolution of ring current energy densities of electrons and ions using data from HOPE and MagEIS on the Van Allen Probe - A and RBSPICE on the Van Allen Probe - B for every other orbit of Van Allen Probe - A during 26 March – 1 April 2013. The energy densities of electrons are shown as red lines and symbols, while those of ions are shown as black ones. The solid lines show the energy densities of particles with energies of ~0.2 – 1000 keV, the diamonds are for particles of E~0.2 – 35 keV, and the cross signs are for particles with energies of ~35 – 1000 keV. The energy content of electrons and ions and the ratio of the two are shown in the text at the bottom of each panel. Two Dst minima during the 29 March 2013 storm are identified in the figure.

Figure 7.3 shows the evolution of the ring current energy densities of both electrons and ions using data from HOPE, MagEIS and RBSPICE instruments on the Van Allen Probes. Every other orbit of Van Allen Probe –A during 26 March – 1 April 2013 is shown. Different colors
imply different species: red is for electrons and black is for ions. The solid lines show the energy densities of ~0.2-1000 keV particles, the diamonds show the energy densities of lower energy particles (~0.2-35 keV), and the cross signs show those of higher energy particles (~35-1000 keV). The energy content of electrons and ions and the ratio of them are shown in the bottom of each panel. Two Dst minima during this moderate storm are also identified in Figure 7.3.

Overall the energy densities of electrons were much smaller than those of ions during this moderate storm. During quiet times, the energy content of electrons was just ~1% of that of ions, and the ring current energy was greatly dominated by the higher energy ions. As the geomagnetic storm occurred, the energy densities of both electrons and ions greatly enhanced, but the enhancement of electrons energy densities was more significant (percentage wise). Comparing the energy densities and energy content before the storm and at the time of minimum Dst, the energy densities of ions at L>4 increased by a factor of ~2-3, while those of electrons enhanced by more than 1 order of magnitude; the total energy content of ions increased by a factor of ~2, while that of electrons increased by more than 1 order of magnitude. The contribution of electrons to the ring current energy content increased from ~1% of ion contribution during quiet times to ~6% of ion contribution at the time of minimum Dst. And if we only focus on the enhancement of the energy content of electrons and ions comparing to the quiet time values, the energy content enhancement of electrons is ~10% of ion energy content enhancement at the storm main phase. This indicates that during quiet times, the electrons are not an important carrier of ring current energy; while during the main phase of the storm, electrons contribute a small but potentially important amount to the overall enhancement of the ring current.

It is obvious that as the storm occurred, the lower energy electrons enhanced first and dominated the electrons energy densities at the storm main phase. Afterward, the decay of these lower energy electrons was fast and gradually the high-energy electrons began to enhance. Since the decay of those high-energy electrons was relatively slow compared to that of low-energy electrons, during the recovery phase the high-energy electrons became dominant. This behavior is consistent with ring current ions as I showed in the previous chapter.
The behaviors of different energy electrons during different phases of the storm can also be clearly seen from Figure 7.4. Figure 7.4 shows the cumulative distribution function of ring current electron energy content and energy densities at different L, for the main phase and recovery phase of 29 March 2013 storm respectively. As shown in left panel of Figure 7.4, during the main phase the ring current electron energy content was greatly dominated by lower energy electrons: the electrons with energies < ~35 keV accounted for ~75% of the total ring current electron energy content. These lower energy electrons decayed fast and the higher energy ones enhanced during the recovery phase of the storm, so that the high-energy electrons dominated the electron energy content during the recovery phase (>100 keV electrons accounted for ~70% of the total electron energy content). Though the ring current protons also have similar behaviors as shown in the previous chapter, the differences here between lower and higher energy electrons are more prominent.

Figure 7.4: The cumulative distribution function of (left) ring current electron energy content and (right) energy densities at different L shells for the main phase and recovery phase of 29 March 2013 storm respectively. The orbits of main phase and recovery phase are identified in Figure 7.2.
Comparing the electron energy densities at different L shells (right panel of Figure 7.4), at lower L the higher energy electrons accounted for a large portion of the electron energy densities, while at higher L the energy densities were dominated by those lower energy electrons. At L=5.8, \(<100\) keV electrons accounted for all most all of the ring current electron energy density.

Based on the DPS relation, the depression of near-equator geomagnetic field at Earth’s surface caused by the ring current particles is calculated. Figure 7.5 (a) and (b) show the calculated \(\Delta B\) based on the DPS relation using ring current ion and electron energy content respectively. The ratio of the electron energy content to ion energy content is also shown in panel (c). Overall the calculated \(\Delta B\) using ring current ion energy content followed the Dst index profile very well, while the enhancement of calculated \(\Delta B\) using ring current electron energy content is also similar to that of the Dst index but the recovery is faster than the Dst. The contribution of electrons to the ring current energy is small during this storm. It is clear from Figure 7.5 that the ratio of electron’s contribution to ion’s contribution to the ring current energy reached its maximum value (\(\sim7\%)\) at the storm main phase just before Dst reached its minimum. And compared to the Dst index, the calculated \(\Delta B\) using ring current electron energy content accounted for \(\sim4\%)\) of the Dst depression at the time of minimum Dst (the Dst index is averaged over 9 hours to match the Van Allen Probes’ measurements).

Also, similar to the ring current ions, the lower energy electrons enhanced faster than higher energy electrons during the main phase, and also decayed faster during the recovery phase of the storm. At the main phase of the storm, those lower energy electrons dominated the electron ring current. The higher energy electron energy content reached its maximum at early recovery phase of the storm and decayed slowly afterward, thus the higher energy electrons dominated the ring current electron energy content during the recovery phase. Compared to the ring current ions, the lower energy electron energy content enhanced more significant but also decreased faster.
Figure 7.5: (a) The calculated $\Delta B$ using ring current ion energy content based on the DPS relation; (b) the calculated $\Delta B$ using ring current electron energy content based on the DPS relation; (c) the ratio of electron energy content to ion energy content; (d) and (e) provisional Dst and AE indices during the 29 March 2013 storm.

7.2.2 The Ring Current Evolution during the 17 March 2015 Very Intense Geomagnetic Storm

In the previous subsection, we focused on the ring current electron dynamics during a moderate storm. In this subsection, we will show the evolution of the ring current energy content during an intense storm of 17 March 2015. The 17 March 2015 storm has a minimum Dst index of -223 nT. This is the most intense storm since the launch of the Van Allen Probes, while during
this storm the Van Allen Probes’ apogees were also located close to local midnight. During this storm, because of the degradation of MagEIS proton telescope which influenced the lower energy proton measurements the most, data from RBSPICE are used for ~50-330 keV protons and MagEIS data are used for protons with higher energies. Again, data from HOPE and MagEIS on the Van Allen Probe – A and RBSPICE on the Van Allen Probe – B are used in the calculation.

Figure 7.6 shows the calculated ΔB using ring current ion and electron energy content during the 17 March 2015 storm, which has the similar format with Figure 7.5. In contrast to the moderate storms, during this intense storm the contribution from higher energy ions significantly enhanced and greatly dominated the ring current energy content, while lower energy ions contributed little throughout the storm. Comparing ions of different species, the contribution from O\(^+\) greatly enhanced during the main phase of the storm and dominated the ring current energy content around the time of minimum Dst, which is expected for intense storms [e.g., Greenspan and Hamilton, 2002], while He\(^+\) also contributed to the ring current energy. At the time of minimum Dst, H\(^+\), O\(^+\), and He\(^+\) accounted for ~37%, ~53% and ~10% of the ring current ion energy content respectively. At the recovery phase, the O\(^+\) energy content decreased much faster than that of protons, thus protons gradually dominated again as the ring current decayed. This is most likely to be caused by different charge exchange lifetimes of O\(^+\) and protons [e.g., Smith and Bewtra, 1978; Ebihara and Ejiri, 2003] and also drift-bounce resonance interaction of O\(^+\) with ULF waves [Li et al., 1993]. It is worth mentioning that ~50-140 keV O\(^+\) measurements from RBSPICE during this intense storm may be contaminated and should be treated as an upper limit. But even if we exclude data of ~50-140 keV O\(^+\), O\(^+\) still contribute significantly at the time of minimum Dst (~44% of the ring current ion energy content, comparable to protons). At the time of minimum Dst, for this intense storm, the calculated ΔB based on both ring current ions and electrons only accounts for ~25% of the Dst index, while for the 29 March 2013 moderate storm the value is about 45%. This may indicate that during intense geomagnetic storms, the
contributions to the Dst index from other current systems, such as the partial ring current and magnetotail current, can be more significant.

The electron relative contribution to the ring current energy content during this intense storm is much smaller than those during moderate storms. The ratio of electron energy content to ion energy content was only about 2-3% during this storm, and the contribution of ring current electrons to the depression of Dst index was less than 1% at the main phase. Also, the contribution from lower energy electrons was smaller than that from higher energy electrons almost all the time. It may suggest that as the storm gets more intense, the contribution from electrons, especially those lower energy electrons, becomes more negligible. However, it may be
also related to the uncertainties in measurements, which will be discussed in section 7.3. The relative contributions from H⁺, O⁺, He⁺, and e⁻ at the time of minimum Dst during the 29 March 2013 moderate storm and the 17 March 2015 intense geomagnetic storm are compared in Table 7.1.

Table 7.1: The relative contributions from H⁺, O⁺, He⁺, and e⁻ to the total ring current energy content at the time of minimum Dst during the 29 March 2013 moderate storm and the 17 March 2015 intense storm.

<table>
<thead>
<tr>
<th></th>
<th>H⁺</th>
<th>O⁺</th>
<th>He⁺</th>
<th>e⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 March</td>
<td>67%</td>
<td>25%</td>
<td>2%</td>
<td>6%</td>
</tr>
<tr>
<td>17 March</td>
<td>36%</td>
<td>52%</td>
<td>10%</td>
<td>2%</td>
</tr>
</tbody>
</table>

### 7.2.3 The Contribution of Ring Current Electrons to the Dst Index: the Statistics and MLT Dependence

In section 7.2.1 and 7.2.2, the electron energy contents were calculated during two geomagnetic storms, one moderate and one intense storm. For the 29 March 2013 moderate storm, the contribution of electrons to the Dst index was ~4% at the time of minimum Dst; while for the 17 March 2015 storm, the contribution of electrons was less than 1%. In this subsection, we examine the ring current electron energy content during 42 moderate storms with minimum Dst of -50 – -100 nT using data from Van Allen Probes from Nov 2012 to May 2015. The ring current electron energy contents are calculated based on the assumption that the ring current electron distribution is MLT symmetric. The ratios of ΔB calculated using electron energy content to the Dst index at the time of minimum Dst during these moderate storms are shown in Figure 7.7, and their dependence on the MLT at which Van Allen Probes were located is investigated.
Figure 7.7: The ratio of calculated ΔB using ring current electron energy content to the Dst index at the time of minimum Dst during 42 moderate geomagnetic storms with minimum Dst of ~50 – 100 nT, as a function of MLT of Van Allen Probe’s apogee.

Figure 7.7 shows the ratio of calculated ΔB using electron energy content to the Dst index at the time of minimum Dst during 42 moderate storms (with minimum Dst of -50 – -100 nT) as a function of MLT of Van Allen Probe’s apogee. The Dst index used here is averaged over the corresponding Van Allen Probe’s orbit period. As for these 42 moderate storms, the ring current electrons accounted for up to ~7% of the Dst index at the time of minimum Dst, while for the majority of these storms, the ring current electrons only accounted for ~1 – 4% of the Dst index at the time of minimum Dst. Since the Dst index is also influenced by other current systems, e.g., ground induced currents and magnetotail currents, the contribution of electrons to the ring current energy should be a little higher (percentage wise). But still the contribution of electrons to the depression of Earth’s surface magnetic field should be small.

On the other hand, the calculation of ring current energy content we did is based on the assumption that ring current is MLT symmetric, while this assumption may not be valid especially during the main phase of the storm. It is clear from Figure 7.7 that the distribution of ring current electrons is MLT asymmetric: the calculated electrons’ energy content is generally higher when Van Allen Probe’s apogee was located at dawn and midnight sectors, while much lower when the apogee was at noon and dusk sectors. Since the intensities of these storms are
similar, the result indicates that the ring current electron energy densities are generally higher at
dawn and midnight sectors while lower at noon and dusk sectors, which is consistent with the
drift patterns of the energetic electrons after being injected from the plasmasheet on the nightside.
For both storms shown in previous subsections, since the Van Allen Probes were located at the
midnight sector, the electron energy contents derived for those two storms are likely to be
overestimated; but the ratios of electron and ion energy content should be close to the actual
values since the apogees of Van Allen Probes during both storms were located around local
midnight.

7.3 Discussion

Over the past decades, many studies have focused on the dynamics of ring current ions
during geomagnetic storms; however, only few studies showed the contribution of electrons to
the ring current based on the observations. Frank [1967], using data of protons and electrons with
energies of ~200 eV – 50 keV from OGO 3, investigated the evolution of ring current particles
during two moderate geomagnetic storms. The results showed that the contribution of electrons
to the storm-time ring current energy is significant (~25%). But the electrons’ contribution in this
study could have been overestimated because of the limited energy range: the protons with
energies greater than 50 keV is believed to be a very important carrier of storm time ring current
[e.g., Daglis et al., 1999], which were not included in the study. The study of Liu et al. [2005]
covered a wider range of energy (~1 keV – 400 keV) using data from Explorer 45. The results
showed that during an intense storm with minimum Dst of ~-171 nT, the contribution of ring
current electrons to the ring current energy content is ~7.5% of the contribution of ring current
protons. However, their results may contain significant uncertainties since all the data they used
were digitalized from Lyons and Williams [1975, 1976, and 1980] as well as interpolated and
extrapolated across the L shells and energies. Furthermore, their data only cover L shells from
~2.5 to 5, which are not sufficient for ring current study since the contribution of ring current
particles at L>5 can be significant. Using Van Allen Probes’ data, we investigated the role of ring current electrons with more comprehensive measurements. All major ring current particle species, e⁻, H⁺, O⁺ and He⁺, are included in our study to improve the accuracy of the calculation. Wider energy range of ~0.2-1000 keV and L shell range of 2-6 are also used.

Comparing to the ring current ion energy content, the ring current electron energy content is very small even during storm times. During the 29 March 2013 moderate storm, the ring current electrons contribute only ~6% as the ring current protons to the ring current energy content at the time of minimum Dst; while during the 17 March 2015 intense storm, this value is even smaller (~2%). The statistical results from Figure 7.7 also showed that the overall contribution from electrons to the Dst index is also very small. Comparing to the previous observations as well as simulations, the contributions from electrons to the ring current energy we derived during these storms are overall smaller. But the enhancement of ring current electron energy content during the 29 March 2013 storm is ~10% of that of ring current ions, indicating a more dynamic feature of the ring current electrons.

However, it is worth mentioning that the results we derived here may be influenced by the uncertainties in the measurements as well, especially for the storms in 2014 and 2015. In 2014 and 2015, measurements from HOPE instruments suffered from gain changes and the differences between HOPE data and data from other instruments became larger. And the factor of 3 we used for HOPE ion data in this study may not be enough, while the electron data may also need to be multiplied by a factor to match the measurements from MagEIS. With higher factors for both lower energy ions and electrons, the contributions from lower energy particles to the ring current energy will be enhanced. For the 17 March 2015 storm, using a factor of 5 instead of 3 for ions and a factor of 3 for electrons for HOPE measurements, the ring current energy will still be dominated by the higher energy ions, but the lower energy electrons will then dominate the ring current electron energy during the main phase. The contribution of ring current electrons to that of ions will be ~4.5% at the time of minimum Dst, which is still much smaller than all of the previous studies showed.
7.4 Conclusion

In this study, using comprehensive measurements from Van Allen Probes, the dynamics of ring current electrons during storm times is examined with comparison to ions. The evolution of ring current electrons is shown in details during two storms with different intensities, while the MLT dependence of ring current electrons is also investigated. The main conclusions are as follows:

1. Obvious differences exist in the long-term behaviors of ring current protons and electrons. Tens to hundreds of keV electrons penetrate deep into the inner magnetosphere frequently and stay in the low L region for a long time, while the deep penetration of hundreds of keV protons is rare. Though tens of keV protons also penetrate deep into the inner magnetosphere, after injections the loss of these protons in the low L region is much faster. Intriguing similarities also exist between lower-energy protons and higher-energy electrons, though the underlying physical mechanism is still not clear.

2. The ring current electron energy content is much smaller than the ring current ion energy content. At the time of minimum Dst of the 29 March 2013 moderate storm, the ratio of ring current electron energy content to that of proton is ~6%; while for the 17 March 2015 intense storm the value is only ~2%. These values are much smaller than those from previous studies. But the enhancement of ring current electron energy content during the 29 March 2013 storm is ~10% of that of ring current protons, indicating a more dynamic feature of the electrons.

3. During moderate geomagnetic storms, the lower energy electrons (< 35 keV) dominate the ring current electron energy content. But during the 17 March 2015 intense storm, the contribution from lower energy electrons was small comparing to that of higher energy electrons. This is also similar for ring current ions, which could indicate that as the storm becomes more intense, the higher energy charged particles play more dominant role in the ring current buildup.

4. By examining 42 moderate storms with minimum Dst of -50 ~ -100 nT, the contributions of ring current electrons to the Dst index were generally ~1-4 %, with the
maximum of ~7%. It was shown that the distribution of ring current electron energy density is highly asymmetric, with higher energy densities at midnight and dawn sectors while lower energy densities at noon and dusk sectors, which is consistent with the drift pattern of the electrons after injected from plasmasheet from nightside.
Chapter 8

Conclusion

8.1 Summary and Conclusions

The primary goal of this work is to study the characteristics of energetic electrons and ions in the inner radiation belt, slot region and ring current, which play important roles in understanding the radiation belt and ring current dynamics but have received limited attention in the past. To achieve this goal, observations from multiple satellites as well as simulations have been used in this study and intriguing features of energetic electrons and ions have been unveiled.

The dynamics of MeV electrons in the outer radiation belt has been intensively and extensively studied. However, limited attention has been paid to MeV electron characteristics in the slot region and inner belt. In Chapter 3, using data from the SAMPEX satellite, the flux enhancement of MeV electrons in the slot region and its correlation with geomagnetic storms as well as solar wind conditions have been investigated. It was showed that the penetration of MeV electrons into the low L region is well correlated with the geomagnetic storm intensity represented by the Dst index and the MeV electron flux enhancement in the slot region is significantly influenced by the solar wind conditions and electron flux preconditioning.

Though MeV electrons rarely penetrate into the slot region and inner belt, the penetration of 100s of keV electrons into the low L region occur much more often and abundant 100s of keV electrons exist in the inner belt. In Chapter 4 and 5, I mainly focused on the dynamics of 100s of keV electrons in the slot region and inner belt. Using data from the DEMETER satellite, the penetration of 100s of keV electrons is identified and modeled with a radial diffusion model in Chapter 4. The simulation results indicate the penetration can be well explained by the inward radial transport, but the radial diffusion coefficients derived from the model are very different from those of previous studies. Besides the radial diffusion, other physical mechanisms also exist in the low L region and may have significant effect on the energetic electrons. In Chapter 5, using newly available data from Van Allen Probes, 100s of keV electron pitch angle distributions
are investigated in detail and three main types of pitch angle distributions in the low L region are identified. While the normal and cap pitch angle distributions can be well explained by inward radial diffusion and wave scattering respectively, the newly discovered peculiar type of pitch angle distributions with minima at 90° pitch angle is contradictory with the theoretical predictions from known physical processes and indicates the complexity in the inner belt dynamics. Chorus/fast magnetosonic wave heating is suggested to explain the formation of this peculiar type of PADs, but to fully understand the underlying physical processes future work is still needed.

Similar to the relativistic electrons in the low L region, very limited studies have focused on the energetic electrons in the ring current, though they contribute to the ring current energy and are responsible for the generation of whistler mode chorus waves, thus are very important to the ring current and radiation belt dynamics. In Chapter 6 and 7, the evolutions of ring current ions and electrons during geomagnetic storms are studied using data from Van Allen Probes. Detailed analyses of ring current ion energy densities and content during a moderate geomagnetic storm in Chapter 6 not only provide a solid background for the study of the role of ring current electrons shown in Chapter 7, but also reveal the important role of <50 keV protons and O^+ in the ring current buildups. With the new understandings of ring current ions, the dynamics of ring current electrons during geomagnetic storms is investigated in Chapter 7. Using comprehensive data from Van Allen Probes, the energy densities and content of ring current electrons are calculated during a moderate and an intense storm. The contributions of electrons to the ring current energy content during these storms are shown to be about a few percent of those of ions, smaller than the values from previous studies. But the enhancement of electrons during the moderate storm is ~10% of that of ring current protons, indicating a more dynamic feature of the ring current electrons.

Individually, these studies reveal important characteristics of energetic electrons and ions and achieve significant results. Altogether, they combine to form a more cohesive picture of the dynamics of energetic electrons and ions in the inner belt, slot region, and ring current, which
has not been adequately studied and thus has not gained enough insights. These unveiled features of energetic particles in the inner magnetosphere shed light on the physical processes in the corresponding regions and introduce the complexities in the inner magnetospheric dynamics. Our findings regarding different populations in the inner magnetosphere contribute to a more comprehensive understanding of radiation belt and ring current dynamics.

8.2 Future Work

Some possible extensions and future work along the line of this thesis include a statistical study of ring current ion and electron energy density, content, and MLT distribution during geomagnetic storms using Van Allen Probes data (with HOPE data incorporated gain changes) and investigating the deep penetration of electrons versus ions into the low L region.

In Chapter 6 and 7, detailed energy density and content evolutions of ring current ions and electrons are studied during specific geomagnetic storms and intriguing results are found. A statistical study of ring current configuration and contributions from various species and energies of ring current particles will be an interesting extension to our work presented here. Though some statistical studies have been conducted on the distribution of proton ring current during storm times [e.g., De Michelis et al., 1997; Ebihara et al., 2002], contribution of ring current ions to the Dst index [e.g., Greenspan and Hamilton, 2000; Turner et al., 2001], and the relative abundance of ring current O\(^+\) to protons [e.g., Greenspan and Hamilton, 2002], the statistical study using clean and comprehensive data from Van Allen Probes with better spatial and temporal coverage will still contribute to a better understanding of statistical behaviors of ring current. Especially, with clean measurements on energetic electrons with a wide energy range, it will be interesting to statistically study the contribution of ring current electrons versus ions to the ring current energy and the MLT distributions of ring current electrons during various storm phases. In Chapter 7, a preliminary statistical study on ring current electron MLT distribution is conducted. However, using uncorrected HOPE data, the results could have been influenced by
the changing gains of HOPE instruments. Once the HOPE data with gain changes incorporated become available, a more in depth statistical study can be performed and statistical properties of ring current can be well revealed.

Another interesting study along the line of this thesis is to investigate the deep penetrations of electrons and ions into the low L region. In Chapter 3 and 4, I showed that though the deep penetrations of >MeV electrons occur rarely, the deep penetrations of 100s of keV electrons happen frequently. Also, in Chapter 6 and 7, the comparison between electron and ion daily-averaged fluxes showed intriguing differences in penetration depth. Understanding the underlying mechanisms responsible for these deep penetrations is very important to the understanding of overall physical picture of inner magnetosphere. With data from Van Allen Probes, both statistical study and case study can be conducted to investigate the penetration timescale and depth of electrons and ions with different energies. The energy spectra and pitch angle distributions of electrons and ions during penetrations will also be examined, and the results will be compared to speculate the physical mechanisms acting on them.
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Appendix A

An Empirical Model of 100s of KeV Electron Pitch Angle Distributions in the Inner Radiation Belt and Slot Region

A.1 Introduction

The electron pitch angle distribution reflects the effects of different physical processes and the competition between them in a specific region. Understanding the evolution of pitch angle distributions can contribute to the identifying and understanding of those processes and thus the understanding of the inner magnetospheric dynamics. In Chapter 5, detailed analyses on 100s of keV electron pitch angle distributions in the low L region are performed. In this appendix, using data from MagEIS instruments on the Van Allen Probes, an empirical model of 100s of keV electron equatorial PADs as a function of electron energy, L shell, MLT, and geomagnetic activity is constructed. Following the method used by Chen et al. [2014], we use Legendre polynomials to fit directional fluxes observed near the magnetic equator, and calculate the median and standard deviation of the coefficients. The averaged PADs at different L, MLT, and geomagnetic activity of different energy electrons can be reconstructed using medians of coefficients. This empirical model provides statistical pictures of 100s of keV electron pitch angle distributions at the magnetic equator, sheds light on the physical processes in the low L region, and is very useful in predicting fluxes along a given magnetic field line based on single point measurement.

A.2 Data

In this study, pitch-angle-resolved electron flux data from MagEIS instruments on the Van Allen Probes are used. MagEIS provides high-resolution energetic electron flux measurement with energy range of ~35 – 4000 keV. It contains four independent magnetic electron spectrometers on each spacecraft, one low energy spectrometer (LOW), two medium energy spectrometers (M75 and M35) and a high energy spectrometer (HIGH). The low unit,
high unit, and one of the medium units (M75) are mounted with the field of view centered at 75° to the spin axis, while the field of view of another medium unit (M35) is centered at 35° to provide larger PA coverage. Since our goal is to investigate the equatorial PADs, we only use data when Van Allen Probes are near the magnetic equator with magnetic latitude < 10°, and propagate the electron PADs to the magnetic equator using T89 magnetic field model [Tsyganenko, 1989]. Then data are averaged into time bins of 1 min and PA bins of 10° and are forced to be symmetric.

A.3 Methodology

To construct a statistical model for relativistic electron PADs, the PADs need to be quantified. One way to quantify the PADs is fitting PADs to Legendre polynomials. The electron PADs can be expressed as

$$j(\alpha) = \sum_{n=0}^{\infty} C_n P_n[\cos(\alpha)]$$

where $j(\alpha)$ is the flux of electrons with pitch angle $\alpha$, $P_n[\cos(\alpha)]$ is the n$^{th}$-degree Legendre polynomial, and $C_n$ is the corresponding coefficient. The coefficient of each Legendre polynomial can be calculated using the orthogonal property:

$$C_n = \frac{2n + 1}{2} \int_{0}^{\pi} j(\alpha)P_n[\cos(\alpha)]\sin(\alpha)\,d\alpha$$

The coefficients derived using this equation are then normalized as

$$c_n = \frac{C_n}{C_0}$$

Here $C_0$ is the actual directionally averaged flux.

Any PAD can be fully represented by a whole set of Legendre polynomials. However, in a statistical model we can only keep finite number of coefficients and the number of coefficients should be kept as small as possible. Based on the previous study [Chen et al., 2014], $C_n$ decreases quickly with increasing $n$, and including the Legendre polynomials up to 6$^{th}$ degree is enough to reproduce most observed PADs in the outer radiation belt. Some example fits of three
major PAD types in the outer radiation belt are shown in Figure A.1, along with the coefficients $c_0 - c_6$ and root-mean-square deviation (RMSD) of each fit. The RMSD is calculated as

$$RMSD = \sqrt{\frac{\sum_{n}(\log(j) - \log(j))^2}{n}}$$

where $j$ is the measured flux and $j'$ is the fitting result. The RMSD overall is very small, showing good fitting results. As shown in Figure A.1, normal PADs usually have large negative $c_2$ with near zero $c_4$, and butterfly PADs have large negative $c_4$ with negligible $c_2$, while flattop PADs are combinations of these two types, for which $c_2$ and $c_4$ are both negative. All coefficients with odd $n$ are 0, which is expected as we impose symmetry of PADs, and this also validates our fitting method.

![Example fits of normal, butterfly, and flattop PADs observed in the outer radiation belt.](image)

Figure A.1 Example fits of normal, butterfly, and flattop PADs observed in the outer radiation belt. Black dots are data and red curves are fitting results using Legendre polynomials. The RMSD for each fit is shown on the top of each panel, and the coefficients of Legendre polynomials are shown in each panel as well.

However, the situation in the inner belt and slot region is very different. The electron PADs in the inner belt and slot region usually have some detailed features, e.g., $90^\circ$ minimum PAD and cap PAD, which cannot be well represented by Legendre polynomials up to 6th degree. Thus for PADs in the low L region ($L<3.5$) we need to use higher-degree Legendre polynomials. Also, in the low L region the loss cone is very large, within which the fluxes are expected to be close to zero. But the existence of those zeros in the electron PAD will require the PAD to be
fitted to very high-degree Legendre polynomials, which is not realistic when constructing a model. Thus, we simply exclude data within loss cone to do the fitting. Two examples of comparison of different fitting methods in the inner belt and slot region are shown in Figure A.2 and Figure A.3 respectively. It is clear that the fitting results using Legendre polynomials up to 8th degree and data points outside the loss cone fit data much better than the results using 0th to 6th degree Legendre polynomials or using all data points. To give the best fitting results in the low L region, we choose to fit measured PADs to a summation of 0th to 10th degree Legendre polynomials when constructing the model.

In addition, the electron PADs in the radiation belt are expected to be symmetric with respect to 90° pitch angle. In this study, to give a full coverage on all pitch angles, we average PADs in bins of 10° PA and force them to be symmetric. Since only even-th degree Legendre polynomials are symmetric, we expect \( c_n \) with odd \( n \) to be 0. Thus in our statistical model, only the statistics of \( c_n \) with even \( n \) are considered.

Figure A.2: An example fit of ~460 keV electron PAD at L=1.5. Black dots are data and black (red) curves are fitting results using Legendre polynomials with up to 6th (8th) degree. The left panel shows the fitting results using all data points, while the right panel shows the fitting results using data points outside the loss cone. The RMSD for each fit is shown on the top of each panel, and the coefficients of Legendre polynomials are shown in each panel as well.
Figure A.3: An example fit of ~460 keV electron PAD at L=3.0. The format is the same as Figure A.2.

The accuracy of our model strongly depends on the accuracy of the fitting results, so we use the PADs that can be well represented by the Legendre polynomials to construct the statistical model. Only good fits with RMSD<0.05 are included in the statistics. According to our results, most fits are valid in the outer belt and inner belt. For example, for MagEIS ~460 keV electrons, less than 10% of fits are rejected due to poor fitting in the outer belt and inner belt. In the slot region, due to the scattered PADs caused by wave-particle interaction, about 30% of fits are rejected due to poor fitting. On the other hand, it is essential to make sure that the fitting results represent the real PADs, so only PADs with full PA coverage are included. PADs with no data points within high PA range [80°, 100°] or low PA range [0°, 20°]/[160°, 180°] are excluded from the statistics.

Based on this fitting method, a statistical relativistic electron equatorial PAD model is constructed as a function of L, MLT, geomagnetic activity and electron energy. The model includes 26 L bins from L=1 to L=6 with ΔL=0.2 and 12 MLT bins with ΔMLT=2. The geomagnetic activity, represented by the geomagnetic index Dst, is divided into three levels. The data of ~ 35 keV – 1 MeV electrons from MagEIS are used to construct the model. The medians
and standard deviations of Legendre polynomial coefficients are derived and recorded in each L and MLT bin for electrons with a specific energy under a specific geomagnetic condition.

**A.4 Results**

Using the method described in Section A.3, we construct a statistical model for electron PADs as a function of L, MLT, geomagnetic activity, and electron energy using data from Van Allen Probes. Some interesting results are shown and discussed as follows.

Figure A.4 shows the medians of model coefficients $c_2$ and $c_8$ as a function of L and MLT for $\sim$460 keV electrons during geomagnetic quiet times (Dst > -20 nT, top panels) and disturbed times (-20 nT > Dst > -50 nT, bottom panels). As can be indicated from Figure A.1, a more negative $c_2$ generally indicates a more peaked PAD; while a negative $c_8$ suggests the existence of a small bite-out at 90° PA as shown in Figure A.2. As can be seen in Figure A.4, medians of $c_2$ are much more negative in the low L region than in the high L region, suggesting more peaked PADs in the low L region which is consistent with our results shown in Chapter 5, and medians of $c_8$ are negative in the inner belt but almost zero in the outer belt, indicating the existence of 90° minimum PADs in the inner belt. Comparing results during quiet times and disturbed times, it is clear that as the geomagnetic activity gets more intense, the region where $c_2$ is highly negative shrinks to lower L shells. The highly anisotropic PADs at lower L shells are likely to be caused by the plasmaspheric hiss waves which are generally present inside the plasmasphere. The plasmaspheric hiss waves are very effective for electrons with relatively lower energies [e.g., Abel and Thorne, 1998]. As the geomagnetic activity gets more intense, the enhanced convection electric field brings charged particles to dayside through $E \times B$ drift and shrinks the plasmasphere, thus the region with highly 90° peaked PADs are also confined to lower L regions. Also, during geomagnetic quiet times, the region with negative $c_8$ is confined in the inner belt; while during disturbed times, the region with negative $c_8$ expands to the slot region, which is also consistent with our observations shown in Chapter 5.
Figure A.4: Medians of (left) $c_2$ and (right) $c_8$ as a function of L and MLT for ~460 keV electrons during quiet times (Dst > -20 nT, top panels) and disturbed times (-20 nT > Dst > -50 nT, bottom panels). The ratios of good fits to total PADs are shown on the top left corner, and the sample sizes are shown on the top right corner. The standard deviations are also shown in the bottom right corner of each panel.

Figure A.5 shows the averaged PADs of ~105, 235, and 460 keV electrons as a function of L shell and MLT in the inner radiation belt, reconstructed from the empirical model of relativistic electron PADs during quiet geomagnetic activities (Dst > -20 nT). Note that in the inner belt, as expected, the averaged PADs have no dependence on MLT, indicating an azimuthally symmetric geomagnetic field (dipole field) in the low L region. The newly unveiled 90° minimum PADs are clearly shown in the Figure A.5 for different energy electrons. It is clear from Figure A.5 that for electrons with higher energies the minimum at 90° PA tends to be more
significant. At $L=1.4$ and 1.6, the minima at $90^\circ$ PA are very clear; while as the $L$ shell becomes higher, the minima at $90^\circ$ gradually disappear. Though not shown here, during storm times with $Dst < -20$ nT, the averaged PADs in the inner belt have more significant minima at $90^\circ$ PA. This is consistent with the observations shown in Chapter 5. The wave-particle interaction of fast magnetosonic waves is suggested as a possible mechanism responsible for the formation of this PAD type, though the actual causes are still under debate. In Chapter 5 I showed some detailed observations in the slot region, indicating the disappearance of such type of PADs can be

Figure A.5: The averaged PADs of ~105, 235, and 460 keV electrons at different MLTs in the inner radiation belt, reconstructed from the empirical model of relativistic electron PADs during geomagnetic quiet times ($Dst > -20$ nT).
attributed to the hiss wave scattering. Our model results also support this hypothesis, which shows that as the cap PADs appear (indicating the presence of hiss wave scattering) the minima at 90° PA in electron PADs disappear (as can be seen in Figure A.6).

Figure A.6: The averaged PADs of ~105, 235, and 460 keV electrons at different MLTs in the slot region, reconstructed from the empirical model of relativistic electron PADs during geomagnetic quiet times (Dst > -20 nT).

Figure A.6 shows the averaged PADs of ~105, 235, and 460 keV electrons as a function of L shell and MLT in the slot region measured by MagEIS instruments during quiet geomagnetic activities (Dst > -20 nT). Similarly, no MLT dependence is observed in the slot region either. The cap PADs clearly show up in Figure A.6. At L=2.2, the cap PADs are only
present for ~460 keV electrons, while for ~105 and 235 keV electrons the PADs are more like pancake PADs. As L shell increases, the cap PADs can be observed for all energy electrons shown here, but the size of “cap” in pitch angle extent is smaller for higher energy electrons and larger for lower energy electrons. This is consistent with the theoretically predicted PADs caused by plasmaspheric hiss wave scattering [e.g., Lyons et al., 1972]. It is also worth to mention that during geomagnetic active times (-50 nT < Dst < -20 nT) the averaged PADs at lower L shells of slot region (L<~3) are mostly 90° minimum PADs, but at higher L shells of slot region (~3<L<~4) the averaged PADs are mostly pancake PADs. This may indicate during active times other physical processes, e.g., inward radial diffusion and wave heating, play more important roles on relativistic electron dynamics than hiss wave scattering in the outer slot region.

A.5 Conclusions

Using data from MagEIS instruments, an empirical model of 100s of keV electron PADs in the inner radiation belt and slot region is constructed. It is shown that during geomagnetic quiet times, the 90° minimum PADs in the inner belt are always observed, and the minima at 90° PA are more prominent for electrons with higher energies; while during geomagnetic disturbed times, the 90° minimum PADs extend to the slot region. In the slot region, the cap PADs are generally observed during quiet times and the dependence of the PAD shape on electron energy and L shell is consistent with the theoretical prediction [e.g., Lyons et al., 1972]. However, during geomagnetic disturbed times, instead of cap PADs, the pancake PADs are commonly observed in the L range of ~3-4, which may indicate the more important roles of other physical mechanisms, e.g., inward radial diffusion and wave heating, than the hiss wave scattering during geomagnetic storm times in the outer slot region.
Appendix B

Additional Details from the Ring Current Study

B.1 Additional Details Concerning the Influence of MLT Asymmetry to Ring Current Energy Content Calculation

As discussed in Chapter 6, the ring current is MLT asymmetric during the main phases and early recovery phases of the storms, especially for low energy ions [e.g., Ebihara et al., 2002; Perez et al., 2012]. Thus the assumption of symmetric ring current we used in the ring current energy content calculation may have influence on the results. Here I show some detailed calculations regarding the influence of MLT asymmetry to ring current energy content calculations as mentioned in Section 6.3.2.

To investigate the MLT asymmetry of low energy ring current ion distribution, the 22.5-67.5 keV ion intensity distribution inferred from ENA observations from Perez et al. [2012] during the main phase of a moderate storm is used. One panel of Figure 5b from Perez et al. [2012] is shown in Figure B.1, which shows the de-convolved equatorial 22.5-67.5 keV ion intensities at the main phase of July 2009 moderate storm based on ENA images from TWINS1. To calculate the influence of MLT asymmetry to the total ring current energy content during the March 29 storm, we use similar distribution pattern to the one shown in Figure B.1 and fit the energy densities calculated from Van Allen Probe data during the main phase of the storm to this distribution pattern. The results are shown in Figure B.2, and the energy densities calculated using data from Van Allen Probe – A during one orbit at the storm main phase are also plotted. Then, using these fitted energy densities, the total energy content of ring current ions is calculated.
Figure B.1: (One panel of Figure 5b of Perez et al. [2012]) De-convolved equatorial ion intensities for energy band of 22.5-67.5 keV at the main phase of July 2009 storm, which is a moderate storm with minimum Dst of \(~\sim -80\) nT, using ENA images from TWINS1.

Figure B.2: Energy densities used in this study to calculate the asymmetric ring current energy content, derived based on the distribution pattern shown in Figure B.1 and the energy densities calculated using Van Allen Probe - A data of one pass during the main phase of the 29 March 2013 storm (also plotted).

As can be seen from Figure B.1 and Figure B.2, the low energy ring current ion distribution used in the calculation is very asymmetric. Even though it is highly asymmetric, the
total ring current energy content calculated using this asymmetric ring current model just
decreased by ~30% comparing to the MLT-symmetry assumption. And for higher energy ions,
the distribution should be more isotropic. Lui [2003], using ~1 keV – 4 MeV ion data from
AMPTE/CCE, actually showed that even during active times (Kp > 3+) the asymmetry of the
ring current proton pressure is not as significant. The differences between Lui [2003] and other
studies (e.g., Ebihara et al. [2002]) could indicate that the high energy ion distribution is much
more symmetric than that of low energy ions, and in terms of total ion energy density
distribution, the asymmetry is probably not as significant as shown in Figure B.1 and Figure B.2.
Thus we conclude that the influence of ring current MLT asymmetry to the calculated ring
current energy content should not be very significant.

B.2 Additional Details Concerning the Influence of Using Spin-Averaged Fluxes Instead
of Pitch-Angle-Resolved Fluxes to the Ring Current Energy Content Calculation

B.2.1 Derivation of the Equation for Ring Current Energy Content Calculation Using
Pitch-Angle-Resolved Fluxes

As we have discussed in Section 6.3.2, we evaluate the error introduced by using
isotropic pitch angle distribution assumption in the calculation of energy content. Using pitch-
angle-resolved fluxes, the energy density at a specific location can be calculated as

\[ \varepsilon = \int E f d^3v = 2\pi \int_0^\infty v^2 Edv \int_0^\pi f \sin\alpha d\alpha = 4\pi \int_0^\infty v^2 Edv \int_0^{\alpha_m} f(\alpha_0) \sqrt{1 - \frac{B}{B_0} \sin^2 \alpha_0} d\alpha_0 \]

where \( m, v \) and \( E \) are the mass, velocity and energy of particles, \( B \) and \( B_0 \) are the local and
equatorial magnetic field strength, \( \alpha \) and \( \alpha_0 \) are the local pitch angle and equatorial pitch angle
and \( \frac{\sin^2 \alpha}{B} = \frac{\sin^2 \alpha_0}{B_0} \), and \( \alpha_m = \sin^{-1} \left( \sqrt{\frac{B_0}{B}} \right) \). Assuming dipole magnetic field only, the energy
density is a function of \( (L, \lambda) \) where \( \lambda \) is the magnetic latitude.

With the assumption that the ring current energy density is azimuthally symmetric (MLT
symmetric), the energy content calculation can be simplified as
\[ E = \int \varepsilon dx^3 = \sum_{L=2}^{6} \bar{\varepsilon} \Delta V(L) \]

where \( \bar{\varepsilon} \) is the flux-tube-averaged energy density, and \( \Delta V(L) \) is the volume of thin L shell with \( \Delta L = 0.1 \) in a dipole field. The flux-tube-averaged energy density can be calculated as

\[ \bar{\varepsilon} = \frac{E_{FT}}{V_{FT}} \]

where \( E_{FT} \) and \( V_{FT} \) are the total kinetic energy contained within a flux tube and the volume of a flux tube respectively.

The volume of a flux tube can be calculated as

\[ V_{FT} = \int dV = \int Adl = \int A_0 \frac{B_0}{B} dl \]

where \( A \) is the cross-section area and \( B \) is the magnetic field, \( 0 \) denote the values at the magnetic equator, and \( dl = r_0 \cos \lambda (1 + 3 \sin^2 \lambda)^{\frac{1}{2}} dl \) is the length element of the flux tube. Since we have \( \frac{B_0}{B} = \frac{\cos^6 \lambda}{\sqrt{1 + 3 \sin^2 \lambda}} \), the flux tube volume can be calculated as

\[ V_{FT} = \int A_0 r_0 \cos^7 \lambda d\lambda = 2 \int_0^{\lambda_m} A_0 r_0 \cos^7 \lambda d\lambda \]

where \( \lambda_m \) is the magnetic latitude of the point that field line intercept with the Earth’s surface and \( \lambda_m = \cos^{-1} \left( \sqrt{\frac{1}{L}} \right) \).

The total kinetic energy of particles contained within a flux tube can be calculated as

\[ E_{FT}(L) = \int \varepsilon dV = 2 \int_0^{\lambda_m} \varepsilon(L, \lambda) A_0 r_0 \cos^7 \lambda d\lambda \]

\[ = 8\pi A_0 r_0 \int_0^\infty v^2 Edv \int_0^{\lambda_m} \cos \lambda (1 \]

\[ + 3 \sin^2 \lambda)^{\frac{1}{2}} d\lambda \int_0^{\alpha_m} f(\alpha_0) \frac{\sin \alpha_0 \cos \alpha_0}{\sqrt{1 - \frac{B}{B_0} \sin^2 \alpha_0}} d\alpha_0 \]

Since \( \int_0^{\lambda_m} \int_0^{\alpha_m} d\alpha_0 dl \approx \int_0^{\frac{\pi}{2}} \int_0^{\lambda_m(\alpha_0)} d\lambda d\alpha_0 \), where \( \lambda_{mir}(\alpha_0) \) is the mirroring magnetic latitude of particles with pitch angle \( \alpha_0 \), we have
\[ E = 8\pi A_0 r_0 \int_0^\infty v^2 E \, dv \int_0^\frac{\pi}{2} f(\alpha_0) \sin \alpha_0 \cos \alpha_0 \, d\alpha_0 \int_0^{\lambda_{\text{mir}}(\alpha_0)} \frac{\cos \lambda \left( 1 + 3 \sin^2 \lambda \right)^{\frac{1}{2}}}{\sqrt{1 - \frac{(1 + 3 \sin^2 \lambda)^{\frac{1}{2}}}{\cos^6 \lambda} \sin^2 \alpha_0}} \, d\lambda \]

Using the approximate value of integral \( \int_0^{\lambda_{\text{mir}}(\alpha_0)} \frac{\cos \lambda \left( 1 + 3 \sin^2 \lambda \right)^{\frac{1}{2}}}{\sqrt{1 - \frac{(1 + 3 \sin^2 \lambda)^{\frac{1}{2}}}{\cos^6 \lambda} \sin^2 \alpha_0}} \, d\lambda \approx 1.30 - 0.56 \sin \alpha_0 \) [Roederer, 1970], the equation can be simplified as

\[ E_{\text{FT}} = 8\pi A_0 r_0 \int_0^\infty v^2 E \, dv \int_0^\frac{\pi}{2} f(\alpha_0) \sin \alpha_0 \cos \alpha_0 (1.30 - 0.56 \sin \alpha_0) \, d\alpha_0 \]

\[ f(\alpha_0) = \frac{m}{v^2} j(\alpha_0) \]

Assuming \( j(\alpha_0) = j_0 \sin^n \alpha_0 \) \( (n \geq 0) \), the equation can be further simplified as

\[ E_{\text{FT}} = 8\pi A_0 r_0 \int_0^\infty \sqrt{\frac{mE}{2}} \, dE \int_0^\frac{\pi}{2} j_0 \sin^n \alpha_0 \sin \alpha_0 \cos \alpha_0 (1.30 - 0.56 \sin \alpha_0) \, d\alpha_0 \]

\[ = 8\pi A_0 r_0 \int_0^\infty \left( \frac{1.30}{n + 2} - \frac{0.56}{n + 3} \right) j_0 \sqrt{\frac{mE}{2}} \, dE \]

Then we have

\[ \bar{\varepsilon} = \frac{E_{\text{FT}}}{V_{\text{FT}}} = \frac{4\pi \int_0^\infty \left( \frac{1.30}{n + 2} - \frac{0.56}{n + 3} \right) j_0 \sqrt{\frac{mE}{2}} \, dE}{\int_0^{\cos^{-1} \sqrt{\frac{1}{L}}} \cos^7 \lambda \, d\lambda} \]

**B.2.2 Differences in Energy Density Calculations Using Spin-Averaged Fluxes versus Pitch-Angle-Resolved Fluxes**

Using the equation shown above, the differences in energy density and content calculation using spin-averaged fluxes versus pitch-angle-resolved fluxes are calculated. The results show that during the storm main phase, using pitch-angle-resolved data does not change the results significantly. One example of a single pass of Van Allen Probes at the main phase of the March 29 storm is shown in Figure B.3. The energy densities of 60-1000 keV protons are calculated using MagEIS spin-averaged proton fluxes (“FPSA”) and pitch-angle-resolved proton fluxes (“FPDU”) respectively. And it can be seen from Figure B.3 that the difference between
the two during the storm main phase is fairly small especially at higher L shells, and the total energy content only differ by ~10%. Such small differences would be almost invisible in Figure 6.3 since the range of y axis of Figure 6.3 is much larger than that in Figure B.3. And as discussed in Section 6.3.2, for ions with lower energies, the pitch angle distributions are more isotropic, thus the influence of using spin-averaged fluxes on the ring current energy content calculation should be even smaller. Thus, we conclude that using spin-averaged fluxes instead of pitch-angle-resolved fluxes does not affect the ring current energy content calculation significantly.

Figure B.3: The energy densities of ~60-1000 keV protons using MagEIS spin-averaged fluxes (FPSA) and pitch-angle-resolved fluxes (FPDU) respectively of one pass at the main phase of March 29 storm. The total energy content (EC) calculated by using two different dataset and the ratio between the two are also shown at the bottom of the figure.