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Engaging in self-testing is often a more effective strategy for retaining information than is restudying the target material. This testing benefit has been found in numerous studies and across a wide variety of manipulations and materials. Despite these common results, students remain largely unaware of the benefits of self-testing. We conducted three experiments using ecologically valid materials (statistics concepts and chemical elements) to determine whether student subjects could be made aware of the benefits of self-testing and consequently engage in voluntary self-testing. A within-subject testing benefit was successfully replicated in two experiments. However, little support was found for the hypothesis that subjects could be brought to exhibit voluntary, covert self-testing behavior. These results present a challenge to the field regarding effective means of eliciting appreciation and self-regulated use of the testing effect among students and thereby improve learning outcomes.
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Chapter I

Introduction and Literature Review

Previous Research

In 1909 Edwina Abbott studied the effects of recall on subsequent memory and found that by engaging in the retrieval of previously studied information, subjects exhibited marked improvement in their memory for the target stimuli. Hundreds of studies have since been conducted on this phenomenon, which has come to be known as the testing effect (Roediger & Karpicke, 2006a). Behavioral (Rowland, 2014), neuropsychological (Keresztes, Kaiser, Kovacs, & Racsmány, 2015) and neurobiological (Rudy, 2014; Sara, 2000) research has converged on the view that these acts of retrieval practice constitute reconsolidation events that solidify the learner’s memory of the retrieved information.

The beneficial effects of retrieval have recently been leveraged by the educational community seeking to enhance student learning outcomes. No longer administering tests simply as a means of assessment, the trend of using tests as learning opportunities has seen growing popularity with the emergence of educational technologies such as the iClicker in the classroom. This remote student response device is used to present questions to the class, requiring members of the audience to submit a response of their own to each question rather than listen passively as in traditional lectures. Previous research has demonstrated that the mnemonic benefits of using iClickers in the classroom (Shapiro & Gordon, 2012) are reliable and not reducible to various confounds such as heightened attention given to information presented in these contexts.

Similarly, self-tests (acts of retrieval not formally assigned but instead the product of a learner’s
self-regulated study activity) can also heighten the contribution of the study session to exam preparation.

The testing effect has received much research attention in recent years. The most widely cited study on the testing effect was conducted by Roediger and Karpicke (2006b). In the primary experiment of their article, they asked a sample of college students to read two English prose passages (“The Sun” and “Sea Otters”) for seven minutes each. Students were then asked either to restudy one of the passages or to take a recall test, writing down as much of the selected passage as possible. After either a five-min, two-day, or one-week retention interval, they were then asked to take a recall exam. Performance on this final exam indicated that retention for restudied material was superior to retention for tested material at the five-min retention interval by six percent, yet performance at both longer delays was superior by 14 percent. These results are not unique. A recent meta-analysis of 159 articles found an average testing benefit of .5 standard deviations in performance (Rowland, 2014) across a wide variety of manipulations. It should be noted, however, that there is some inconsistency regarding whether restudy benefits performance over short delays more so than does self-testing. This restudy advantage has been replicated (e.g., Kornell, Bjork, & Garcia, 2011; Tullis, Finley, & Benjamin, 2013), although enough studies have found the opposite result that the meta-analysis reports a testing advantage of .4 sd for delays categorized as shorter than one day (and .7 sd for delays greater than one day).

Despite the established research supporting the benefits of retrieval practice, studies have shown that those who stand to gain from the testing effect are largely unaware of its benefits. A study by Karpicke, Butler, and Roediger (2009) found that 84% of college students rated

---

1 For clarity, I will refer to tests conducted for the sake of learning as tests and tests conducted for the sake of assessment (e.g., in a classroom or experiment) as exams.
restudying information as a highly important exam preparation strategy and 55% rated restudying as the most important strategy. Meanwhile, 11% of students rated self-testing as an important exam preparation strategy, with only 1% rating it as the most important strategy. Students in a different experiment also rated repeatedly studied information as more memorable than information initially studied and then tested upon, despite actually performing better to the extent that they were tested (Roediger & Karpicke, 2006a). The disparity between the findings from the research and the strategies employed by those who stand to gain from the testing effect is striking.

One explanation for the absence of appreciation of retrieval practice among students is a lack of experience comparing the effectiveness of studying and self-testing as exam preparation strategies. As a consequence, one potential method of eliciting awareness and engagement in retrieval practice among students is to allow them to directly experience the mnemonic benefits of retrieval practice by comparing their performance on tested and non-tested information. Following an experience in which performance clearly indicates the superiority of retrieval practice to restudy, one might expect a learner to choose to engage in retrieval practice in a subsequent exam preparation session. Meanwhile, learners not directly exposed to the benefits of retrieval practice would be unexpected to exhibit this realization and adoption of the testing benefit.

This rationale is justified in part by the success of a similar study in the context of the generation effect, conducted by deWinstanley and Bjork (2004). In this study, participants were asked to read several phrases with various words highlighted. These words were either incomplete (e.g., “affctv”) or complete (e.g., “affective”) and distinguished from the rest of the phrases only by highlighting. After reading the phrases, participants completed a fill-in-the-
blank test, requiring retrieval of the previously highlighted words. They then read a second group of phrases similar in structure to the first group of phrases but novel in content, followed by a second fill in the blank test. Performance on the first test revealed a significant memory advantage for the incomplete words, which required generation, relative to the complete words, which required only reading; the generation effect had been observed. The striking finding was that performance on the second test showed a complete elimination of the generation advantage. The authors replicated their results, and concluded that due to exposure to both strategies (i.e., read and generate) and the apparent benefits of generation, participants changed their processing of to-be-read items to reduce the performance discrepancy on the second group of phrases. Without exposure to both conditions, participants did not change their processing of to-be-read items and continued to exhibit a generation benefit. The study by deWinstanley and Bjork (2004) demonstrates that experiencing multiple strategies with differing levels of effectiveness provides learners with the chance to discover the superior strategy and use it during later opportunities.

The Present Study

The findings by deWinstanley and Bjork (2004) have motivated the present investigation to determine whether the testing effect may be discovered and adopted in a manner similar to what was observed in the context of the generation effect. By allowing learners to experience the benefits of retrieval practice through direct, comparative experience, it is expected that these learners will come to appreciate the testing effect and adopt retrieval practice as a dominant strategy in subsequent exam preparation. The present work reports the results of a series of potential remedies for the divergence between the use of strategies that aid student learning outcomes and the strategies those students most frequently employ.
This investigation entails three experiments: A) a classroom quasi-experiment to determine whether direct instruction of the benefits of self-testing leads to improved learning outcomes, B) a laboratory experiment using statistics and research methods concepts with an emphasis on ecological validity, and C) a laboratory experiment using chemistry elements with an emphasis on simplicity of materials and internal validity.
Chapter II

Experiment 1: Classroom Instruction

The question may rightfully be asked why not simply tell students about the testing effect, that it leads to better learning outcomes, and determine whether these direct instructions lead to self-testing adoption? If this direct instruction method is effective at engendering use of the testing effect, discovery of the testing effect through comparative experience may be an unnecessary endeavor. To this end, a classroom quasi-experiment was conducted to test the effectiveness of this strategy of raising appreciation of the testing effect.

Method

Participants. Sixty-eight undergraduate students enrolled in a University of Colorado Boulder course on statistics and research methods in psychology provided consent and complete data. Students were enrolled in one of four weekly lab sections (distinct from the lectures). Two of these labs were chosen as experimental groups and two chosen as control groups by equating the labs as closely as possible in terms of class time. The groups exhibited no substantial differences with regards to academic year, major, or mathematical ability. The four labs were taught by two teaching assistants, each instructing one control group and one experimental group.

Materials. The instructions provided to students, explained in detail in the procedure below, were accompanied by PowerPoint slides provided in Figure 1.

Procedure. In the third week of the semester, the teaching assistant of each lab presented the PowerPoint presentation, which emphasized the importance of self-testing to the lab sections
composing the experimental group. The TA also informed the experimental group that it would be wise to use the practice tests that the professor makes available as a way of self-testing. In the control group’s labs, the teaching assistant showed no comparable PowerPoint, but instead gave general tips for succeeding in class – reading the chapters, doing the homework, and also taking the practice tests. This last detail was included so all labs would be aware of the practice tests availability, but the control group did not receive special emphasis on these practice tests whereas this was the case for the experimental group.

In the week prior to each of the class’s exams, the TAs reminded the experimental group of the importance of self-testing and recommended taking the practice test. The control group was made aware of the practice test’s availability, but it was not explicitly recommended as a means of self-testing, nor as a preferable strategy for exam preparation. These reminders preceded all three class exams.

In the week following each exam, the professor used iClickers to survey the student audience during lecture by asking students to press a button on their iClicker corresponding to one of the options shown at the front of the classroom. Questions listed in Table 1 were asked on each occasion, and with the exception of the first question, the response alternatives were always “Yes”, “No”, and “Somewhat”. The first question in Table 1, “While preparing for the last test, which best describes how you made use of the practice test?” was accompanied by the following response alternatives: A) “I went through and answered questions like I would on a real test,” B) “I used it like a study guide to identify important concepts and skills for later study,” C) “I tried to memorize the answers that were provided,” and D) “I prepared in other ways, without using the practice tests.” Each student’s response was recorded and analyzed for differences between the experimental and control groups. Additionally, exam grades, final homework grades, and
final course grades were also analyzed for group differences. It was hypothesized that the experimental group would affirm use of the practice tests as real tests with greater frequency than would the control group, that the experimental group would self-report greater use of the practice tests in general, and that the experimental group would exhibit higher exam, homework, and course grades.

**Results**

To analyze responses of iClicker frequencies, a series of chi square tests of independence was conducted. Descriptive statistics of response rates are provided in Table 1. In all instances, the chi square test revealed non-significant differences in response rates among alternatives between groups, all \( p > .05 \). These consistently null results clearly indicate that the experimental manipulation was not effective in leading the experimental group to affirm more self-testing behavior than the control group. Although affirmative response rates were reasonably high for most questions, demand characteristics are not considered a viable criticism for the lack of differences between groups, as some questions (of which “yes” responses are normative and desired) elicited response rates where “No” was the modal response.

Exam, homework, and course grades were also analyzed for differences between groups, as it is possible that students who engaged in self-testing may have experienced learning benefits despite not responding that they used the self-testing strategy more than others. A series of \( t \)-tests was conducted on exam, homework, and course grades between groups. Descriptive statistics are provided in Table 2. In accord with the iClicker responses, all group differences on exam, homework, and course grades were non-significant, all \( |t| < 1 \) and \( p > .05 \). In combination with the null results in iClicker responses, these results clearly point to the ineffectiveness of the
classroom intervention in eliciting any evidence of increased self-testing usage, as well as lacking evidence for higher scores on any performance metric.

**Discussion**

Two salient interpretations exist for the results of this classroom intervention. The first is that students simply do not respond to being told how best to prepare for exams, and that efforts to instruct students on superior learning strategies are altogether unsuccessful. However, it is possible that different interventions may have exhibited greater success. For instance, the intervention used may have been too weak to elicit the desired changes in behavior. One possible improvement to the intervention would have been to make the instructional portion of the manipulation of a longer duration, or used reminders of greater detail and involvement than advice to use practice tests as a means of self-testing. An even more promising avenue for alternative interventions to increase self-testing appreciation would be to have students engage in self-testing during the lab as a means of establishing personal use of this strategy. These procedural details may be met with greater success than the brief and intermittent nature of the design used in the present experiment. Nonetheless, the failure to find any support for the view that the testing effect may be elicited from students by means of simple direct instruction constitutes firm footing for examining whether discovery of the testing effect through comparative experience can be successful in its place.
Chapter III

Experiment 2: Statistics Discovery

The success of deWinstanley and Bjork (2004) in increasing the learning outcomes of participants subjected to both generate and read-only trials motivates the present experiment into whether the testing effect may also be subject to this comparative, discovery-based learning phenomenon. Instead of using prose passages as in the generation effect experiments, the current experiment was conducted using statistics concepts in the hopes of drawing direct implications for science, technology, engineering and math (STEM) educational disciplines. It was hypothesized that by being forced to answer test questions on some trials and permitted to study without first providing a response on other trials, these subjects would discover that testing is associated with superior learning outcomes than is studying. Furthermore, this discovery would then alter the processing of subsequent study trials; students would engage in covert self-testing behavior in order to increase their processing of these otherwise less-helpful trials. As a consequence, we hypothesized that subjects exposed to this manipulation would exhibit a relatively weak testing benefit following their discovery experience.

Method

Participants. One hundred six students at the University of Colorado Boulder were sampled from the introductory psychology subject pool. Informed consent was obtained from all students, and participation was rewarded with course credit. The sample was composed of 64 women and 42 men, who averaged 18.8 years of age (range 18-24). Ethnic background was varied, with 68 White participants, 14 Middle Eastern, 11 Hispanic, 10 Asian, 1 Black, 1 Native
American, and 1 Pacific Islander. Thirty-four participants were randomly assigned to the Study-Only group, 37 were assigned to the Test-Only group, and 35 participants were assigned to the Contrast group. Nineteen participants indicated prior experience with statistics in a higher education setting (college or advanced high school courses), and three participants reported prior experience with research methods and design. Results from a pilot study found no evidence that previous experience with these materials leads to meaningful differences in the data, so these participants were not excluded from the following analyses.

Materials. Subject matter consisted of concepts adapted from the textbook *Statistics for the Behavioral Sciences (8th ed.)* by Gravetter and Wallnau (2009), covering standard statistical terms and procedures as well as modules covering research design. Concepts were selected from a larger pool of concepts that were determined in a pilot experiment to allow sufficient learning with minimal presentation time, ruling out both floor and ceiling effects. Three new concepts were added to bring the total to 16 mostly independent concepts. All materials were presented on a computer screen using PsychoPy stimulus presentation software (Peirce, 2009). For each of the 16 concepts, four presentations were constructed: an information screen (Figure 2), an example screen (Figure 3), a practice problem screen (Figures 4 and 5) and an exam screen (Figure 6), for a total of 64 presentations. Figure 7 shows a screen used to generate metacognitive judgments of memory, to be described below.

Procedure. All participants were tested by the author in groups ranging in size from one to four, in sessions taking approximately 90 minutes to complete. Each participant was seated in a different room and randomly assigned to one of three between-subject conditions: Study-Only, Test-Only, and Contrast, to be described below. All participants began the experiment by providing consent, demographic information, and prior experience with statistics
and research methods. Participants were required to relinquish their mobile phones to the experimenter for the duration of the experiment to prevent cheating. The various stages of Experiment 1 are depicted in Figure 8.

**Study phase #1.** The experiment began by providing a blank piece of lined paper and pencil to the participant who was instructed to use them if they wanted to (e.g., for math calculations), but told that they were not required to do so. They then read instructions presented on the screen as the experimenter left the room. These instructions asked the participant to study the following statistics concepts presented one at a time, and that this presentation would proceed in a consistent pattern: information about a concept would be presented, followed by an example of the concept put into context. After the example, they would then be asked to rate the likelihood that they would remember the previous information at a later test “in approximately 15-20 minutes” on a 1-6 point scale (Figure 7). After this metacognitive judgment, a practice problem would be presented. After responding to this problem, the procedure would begin again with a new concept, until eight concepts (complete with information, example, metacognitive judgment, and practice problem) were presented.

Unknown to the participants, the type of practice problem he or she would view constituted the only experimental manipulation of the study. For all participants, the practice problems appeared as questions accompanied by four multiple-choice options. For members of the Study-Only group, the practice problem screen contained an instruction at the bottom of the screen reading “Hold down the left mouse button to view the correct answer.” By providing this feature, the Study-Only participants were not required to test themselves using the practice problem but could instead view and study the answer. Self-testing was required for members of the Test-Only group as the answer-revealing feature and accompanying instruction were absent,
and progressing past the practice problem required the participants to press the letter \((a, b, c \text{ or } d)\) corresponding to their answer. For members of the Contrast group, practice problems alternated between trials presented in study format (i.e., the answer-revealing feature and instruction were present) and trials presented in test format (i.e., the feature was absent). The assignment of practice problems to study or test format was counterbalanced to ensure independence of content and format. Following the provision of a response from the Test-Only participants and test trials from the Contrast group, the correct answer was presented. For those instances in which a participant did not use the mouse button to reveal the correct answer on a study trial (10.4% of trials for the Study-Only group, and 31% of study trials for the Contrast group), a warning message followed the practice problem reminding them of its availability and recommending its use. In this manner the presence of feedback was largely controlled between groups.

**Exam #1.** After presentation of all eight concepts, the paper for writing notes or self-testing was taken away and the first half of a paper-based questionnaire was issued as an interpolated task, with participants taking approximately 10-15 min to complete the questionnaire. This length of delay was selected to minimize the possibility of restudied information remaining more memorable than tested information, as has been occasionally observed with immediate exams and 5-min delays, as noted earlier. The first half of the questionnaire contained items measuring self-regulated learning (Self-Regulated Learning: Self-Report Scale; Toering, Elferink-Gemser, Jonker, van Heuvelen, & Visscher, 2012), depth of processing (Study Process Questionnaire; Biggs, Kember, & Leung, 2001), and motivation (Work Preference Inventory; Amabile, Hill, Hennessey, & Tighe, 1994). Following the questionnaire, a new piece of blank paper upon which to do work was provided. All participants then received eight multiple-choice exam questions on the computer, presented in the order in
which their respective concepts were studied. All questions involving mathematical computation were deemed simple enough that math ability would not be likely to affect performance, helping to ensure that only memory for the procedure would be implicated by response accuracy.

Following the provision of each answer, feedback was presented as follows: “Earlier in this experiment you were asked to SOLVE (/ STUDY) a practice problem relevant to the previous topic. On the question a moment ago, you were CORRECT (/ INCORRECT)”. This method of providing feedback was used in order to make the connection between studying or solving (i.e., engaging in retrieval practice) and their differential rates of success salient to the participants in the Contrast condition. As neither the Study-Only nor the Test-Only participants engaged in both strategies during the practice problems, they would be expected to gain no insight into the benefits of retrieval practice from the exam feedback. The conclusion of this exam marked the end of the first phase of the experiment.

**Study phase #2.** The second phase of the experiment was in most respects identical to the first. Eight new concepts were presented with information, an example, a prospective memory judgment, and a practice problem. The key distinction between study phases 1 and 2 is that in the second phase, all participants, regardless of initial group, were treated as if they were members of the Contrast group. In other words, half of all practice problems afforded study by using the answer-revealing feature, and half did not, requiring the production of a response to that question. The purpose of this procedural change was to elicit measures of performance on both tested and studied concepts for all participants in the second exam.

**Exam #2.** The second exam was undertaken following completion of the presentation of the eight new concepts and the second half of the questionnaire, which contained items measuring trait metacognition (Metacognitive Awareness Inventory; Schraw & Dennison,
1994), personality (Big Five Inventory; John & Srivastava, 1999), and goal orientation (Button, Mathieu, & Zajac, 1996). The delay imposed by the second half of the questionnaire was roughly equivalent in length to the first.

It was hypothesized that the testing effect, operationally defined as the retention advantage for tested concepts relative to studied concepts, would be significantly greater among the Study-Only and Test-Only groups than among the Contrast group on Exam 2 performance. This hypothesis originates from the assumption that the Contrast group, once aware of the benefits of engaging in retrieval practice, would test themselves on practice problems even when not required to do so, as is the case in the study trials accompanied with the answer-revealing feature. The veracity of this assumption and the support for this hypothesis are evaluated below.

**Results**

Prior to any statistical analyses, the data were investigated for outliers. All participants exhibiting a median stimulus (i.e., information and example screen) presentation time of less than 9 s were excluded, resulting in 13 exclusions. This procedure was used to ensure that only participants who actually read the lengthy materials would be used in the following analyses. Three additional subjects were excluded for consistently failing to use the answer-revealing feature that characterized study trials, leaving a final sample size of 90 participants (29 in Study-Only, 32 in Test-Only, 29 in Contrast).

The present study sought to determine whether direct experience of the mnemonic benefits of testing relative to restudying would elicit an appreciation of self-testing. One major prerequisite for participants to discover and adopt the testing effect is that the testing benefit must be present; participants who do not experience greater memory for tested items relative to
studied items would have no basis for appreciating the testing effect. To determine whether a testing benefit was present for the Contrast group, a paired $t$-test was conducted on the Contrast group’s within-subject variable of question type. This analysis revealed a marginally significant testing benefit, $t(28) = 1.90, p = .07$, which is significant under a one-tailed hypothesis test, $p = .035$. Descriptive statistics are provided in Table 3. The use of a one-tailed test is justified by the directional prediction that testing performance would be superior to study performance, as is intrinsic to the testing effect. It can be concluded that the Contrast group as a whole did experience a performance advantage for tested items. A between-subjects testing effect was also investigated by comparing performance between Study-Only and Test-Only subjects’ performance on Exam 1, but revealed no difference between the groups’ performance, $F(2, 86) < 1$.

To test the primary hypothesis that the testing effect would be discovered and adopted by the Contrast group, a $3 \times 2$ ($\text{group: study-only, test-only, contrast}$ by $\text{practice type: test, study}$) ANOVA was conducted with repeated measures on practice type, using proportion correct at Exam 2 as the dependent variable. An interaction was predicted, such that the difference in proportion correct between studied and tested concepts would be substantially smaller among the Contrast group relative to the other groups. Descriptive statistics for this analysis are reported in Table 4. Contrary to the hypothesis, the ANOVA revealed no main effect of group, $F(2, 86) < 1$, no main effect of practice question type, $F(1, 87) < 1$, and no interaction, $F(2, 90) < 1$.

It was also possible that the hypothesized interaction would be observed not in accuracy but in response time. To test this idea, an identical $3 \times 2$ ANOVA was conducted, this time using response time (for correct answers only) as the dependent variable. Descriptive statistics for this analysis are reported in Table 5. Once again, the ANOVA revealed no main effect of group, $F(2,
86) < 1, no main effect of practice question type, \( F (1, 87) < 1 \), and no interaction, \( F (2, 86) = 1.71, \) MSE = 154.50.

Despite the failure of these analyses to yield the predicted results, it is possible that the hypothesized reduction in the testing effect by the Contrast group would be observed as a within-subject comparison between Contrast group performance on the two question types between Exam 1 and Exam 2. If participants covertly adopted the testing effect during study trials in the second study session, it would be expected that any advantage for tested items might decrease on the second test. To evaluate this prediction, a 2 (question type: test, study) x 2 (exam number: 1, 2) ANOVA with repeated measures on both variables was conducted for proportion correct. As shown in Figure 9, the testing effect was decreased on the second exam, but this interaction was not significant, \( F (1, 27) = 1.20, p > .05 \).

These results indicate that although a testing benefit was present on the first test for the Contrast group, this benefit was either not discovered or not put to use on the second test. However, it is reasonable to suspect that the hypothesized effect was not observed because not all participants in the Contrast group experienced a testing benefit on the first test. It stands to reason that Contrast group members who did not exhibit a testing benefit on the first test would have no reason to adopt a retrieval practice strategy during subsequent study trials. The same 2 x 2 repeated measures ANOVA was conducted on the Contrast group after excluding participants who did not exhibit higher Exam 1 scores for tested items than for studied items. This time, the hypothesized interaction between question type and exam number was significant, \( F (1, 10) = 14.03, p < .001 \). This interaction can be observed in Figure 10.

By restricting the analysis to Contrast group participants who experienced a testing benefit on Exam 1, the hypothesized reduction of the testing benefit on the second exam was
observed. It is possible, however, that this test effect reduction was not due to the discovery and adoption of the testing effect, but instead constitutes an example of regression to the mean. To attempt to address this competing interpretation, a similar analysis was conducted on participants who performed better on studied items on Exam 1. If a parallel study benefit is reduced from Exam 1 to Exam 2, this would suggest that the previous test effect reduction is not specific to the act of testing. Such an interpretation would either imply a parallel study-effect adoption (which is not possible, given that one can’t choose to study on a test trial - as the answer is missing - in a comparable way to the choice of self-testing on study trials), or regression to the mean. As can be seen in Figure 10, these participants exhibited a decreased study benefit on Exam 2 relative to Exam 1. This result was not significant, $F(1, 5) < 1$, $MSE = .117, p > .05$, perhaps due to the small sample of applicable participants ($n = 6$). The finding that participants showed a decreased benefit of their superior strategy from Exam 1 to Exam 2, whether that strategy was testing or studying, implies that regression to the mean is a likely cause for this pattern of results.

A final set of analyses was conducted to explore the accuracy of student metacognitive judgments. Student metacognitive accuracy can be evaluated in several ways. In the first, each students’ metacognitive judgments, averaged across items, was correlated with student accuracy on the two exams similarly averaged, resulting in an overall significant, positive correlation between judgments of future memory and eventual performance, $r(89) = .48, p < .001$, which is depicted in Figure 12. The correlations were larger for judgments and performance on Exam 1 ($r = .46$) than on Exam 2 ($r = .35$), perhaps due to the inclusion on Exam 2 of trial types not encountered on Exam 1 among the Study-Only and Test-Only groups. This analysis reveals a reliable trend whereby student confidence is positively associated with student exam success. However, when metacognitive judgments are matched to the exam questions they corresponded
with when prompted rather than averaged across all items, subjects’ correlations between their judgments and their exam performance was greatly diminished. In general, the correlation fell to $r(88) = .19, p < .001$. Again the correlations were larger on Exam 1, $r(75) = .19, p < .001$ than on Exam 2, $r(82) = .15, p < .001$.

It has been argued that Goodman-Kruskal gamma is a more appropriate correlation technique for analyzing metacognitive accuracy (Nelson, 1984) because metacognitive judgments may not be assumed to adhere to an interval scale of measurement. The previous analyses were redone using gamma instead of Pearson’s $r$. The overall metacognitive accuracy of students, averaging across items, was gamma $(88) = .38, p < .001$, down from .48 found with Pearson’s $r$, but still substantially positive, as gamma varies from -1 to +1 and may be interpreted similar to the Pearson correlation coefficient. Again, metacognitive accuracy was higher on Exam 1, gamma $(75) = .37, p < .001$, than on Exam 2, gamma $(82) = .28, p < .01$. When analyzed by item, again the correlations were reduced. Across both exams, subjects exhibited positive relationships between judgments and future performance, gamma = .28, higher than the .19 coefficient found using Pearson’s $r$. Yet again, Exam 1 correlations were higher (gamma = .28) than on Exam 2 (gamma = .20). In summary, students exhibited substantial metacognitive accuracy when making judgments about their future memory of the target material in the present experiment.

**Discussion**

Participants exposed to the benefits of testing exhibited a decreased testing effect on the following exam. This result is in keeping with the primary hypothesis, as it would be expected that only participants who were exposed to the benefits of testing would discover and adopt the
strategy for later use. Whether this result was due to the discovery and adoption of the testing effect is not certain, as regression to the mean is a viable competing interpretation.

It is important to consider why test trials did not outperform study trials for a large number of Contrast group participants. It is likely that the experimental manipulation was not strong enough to cause all participants to experience the benefits of testing relative to studying. Although deWinstanley and Bjork (2004) successfully employed a similar procedure to elicit awareness of the related generation effect, it is perhaps the case that the differences between these experiments negatively impacted the ability to elicit the testing benefit. For instance, in the aforementioned study, the experimental manipulation consisted of varying whether phrases containing one critical word were to be read or to be generated. In contrast, the present experiment, in the attempt to use ecologically valid statistics materials, introduced many times as much information (i.e., information, example, and practice problem screens, each containing several phrases per critical concept). Furthermore, the exams used by deWinstanley and Bjork to assess memory for the studied or generated words were fill-in-the-blank problems and used identical phrases as those previously viewed by participants during the training session, with only the critical to-be-remembered word removed. In contrast, the present study used entirely new exam questions to assess memory for the concepts, and exam performance required critical thinking to apply the studied or tested information to the context of the exam question. One might conclude that participants in the present study were being tested for conceptual understanding whereas participants in the deWinstanley and Bjork experiment were being tested for episodic memory. The extra processing that these tests required might have been too much to ask from some participants who otherwise might have exhibited greater performance on simpler self-tested materials with more direct exam questions.
Although participants who exhibited the testing effect also exhibited a significant reduction in that effect on the second phase of the experiment, it is possible that this reduction would have been even more substantial if the effectiveness of the feedback provided was improved. As there were four study trials and four test trials, perhaps it was overly difficult for participants to compare performance between these trial types. Feedback was presented immediately after each exam question, likely requiring the participant to remember past feedback in order to contrast rates of success. An explicit performance summary might have better permitted direct comparison of performance between trial types. These three divergent elements -- greater complexity of presented materials, use of novel exam questions, and suboptimal feedback -- are perhaps sufficient to explain why some participants did not become aware of the testing effect during the first phase of the present experiment.

As a consequence of the variety of procedural details that may have hindered the ability to elicit the testing effect among more participants, a follow-up study was justified to better examine the possibility of learning and using the testing effect through direct comparative experience.
Chapter IV

Experiment 3: Chemistry Discovery

Experiment 3 was conducted to rectify the procedural challenges observed in Experiment 2 while attempting to replicate its primary conclusions; that a within-subject testing effect is reliably observed using STEM materials, yet despite the availability of direct experience attesting to the superiority of testing over restudying, students do not adopt self-testing as a strategy to enhance their subsequent learning. Whereas Experiment 2 emphasized ecological validity in the selection of materials and procedural details, Experiment 3 was conducted to maximize internal validity through simplistic materials and the use of more direct methods of assessing covert self-testing. It was hypothesized that the testing effect would be replicated in Experiment 3, and that indicators of covert self-testing would be observed among the Contrast group following exposure to both testing and restudying strategies.

Method

Participants. One hundred thirty five participants (68 female, 67 male) were sampled from the University of Colorado Boulder introductory psychology subject pool (mean age = 19.24) and randomly assigned to one of three between-subjects groups (45 subjects per group). Participants were moderately diverse in ethnicity, with 89 White, 18 Asian, 13 Hispanic, 6 Middle Eastern, 5 Black, and 4 other ethnicities observed. Fifty-two participants reported prior experience with college chemistry courses, and 13 were chemistry majors. Only one participant correctly identified more than two of the 32 relevant materials on the pre-test and was excluded from all analyses, leaving a final sample size of 134.
**Materials.** Stimuli consisted of simple images depicting real chemical element symbols paired with the appropriate atomic numbers. These stimuli were selected in order to retain ecological validity while heightening experimental control. No elements under atomic number 32 were included, as many of these elements are commonly known even to non-chemists. A rough attempt was made to control for frequency of element letters and atomic numbers; no letter was used more than four times for either the initial or final letter, no initial number was used more than five times, and no final number was used more than four times. Examples of how stimuli appeared in this experiment are depicted below, showing items presented for study (Figure 13) and for tests as well as exams (Figure 14). All materials were presented on a computer screen in PsychoPy stimulus presentation software. The full list of elements used is shown in Figure 15.

**Procedure.** All participants were tested by the author in groups ranging in size from one to four, in sessions taking approximately 60 min to complete. Each participant was seated in a different room and randomly assigned to one of three between-subjects strategy conditions: Study-Only, Test-Only, or Contrast, as well as to one of three between-subjects delay conditions: short, medium, and long, leading to the formulation of nine between-subjects conditions in a 3x3 design. The various stages of Experiment 2 are depicted in Figure 16.

**Pretest.** Participants began the experiment by providing consent, demographic information and prior chemistry experience such as college major and number of chemistry courses previously taken. Participants were required to relinquish their mobile phones to the experimenter for the duration of the experiment to prevent cheating. Each participant was then provided with a blank periodic table, showing only the atomic numbers and their boxes in the familiar layout (Figure 15). Participants were asked to input the chemical symbols where they
belonged, and to work on the task for a minimum of 1 min, and afterwards to inform the experimenter when no further elements could be provided.

**Study A.** To begin the first study phase, participants were seated at a computer and left to read and follow the presented instructions. These instructions were identical for all conditions, and read:

Today you will be asked to memorize the atomic elements. Each element has both an atomic symbol (such as He for Helium), and an atomic number associated with it (such as 8 for Oxygen). Although there are 118 different elements, today you will be asked to learn only 32 of these. Your goal in this experiment is to memorize the atomic symbol and atomic number for these 32 elements.

When the experiment begins, you will be shown 16 elements, one by one. On the top of the screen you will see an atomic symbol, and at the bottom of the screen, you will see an atomic number. Each element will be presented for 10 seconds, and then the next element will appear automatically. You should try to memorize the atomic symbol and atomic number during this study session.

Later in the experiment, you will be given a memory test for these elements, and you will be shown how many correct answers you received.

Consider yourself challenged to do as well as possible!

Participants were then given the opportunity to ask the experimenter any questions, and pressed a button to begin. All participants proceeded to study the first 16 elements (List A) for 10 s each. No writing materials were provided, preventing off-loading of the material.
**Survey 1.** Following this initial study phase, a delay period was imposed by requiring participants to respond to 27 questionnaire items randomly selected from the Motivated Strategies for Learning Questionnaire (MSLQ; Duncan & McKeachie, 2005; Pintrich, Smith, Garcia & McKeachie, 1993) assessing intrinsic and extrinsic goal orientation, task value, control beliefs about learning, self-efficacy for learning and performance, test anxiety, rehearsal, elaboration, metacognition, and effort. The delay took an average of 3 min 47 s to complete. After these items were responded to on the computer, the strategy manipulation commenced (Figure 17).

**Strategy manipulation.** Participants in the Study-Only group repeated the same experience as in the first study phase, viewing the same 16 elements of List A for 10 s each, albeit in a newly randomized order. Participants in the Test-Only group experienced List A as a series of test questions (Figure 14) with immediate feedback (identical in presentation to the respective Study-Only trial; see Figure 13). Instructions informed these participants that they would have 5 s to type a response, and afterwards would be shown the correct response for an additional 5 s. Participants in the Contrast group were told that they would alternate between the aforementioned strategies. The Contrast group was counterbalanced such that one sub-group studied the even-numbered items (i.e., their order within the presentation list, not their atomic numbers) and tested on the odd-numbered items, and another sub-group did the opposite. No results differed between these sub-groups, so they will not be distinguished going forward.

**Delay manipulation.** Following the strategy manipulation phase, a variable delay period was imposed prior to taking the List A exam. The purpose of this delay was to maximize the possibility of participants experiencing a testing benefit, as previous research has indicated that the testing effect is sometimes not observed at very short durations and is most apparent
following substantial delays (Rowland, 2014). By manipulating the delay between item exposure and the exam for those items, it becomes possible to evaluate the influence of delay on the magnitude of the testing effect. Three between-subject delay conditions were used, differing in tasks used to fill the delay. In the short delay condition, participants studied List B items in the same manner that List A items were experienced during the initial study phase. Participants in this delay condition took an average of 3 min 20 s to complete the task. In the medium delay condition, participants completed a pencil-and-paper letter detection packet and then studied list B items, taking an average of 9 min 13 s to complete both tasks. Participants in the long delay condition completed the letter detection task, then took a multiple-choice exam on various Psychology 101 concepts (that did not contain any explicit references to learning or memory), and then studied the List B items. This long delay condition took an average of 17 min 30 s to complete. It is worth noting that the study phase for List B always occurred immediately prior to the List A exam, regardless of delay condition, so proximity of the interfering list to Exam A was controlled, whereas proximity of the interfering list to the previous exposure of List A was not.

Exam A. Following this delay period, the List A exam was conducted. Exam A was similar in implementation to the Test-Only group’s experience during the strategy manipulation phase; all 16 items were presented in a newly randomized order, and participants had to type in a response before progressing to the next screen. A timeout feature was used and set to 20 s in order to derive more response time measures than would be possible with a far shorter timeout period (it was set to 5 s during the strategy manipulation in order to equate stimulus presentation time between strategy conditions). Unlike the strategy manipulation phase, no immediate feedback was provided in order to protect against criticism that exam accuracy was affected by a reduction in valid answer options as the exam period progressed. Importantly, because items
were randomized on Exam A, there was no obvious manner for the Contrast group to discern from which sub-list (restudied or tested) a given exam item originated.

Following the final exam item, a feedback screen was presented that detailed and summarized the performance of the participant on the exam. Two example feedback screens are depicted in Figure 18. After the feedback screen, which terminated after 30 s, participants responded to an open-response reflection prompt: “Which strategies did you find most effective for learning the elements?” These two screens were used in the hopes of making explicit the relative effectiveness of the test and study strategies to the Contrast group; neither of the other groups were expected to learn about strategy effectiveness from these screens but instead were expected to interpret them in light of their overall exam performance.

**Choice phase.** After Exam A concluded with the feedback screen and reflection prompt, all participants experienced the remainder of the experiment identically regardless of condition. The choice phase instructed participants that List B items would be presented again, this time without the accompanying answer. By pressing the space bar at any time (before trial completion at 10 sec) the correct answer would be revealed, hence this phase constituted a choice between self-testing with the primary prompt or studying the correct answer after pressing the space bar. Importantly, the duration between stimulus onset and space bar press was assumed to function as an index of covert self-testing behavior.

**Survey 2.** Following the choice phase, participants completed the second half of the MSLQ survey, which took on average 2 min 53 s to complete.

**Exam B.** Subjects then took the exam for List B in identical fashion to that employed for List A, albeit without a reflection prompt at the end. It is worth reiterating that, due
to the presence of the choice phase during List B learning, there was no overt distinction between
studied items and tested items on List B.

Post-test. After Exam B, another blank periodic table was administered as a post-
test. Participants then took the letter-detection task and multiple-choice psychology exam if they
had not already done so and if materials were available, then were debriefed and thanked for
participation.

Results

It was hypothesized that the testing effect would be replicated in Experiment 2. To
evaluate this hypothesis, Exam A scores were first compared between Study-Only and Test-Only
groups (a between-subjects testing effect) and then between the contrast group’s scores on
restudied and tested items (a within-subject testing effect). Prior to these analyses, two subjects
were removed as they exhibited mean reaction times of under 1 s, a time deemed insufficient to
have responded with any intent of exhibiting accuracy. The between-subjects analysis was
conducted using a 3 (strategy condition: Study-Only, Test-Only, Contrast) x 3 (delay condition:
short, medium, long) ANOVA on Exam A accuracy. The main effect of strategy condition was
significant, $F(2, 123) = 4.14, p < .05$ (Figure 19). A post-hoc analysis using Tukey’s HSD
revealed that the Study-Only group significantly outperformed the Test-Only group; no other
significant differences were observed. The main effect of delay condition was not significant, $F$
$(2, 123) = 1.58, p = .21$, nor was the interaction between the two factors, $F(4,123) < 1$. These
results indicate that the Study-Only group ($M = 6.45, s = 3.62$) significantly outperformed the
Test-Only group ($M = 4.24, s = 3.62$), and the magnitude of this performance advantage did not
vary meaningfully as delay increased. As half of the Contrast group’s trials consisted of restudy
opportunities and the other half consisted of testing opportunities, it was predicted that this group would perform at a level between the two other groups. Figure 19 does not support this prediction, as the Contrast group exhibited the lowest score. Most importantly, and in direct opposition to the hypothesis of a testing advantage, the Study-Only group learned or retained the List A information better than did the Test-Only group across all delay conditions.

A parallel 3 x 3 ANOVA was conducted using the same set of predictors but using reaction time (to correct items only) as the dependent variable. Results of this analysis indicate no main effect of strategy condition, $F(2, 114) = 1.52, p > .05$, no main effect of delay condition, $F(2, 114) = 1.05, p > .05$, but a marginally significant interaction, $F(4, 114) = 2.13, p = .08$. Closer scrutiny of this interaction was warranted, and a simultaneous multiple regression was used with contrast coded predictors to average across the effects of short and medium delay conditions compared to the long delay condition. Furthermore, the Contrast group was omitted from this 1-df interaction test,\(^2\) which revealed a significant interaction $F(1, 114) = 8.23, p = .005$. The Study-Only group (short: $M = 4.93$ sec; medium: $M = 5.14$ sec) and Test-Only group (short: $M = 4.38$ sec; medium: $M = 4.80$ sec) group responded with roughly equivalent reaction time collapsing across short and medium delay conditions, but at the long delay condition, the Study-Only group ($M = 4.37$ sec) was significantly faster than the Test-Only group ($M = 6.24$ sec). The Contrast group ($M = 5.53$ sec) exhibited reaction times between these two groups. This interaction is shown in Figure 20.

\(^{2}\) The contrast coded predictors of this analysis were constructed as follows:
Group: Study-Only (1/2), Test-Only (-1/2), Contrast (0);
Delay: Short (-1/3), Medium (-1/3), Long (2/3)
Complementary contrast codes were also entered into the regression to ensure orthogonality, although these predictors were not significantly predictive and are not reported herein.
A parallel analysis was conducted using delay as a continuous variable (preserving subject-to-subject variability in the duration of the delay tasks) rather than as a discrete group variable (i.e., short, medium and long), and the same interaction was found, $F(1, 117) = 8.30, p = .005$, ensuring the previous interaction was not an artifact of discretizing the delay variable. This interaction can be seen in Figure 21.

The within-subject analysis of the testing effect was conducted using a repeated measures $t$-test on item type (previously restudied or previously tested during the manipulation phase). The results of the $t$-test indicated the presence of a marginally significant effect of item type, $t(44) = 1.78, p = .08$, significant under a one-tailed test. The mean restudied item score for the Contrast group was 2.47 (31%; $s = 2.05$) whereas the mean tested item score was 2.89 (36%; $s = 2.19$; see Figure 22).

These analyses were supplemented by a 3 (delay condition: short, medium, long) x 2 (item type: restudied, tested) mixed-model ANOVA with repeated measures on item type. This analysis was conducted to determine whether the effect of item type interacts with delay condition. The results of this analysis yielded no significant interaction, $F(2, 42) = 1.1, p > .05$, nor was the effect of item type significant, $t(42) = 1.46, p = .15$. These null results should be interpreted in the context of the delay conditions; because both the medium and long delay conditions contained self-paced distractor tasks (letter detection and/or multiple choice Psychology 101 quiz), there was substantial variability in the delay length between subjects in the same delay conditions (see Figure 22). To account for this variability, the previous analysis was run using delay time (in s) as a continuous predictor rather than as a discrete grouping variable. This analysis would be expected to be more statistically powerful than the discrete analysis.
To conduct such an analysis, a linear regression was used that was nearly identical to the discrete analysis except a continuous delay time variable was used in place of the discrete, contrast-coded delay predictors in the aforementioned ANOVA (the continuous nature of the predictor variable required regression to be adopted over ANOVA). Additionally, the continuous delay predictor was centered (i.e., each subject’s score was subtracted from the mean delay time) so that the analysis of item type would strictly evaluate whether the difference in performance by item type was significant when delay time was at its mean (606 sec). This analysis revealed a marginal effect of item type, \( t(43) = 1.8, p = .08 \), and no interaction with delay, \( t(43) = 1.31, p > .05 \). A series of similar targeted analyses were then conducted to examine whether performance differed by item type when delay time was held at the mean for each of the delay conditions (short = 200 sec, medium = 551 sec, long = 1,067 sec). To conduct each analysis, a predictor variable was created by centering the delay variable around the average delay duration for each level of the discrete delay conditions. The variable \( \text{Delay1} \) was created by subtracting 200 seconds from all subjects’ delay score (the actual mean duration of time that subjects in the short delay condition experienced the delay phase). This transformation provided the ability to test whether the within-subject effect of interest (item type) was significant when the delay was 200. Centering predictor variables around theoretically motivated values is a valid and useful approach to determining the conditions under which an effect does or does not hold (Judd, McClelland, & Ryan, 2009). Similar centering transformations were conducted to create the variables \( \text{Delay2} \) and \( \text{Delay3} \) to allow tests of significance of item type at the average duration of medium and long delay conditions, respectively. This series of linear regressions revealed a significant within-subjects testing effect at the short delay, \( t(43) = 2.18, p < .05 \), a marginally significant effect at the medium delay, \( t(43) = 1.97, p = .055 \), but no effect of item type at the
long delay, $t(43) = .1, p > .05$. These findings suggest that the marginally significant within-subjects testing effect found in the original $t$-test (ignoring the delay predictor) is averaging over substantial item type differences at short delays with minimal item type differences at longer delays. The descriptive statistics bear this point out, as seen in Table 6. Short and medium delays were accompanied by tested item advantages in accuracy, whereas long delays saw this advantage disappear – a finding in direct contradiction to previous research showing more substantial test effects at longer delays. The aforementioned tests suggest that a within-subjects testing effect was observed at short delays.

It may be surprising that a testing benefit was observed within-subjects, yet a restudy benefit was observed between-subjects. The cause of such a surprising divergence in results is a topic of focus in the discussion to follow. To note, a parallel series of analyses was conducted using item type and delay (both discretely and continuously) as predictors of reaction time to correct items, but analyses revealed non-significant results, all $p > .05$. This Chemistry Experiment was conducted to determine not only that the testing effect could be replicated in the present paradigm, but that participants in the Contrast group would become aware of this benefit and consequently engage in covert self-testing to improve future performance. This hypothesis was tested by computing an average choice reaction time (the latency between stimulus presentation and press of the space bar to reveal the answer during the choice phase; see Figure 16) for use as an operational definition of covert self-testing. This choice RT was used as the dependent variable in a 3 (strategy condition: Study-Only, Test-Only, Contrast) x 3 (delay condition: short, medium long) ANOVA. This analysis revealed no main effect of either strategy, $F(2, 4) = 1.35, p > .05$, or delay condition ($F < 1$), and no interaction ($F < 1$). This analysis
indicates that the Contrast group did not exhibit greater indicators of covert self-testing than did the other groups (see Figures 24 and 25).

Subjects in the Contrast group who exhibited a testing benefit on Exam A would be expected to appreciate the testing benefit more than contrast subjects who did not experience the testing benefit on Exam A. As a result, it is reasonable to speculate that a between-subject analysis restricted to Contrast group participants would reveal that those who did enjoy a testing benefit would exhibit longer choice RT than subjects who performed equivalently across item type or even show a study advantage. A $t$-test was used on the choice RT measure, such that Contrast subjects with the test benefit present were compared with those with the test benefit absent. This analysis revealed a trend in the predicted direction, $t (43) = 1.60, p = .12$ (see Figure 26). With only 19 subjects in the test benefit present condition, this null result may be due in part to deficient sample size. However, when conducting a parallel analysis using testing effect as a continuous variable (i.e., the magnitude of the testing effect per subject) instead of as a grouping variable (i.e., its presence or absence), the analysis is decidedly non-significant, $|t| (43) < 1$. It is not certain whether these conflicting results indicate a lack of any true effect, or whether the presence or absence of a testing benefit is more predictive of future self-testing behavior than is the extent of the testing benefit, as might be the case if one’s strategy adoption occurs due to the presence of a superior strategy without regard to the magnitude of that superiority.

It is important to note that if choice RT is really an index of covert self-testing, one would expect a positive relationship to exist between choice RT and Exam B performance. This relationship was found across participants in all three groups, as shown in Figure 25. A strong, positive correlation was observed between choice RT and Exam B accuracy, $r (132) = .33, p < .001$ (blue line). Two subjects exhibited scores far removed from the general trend (see Figure
With these subjects excluded, the correlation rose to \( r (130) = .35 \) (green line). The correlation between choice RT and Exam B performance may be interpreted as evidence that subjects entered the experiment with individual differences in proclivity to self-test, and this behavior was positively associated with Exam B performance. Importantly, choice RT was also significantly correlated with Exam A performance, \( r (132) = .37, p < .001 \), including subjects identified as Exam B outliers, and \( r (130) = .39 \) without those subjects. This finding implicates a stable individual difference among subjects in exam preparation, because if the former correlation were due only to a temporary decision to self-test, this activity in the choice phase could not affect performance on Exam A. In other words, because choice RT cannot affect exam performance that preceded it, the observation that choice RT was significantly correlated with Exam A performance as well as Exam B performance strongly suggests the importance of stable individual differences in self-testing (and related learning strategies) that are not captured by scales in the Motivated Strategies for Learning Questionnaire (see Table 10).

**Discussion**

Experiment 3 (Chemistry) improved upon Experiment 2 (Statistics) in several ways. First, Experiment 3 used a stronger manipulation, with trial types distinguished by stimulus presentation (paired associate present or absent, pending a response) instead of by presence of an on-screen instruction to reveal the answer when desired. Second, Experiment 3 used more tightly controlled stimuli that more strictly implicated memory, whereas Experiment 2 – due to the complex, lengthy stimuli – may have been assessing not only memory but additional cognitive phenomena such as critical thinking, conceptual understanding, and procedural skills. Third, Experiment 3 presented feedback in a summative and explicit manner, allowing an easier
comparison of performance between item types (when applicable), ideally facilitating the
induction of the benefits of one strategy over another. Most importantly, Experiment 2’s reliance
upon observing a decreased testing effect on Exam 2 made it difficult to rule out the regression
to the mean interpretation, whereas this interpretive obstacle was avoided in Experiment 3. As a
consequence of these procedural improvements, the results of Experiment 3 are largely more
convincing than those gained from Experiment 2.

The observation of a within-subject testing effect permitted the analysis of testing benefit
awareness by comparing participants who did exhibit the testing benefit to those who did not on
a measure of covert self-testing, choice reaction time. By abstaining from revealing the correct
answer for a longer period of time, it can be assumed that such subjects are engaging in self-
testing more so than subjects who choose to see the answer after shorter durations. Although the
difference in choice RT was not significant, the results trended in the predicted direction and the
null results may be due to the small sample of 45 subjects in the Contrast condition, which was
subdivided into those exhibiting a testing benefit and those who did not. With a sufficiently large
sample, the trend observed may in fact reveal itself significant and indicate an adoption of the
testing effect among those who experienced a testing advantage. However, the magnitude of the
testing benefit did not predict choice reaction time, which may indicate that the null result is a
faithful representation of reality, or that the magnitude of a testing effect does not engender
greater self-testing behavior so long as the testing effect is observed at all.

Nevertheless, it must be questioned why subjects in the Study-Only and Test-Only
groups did not exhibit shorter choice RT than did subjects in the Contrast condition, as the latter
was the only group expected to appreciate the benefits of self-testing due to the availability of
feedback on Exam A that compared the effectiveness of the two strategies. It is possible that
demand characteristics caused all subjects to spend considerable time self-testing, or at least waiting before pressing the button to advance to the next screen. It is also possible that the Contrast group on average did not appreciate the testing effect enough to change their well-ingrained pace of exam preparation.

Results from Experiment 3 thus provide mixed evidence for the awareness and adoption of the testing effect. Although subjects who experienced a testing benefit waited longer to reveal an answer than did subjects who did not experience a testing benefit, this difference was non-significant, and combined with the lack of a between-groups effect of choice RT, it is perhaps prudent to conclude that the elicitation of testing effect awareness was not successful in Experiment 3. Subjecting more participants to the Contrast group manipulation and determining whether the trend towards test effect adoption solidifies as statistical power increases with sample size would likely be a worthwhile endeavor.
Chapter V

General Discussion

Summary

The present study was conducted with the primary aim of determining whether students can come to appreciate the beneficial effects of testing as a means of enhancing learning outcomes, and to put this appreciation to use by engaging in this strategy at subsequent opportunities. Such an investigation has clear practical implications, given that a majority of students contend that restudying, not self-testing, is the most effective way to learn and retain information, even though the psychological and educational research on this matter is definitive that testing is more conducive to long-term learning than is restudying (e.g., Rowland, 2014). Methods for lessening the disparity between how students prepare for exams and how they should be doing so are surprisingly unaddressed in existing research. By subjecting students to situations that either directly inform them of self-testing’s benefits or by directly exposing them to those benefits in relation to those received by restudying, it was hoped that the present experiment would constitute a strong step towards bringing student practices more in line with research-based recommendations. Instead, the current set of experiments found little evidence that students can be brought to engage in self-testing as a self-directed learning strategy. The mitigation of suboptimal student strategy use and voluntary embracement of the testing effect remains a fundamental challenge to the domain of applied and educational psychology.

As a whole, the present investigation succeeded in demonstrating that STEM materials, whether ecologically valid and demanding conceptual understanding of statistics (Experiment 2) or simplistic and emphasizing associative memory of chemical elements (Experiment 3), can be used to elicit within-subject testing effects; that is, experiencing both test-required items and
study-required items led to consistent advantages for the tested items, statistically significant under one-tailed hypothesis tests. Surprisingly, between-subjects testing effects were not observed; in fact, accuracy was superior for the Study-Only groups. This restudy advantage has been found elsewhere (e.g., Roediger & Karpicke, 2006a), and is often explained with reference to the role of delay and decay; restudied items are more available immediately after exposure, but these representations decay at a faster rate than do representations strengthened by tested experiences (Delaney, Verkoeijen & Spirgel, 2010). It is interesting, however, that the immediate restudy advantage was only found in the between-subjects comparisons, especially considering that a recent meta-analysis has supported the claim that between-subjects testing effects are stronger than within-subjects testing effects (Rowland, 2014). One explanation may concern the role of displaced rehearsal (Slamecka & Katsaiti, 1987); Contrast group subjects may have prioritized the encoding of items being tested at the expense of items being restudied, while participants in the Study-Only and Test-Only groups, lacking exposure to both trial types, had no such difference in emphasis. If this interpretation is correct, it would become important to understand whether learners believe tested information is inherently more important than information only restudied, or whether importance does not differ but cognitive processes are naturally biased towards encoding tested information. Stated differently, are within-subjects testing effects due to the belief that tested items deserve more attention, or due to the workings of cognitive mechanisms that enhances the memorability of tested information? The former interpretation has been offered as an explanation for the superior generation effects obtained in mixed-list designs relative to generation effects obtained in pure-list designs (Slamecka & Katsaiti, 1987), whereas the latter is arguably a more theoretically interesting interpretation.
Several other unexpected yet noteworthy results were also obtained in the present investigation. First, students were surprisingly accurate in predicting their later performance on statistics concepts, despite many previous studies demonstrating that students are often poor at metacognitive judgments of their own learning (Dunlosky & Lipko, 2007), especially when metacognitive judgments are made immediately after initial encoding (Nelson & Dunlosky, 1991). Second, it was also found that the extent to which subjects wait to reveal a chemical’s atomic number (an index of covert self-testing) positively predicts performance on those items in a final exam. This finding suggests that self-testing is conducive to superior performance, although the third variable problem cannot be ruled out. It could be the case that good students, however defined, tend to take their time during the experimental trials and are skilled learners, leading to high performance. It should be noted, however, that this hypothetical third variable was not identified using the individual differences surveys, which found no correlation with performance nearly as strong as choice latency. Lastly, interesting interactions emerged between performance on the first chemistry exam (as defined by reaction time to correct items) and the amount of delay they were forced to endure prior to that exam. This result may highlight the importance of interference from competing lists in the relative effectiveness of testing and restudying on performance; if testing and studying are differentially affected by the close proximity of competing lists, this result may serve to underscore the merits of competing theories of the testing effect. This last finding was quite unexpected and may offer a valuable vantage point into the mechanisms responsible for the testing effect should follow-up studies confirm these results.
Theoretical Implications

Many theories have been advanced which attempt to explain the basis of the testing effect; that is, how and why does testing enhance memory? The present investigation may provide support for a subset of these theories, and so each will be described in brief. The Transfer Appropriate Processing theory claims that the testing effect is due to the compatibility of processes that occur during learning via testing and during later retrieval; by virtue of the overlap in processing at learning and at performance, the process of retrieval itself is strengthened (Roediger & Karpicke, 2006a). The Elaborative Encoding theory states that retrieval enhances memory by forging semantic mediators between the original cue and its target, and these mediators function as additional cues in the later search for the target memory (Rawson, Vaughn, & Carpenter, 2015; Carpender & DeLosh, 2006). The Retrieval Effort/Desirable Difficulties view claims that because retrieval is inherently more difficult than is restudying, and difficulty of initial learning engenders a more durable representation, testing is effective to the extent that it is difficult and involves effort by the learner (Bjork & Bjork, 1992). Another theory, which can be referred to as the Reliable Error Signal theory, claims that retrieval is more effective than restudying because testing affords more opportunities for explicit feedback than does restudying, and this differential feedback availability underlies the testing effect’s advantages (Mozer, Howe & Pashler, 2004). Finally, the Test-Potentiated Learning view (Arnold & McDermott, 2013) states that in addition to the direct benefits of testing, there are indirect benefits as well, as restudying benefits learning after a testing experience. It is outside the scope of this paper to compare and contrast each relevant theory, but it should be noted how the results of the present investigation can be reconciled with these explanations of the testing effect.
One theory stands out in its ability to explain why some students are reluctant to appreciate and utilize the testing effect: the Desirable Difficulties view and its parent theory, the New Theory of Disuse (Bjork & Bjork, 1992). According to this view, restudying may boost retrieval strength, defined by its temporary and decaying nature, whereas testing may differentially boost storage strength, defined by its permanence. If students typically make judgments about the effectiveness of competing strategies based on their immediate effects on memory, then such learners may be selecting strategies that differentially boost retrieval strength over storage strength, thus handicapping their performance over the long term. This interpretation explains why the testing effect grows as retention interval increases, because retrieval strength diminishes as time elapses yet storage strength does not; consequently, if testing is a greater boost to storage strength than is restudying, the difference in performance is most apparent after a considerably delay. If students base their strategy use decisions on a moment-to-moment basis caused by implicit feelings-of-knowing primarily derived from retrieval strength, they may favor restudying over self-testing to an extent impervious to any interventions designed to make salient the benefits of self-testing.

The Desirable Difficulties view also finds support in the surprising interaction between group and delay on correct reaction time on chemistry Exam A. At long delays (but not at medium or short delays), the Study-Only group exhibited faster reaction times to correct responses than did the Test-Only group, in direct opposition to the common finding that the testing effect increases with retention interval. This result can also be interpreted with reference to storage and retrieval strength. At short delays, the Study-Only and Test-Only groups performed comparably. Under the premise that there was a greater boost to immediate memory among the Study-Only group due to the benefits of retrieval strength from restudying, one would
expect superior performance by the Study-Only group at short delays. However, it is important to emphasize that the delay manipulation was not idle time but rather included a highly interfering experience, the encoding of List B, which occurred immediately before the List A exam (at the conclusion of the delay period). It has been proposed that testing drives context change, which helps to differentiate between temporally proximal experiences (Jang & Huber, 2008). By testing immediately prior to encoding List B, the Test-Only group’s List A representations are interfered with less than are those among the Study-Only group, for whom the two lists are difficult to distinguish due to their contextual overlap. The two groups thus perform equally, but due to two different mechanisms: greater retrieval strength among the Study-Only group, and greater contextual differentiation among the Test-Only group.

The difference in performance at the long delay can be explained by the same phenomena. Whereas retrieval strength continually decays among the Study-Only group, the harmful effects of encoding List B are mitigated by the passage of time and changing context occurring between encoding Lists A and B (which, in the long delay condition, were separated by a letter-detection task and a multiple-choice psychology exam). The Study-Only group’s loss of retrieval strength over time is thus offset by contextual differentiation due to the intervening tasks between lists. These combined factors have the effect of maintaining relatively high performance (i.e., fast reaction time) among the Study-Only group at the long delay. The Test-Only group, however, saw its performance degrade (i.e., reaction time slow down) in the long delay condition. This degradation may have occurred because, as mentioned in the discussion of the short delay, the act of testing drives contextual change. The benefit of list differentiation attributable to contextual change among the Test-Only group is not aided by the passage of additional time nor the intervening tasks; at the short delay the Test-Only group was unique in
gaining benefits from contextual differentiation, whereas at the long delay the Study-Only group gained this benefit as well, and only additional decay distinguishes the Test-Only group at the long versus the short delay. It is presumably the case that at much longer delays the Test-Only group’s memories would be stronger than the Study-Only group’s as a result of having greater storage strength. Figure 27 depicts these four scenarios.

In sum, the present work has found much support for the Desirable Difficulties theory and New Theory of Disuse, both in their quality of explaining the failure to adopt the testing effect, and in their ability to account for the surprising interaction between group and delay condition on reaction time data in the chemistry experiment. The latter explanation is entirely post-hoc and would certainly gain from further experimentation to determine whether this interpretation stands up to closer scrutiny. Nonetheless, the combined explanatory value of these theories is useful for interpreting the most noteworthy results reported herein.

**Limitations and Future Directions**

Weaknesses of the present study include the brevity of the experiments relative to the tremendous amount of time students have had with well-ingrained exam preparation strategies, primarily restudying. Longer training with testing strategies and repeated exposure to the benefits of self-testing may be necessary to elicit awareness of the testing effect, and would constitute a valuable follow-up study to determine whether the results reported herein change as a function of intervention duration. A longer training regimen would also have the benefit of assessing the effects of competing strategies at longer retention intervals, which previous research has shown are far more likely to elicit between-subjects testing effects (Roediger & Karpicke, 2006a; Rowland, 2014). Furthermore, the present investigation attempted to elicit
adoption of the testing effect by direct instruction and by comparative experience in distinct studies. At no point were both methods attempted in the same sample of students. Combining instruction and direct experience is effective in formal education of facts and skills, perhaps this combinatory approach would be effective in eliciting adoption of the testing effect. Finally, future studies will need to take special care to motivate subjects. Unfortunately, subjects often have only a modest level of intrinsic motivation to succeed on the task they are asked to perform in the lab, and without extrinsic motivators (e.g., monetary reward for success), getting students to engage in a more difficult self-testing strategy as opposed to an easier restudy strategy may be overly optimistic. Future studies should find methods of motivating subjects, or selecting subjects already exhibiting motivation to learn and remember. One such method of selecting motivated subjects could be to sample students enrolled in a professional certificate course who must achieve a passing grade in order to apply for a desired career. Such subjects would have a clear motivation to embrace strategies that lead to superior learning and retention of information. Alternatively, testing may be incorporated into an enjoyable experience, such as a high quality interactive video game, which may reduce subjects’ apathy. In sum, a longer training manipulation should be used, longer retention intervals should be assessed, a combination of direct instruction and comparative experience should be required, and subjects’ motivation should be maximized in order to stand the best chance of eliciting awareness and adoption of the testing effect.

**Conclusion**

The mnemonic benefits of retrieval practice have been established for over a century. Unfortunately, there exists a wide and glaring chasm between learning practices that individuals
put to use, and those they should adopt if long-term learning is their goal. Well over a hundred scientific studies have been conducted on the testing effect, yet one of the most basic but important questions has not been adequately answered: How can educators raise the frequency of student adoption of this effortful yet effective learning strategy? The experiments reported in the present work were a first attempt to answer this important question. Instructing students that testing themselves leads to better learning outcomes was not successful, nor was arranging students to experience the benefits of self-testing firsthand. The logical manipulations employed herein were largely ineffective at addressing this divergence between ideal strategy use and actual strategy employment, despite the studies’ basis in a common-sense intervention (direct instruction) and in empirically-justified methods of discovering learning (comparative experience). Nevertheless, the current work represents an important step in the process of uncovering effective methods to elicit adoption of the testing effect among a population of students who have much to gain from its use. It is hoped that by appreciating the difficulty of eliciting self-motivated retrieval practice, future researchers may design interventions that go beyond those used in the present work, and in doing so, improve academic learning outcomes by fueling the adaptive adoption of the testing effect.
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Appendix: Tables and Figures

Table 1. iClicker questions used in the classroom intervention.

<table>
<thead>
<tr>
<th>Question</th>
<th>Exp.</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>While preparing for the last test, which best describes how you made use of the practice test?*</td>
<td>0.89, 0.82, 0.73</td>
<td>0.70, 0.85, 0.54</td>
</tr>
<tr>
<td>For the last test, did you study the notes and lecture slides?</td>
<td>0.87, 0.84, 0.79</td>
<td>0.81, 0.90, 0.63</td>
</tr>
<tr>
<td>For the last test, did you make up your own practice test and test yourself?</td>
<td>0.10, 0.12, 0.19</td>
<td>0.15, 0.07, 0.06</td>
</tr>
<tr>
<td>For the last test, did your look over your past HW and lab assignments?</td>
<td>0.53, 0.48, 0.68</td>
<td>0.38, 0.38, 0.67</td>
</tr>
<tr>
<td>For the last test, did you rework problems from HW and lab assignments?</td>
<td>0.32, 0.44, 0.41</td>
<td>0.25, 0.39, 0.43</td>
</tr>
<tr>
<td>For the last test, did you work through problems in the book that were not required for homework?</td>
<td>0.10, 0.10</td>
<td>0.15, 0.12</td>
</tr>
</tbody>
</table>

*For this question, “Yes” corresponds to “I went through and answered questions like I would on a real test”

^Due to technical error, this question was accompanied by two instead of three data points

Table 2. Descriptive statistics of classroom performance metrics.

<table>
<thead>
<tr>
<th></th>
<th>Mean Grade per Group (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp.</td>
</tr>
<tr>
<td>Homework Total</td>
<td>90.17 (9.56)</td>
</tr>
<tr>
<td>Test 1</td>
<td>79.04 (9.61)</td>
</tr>
<tr>
<td>Test 2</td>
<td>70.03 (17.39)</td>
</tr>
<tr>
<td>Test 3</td>
<td>80.03 (17.95)</td>
</tr>
<tr>
<td>Final Exam</td>
<td>69.89 (15.91)</td>
</tr>
<tr>
<td>Final Course Grade</td>
<td>79.91 (11.35)</td>
</tr>
</tbody>
</table>
Table 3. Descriptive statistics for Statistics Experiment Exam 1 proportion correct.

<table>
<thead>
<tr>
<th></th>
<th>Studied</th>
<th>Tested</th>
<th>Mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study-Only</td>
<td>.76 (.15)</td>
<td>NA</td>
<td>.76 (.13)</td>
</tr>
<tr>
<td>Test-Only</td>
<td>NA</td>
<td>.79 (.16)</td>
<td>.75 (.14)</td>
</tr>
<tr>
<td>Contrast</td>
<td>.71 (.26)</td>
<td>.82 (.22)</td>
<td>.75 (.11)</td>
</tr>
<tr>
<td>Mean (sd)</td>
<td>.73 (.21)</td>
<td>.80 (.19)</td>
<td>.75 (.12)</td>
</tr>
</tbody>
</table>

Table 4. Descriptive statistics for Statistics Experiment Exam 2 proportion correct.

<table>
<thead>
<tr>
<th></th>
<th>Studied</th>
<th>Tested</th>
<th>Mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study-Only</td>
<td>.79 (.19)</td>
<td>.72 (.25)</td>
<td>.75 (.16)</td>
</tr>
<tr>
<td>Test-Only</td>
<td>.73 (.25)</td>
<td>.69 (.23)</td>
<td>.71 (.20)</td>
</tr>
<tr>
<td>Contrast</td>
<td>.73 (.20)</td>
<td>.76 (.21)</td>
<td>.75 (.11)</td>
</tr>
<tr>
<td>Mean (sd)</td>
<td>.75 (.22)</td>
<td>.72 (.23)</td>
<td>.74 (.16)</td>
</tr>
</tbody>
</table>
Table 5. Means and standard deviations for Exam 2 response time for correct responses.

<table>
<thead>
<tr>
<th></th>
<th>Studied</th>
<th>Tested</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study-Only</td>
<td>22.17 (6.90)</td>
<td>26.18 (10.66)</td>
<td>23.40 (6.02)</td>
</tr>
<tr>
<td>Test-Only</td>
<td>25.24 (12.63)</td>
<td>24.26 (9.67)</td>
<td>24.60 (8.14)</td>
</tr>
<tr>
<td>Contrast</td>
<td>23.02 (10.75)</td>
<td>21.63 (7.49)</td>
<td>22.25 (7.40)</td>
</tr>
<tr>
<td>Mean</td>
<td>23.52 (10.39)</td>
<td>24.03 (9.45)</td>
<td>23.44 (7.24)</td>
</tr>
</tbody>
</table>

Note that condition means are weighted by number of respective trials answered correctly.

Table 6. Descriptive statistics for Exam A proportion correct among the Contrast group, by item type, at various delays (within-subject analysis).

<table>
<thead>
<tr>
<th></th>
<th>Short ($M = 200$ s)</th>
<th>Medium ($M = 551$ s)</th>
<th>Long ($M = 1067$ s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tested Items</td>
<td>.333</td>
<td>.358</td>
<td>.392</td>
</tr>
<tr>
<td>Restudied Items</td>
<td>.258</td>
<td>.267</td>
<td>.400</td>
</tr>
<tr>
<td>Difference</td>
<td>.075</td>
<td>.091</td>
<td>-.008</td>
</tr>
</tbody>
</table>
Table 7. Descriptive statistics for Exam A proportion correct among Study-Only and Test-Only groups, at various delays (between-subjects analysis).

<table>
<thead>
<tr>
<th></th>
<th>Short ((M = 200 \text{ s}))</th>
<th>Medium ((M = 551 \text{ s}))</th>
<th>Long ((M = 1067 \text{ s}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study-Only</td>
<td>.43 (.26)</td>
<td>.35 (.20)</td>
<td>.42 (.22)</td>
</tr>
<tr>
<td>Test-Only</td>
<td>.25 (.20)</td>
<td>.22 (.22)</td>
<td>.32 (.26)</td>
</tr>
<tr>
<td>fContrast</td>
<td>.29 (.21)</td>
<td>.31 (.22)</td>
<td>.40 (.30)</td>
</tr>
</tbody>
</table>

Table 8. Descriptive statistics for Exam A correct item reaction time among the Contrast group, by item type, at various delays (within-subject analysis).

<table>
<thead>
<tr>
<th></th>
<th>Short ((M = 200 \text{ s}))</th>
<th>Medium ((M = 551 \text{ s}))</th>
<th>Long ((M = 1067 \text{ s}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tested Items</td>
<td>4.85 (1.45)</td>
<td>5.66 (1.98)</td>
<td>5.72 (2.26)</td>
</tr>
<tr>
<td>Restudied Items</td>
<td>2.00 (4.79)</td>
<td>5.12 (1.70)</td>
<td>5.16 (1.72)</td>
</tr>
<tr>
<td>Difference</td>
<td>2.85</td>
<td>.54</td>
<td>.56</td>
</tr>
</tbody>
</table>

Table 9. Descriptive statistics for Exam A correct item reaction time among Study-Only and Test-Only groups, at various delays (between-subjects analysis).

<table>
<thead>
<tr>
<th></th>
<th>Short ((M = 200 \text{ s}))</th>
<th>Medium ((M = 551 \text{ s}))</th>
<th>Long ((M = 1067 \text{ s}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study-Only</td>
<td>4.93 (1.31)</td>
<td>5.14 (2.04)</td>
<td>4.37 (0.64)</td>
</tr>
<tr>
<td>Test-Only</td>
<td>4.38 (1.21)</td>
<td>4.80 (1.69)</td>
<td>5.79 (2.47)</td>
</tr>
<tr>
<td>Contrast</td>
<td>5.17 (2.08)</td>
<td>5.66 (1.68)</td>
<td>5.54 (2.00)</td>
</tr>
</tbody>
</table>
Table 10. Correlations between Choice RT, MSLQ scales Exam A & B Performance.

<table>
<thead>
<tr>
<th>Scale Reliability ($\alpha$)</th>
<th>Exam A Accuracy ($r$)</th>
<th>Exam B Accuracy ($r$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice RT</td>
<td>NA</td>
<td>.37*</td>
</tr>
<tr>
<td>Intrinsic Goal Orient.</td>
<td>.65</td>
<td>-.10</td>
</tr>
<tr>
<td>Extrinsic Goal Orient.</td>
<td>.61</td>
<td>.10</td>
</tr>
<tr>
<td>Beliefs about Learn.</td>
<td>.65</td>
<td>-.04</td>
</tr>
<tr>
<td>Effort Management</td>
<td>.75</td>
<td>.11</td>
</tr>
<tr>
<td>Self-Efficacy</td>
<td>.90</td>
<td>.03</td>
</tr>
<tr>
<td>Rehearsal Strategy</td>
<td>.56</td>
<td>.00</td>
</tr>
<tr>
<td>Elaboration Strategy</td>
<td>.68</td>
<td>.02</td>
</tr>
<tr>
<td>Metacognition</td>
<td>.78</td>
<td>-.09</td>
</tr>
<tr>
<td>Test Anxiety</td>
<td>.66</td>
<td>-.02</td>
</tr>
</tbody>
</table>

* denotes significance at $p < .001$
A Test Preparation Strategy for Statistics: Quiz Yourself!

- The most common test preparation strategy used by college students: Re-read notes and/or textbook.
  - *This is not the best way to prepare for your tests*

- Research in cognitive and educational psychology has shown that you remember information better if you quiz yourself on it than if you re-study it, but most people are unaware of this fact.

- Practice makes perfect; re-reading information does not.
  - When you quiz yourself, you are practicing the act of remembering that information. It becomes easier to recall that information later.
  - When you re-study, you are attempting to memorize the information you already know. This does not strengthen your memories as much as self-quizzing.

- This graph comes from a classic paper (cited over 390 times in research articles), and the results it shows have been replicated many times.

- Participants in this experiment studied information, and then either studied it again later, or took a practice test on it.

- When they took the real test 2 days or 1 week later, information that was quizzed earlier was remembered far better than information only restudied.


**Moral of the Story:** Quiz Yourself for Better Test Scores

*Figure 1.* Three PowerPoint slides used in Classroom Quasi-Experiment instruction
Figure 2. An information screen.

Figure 3. An example screen.

Figures 4 and 5. Practice problem screens seen on Test (3) and Study (4) trials.

Figure 6. An exam screen.

Figure 7. A metacognitive judgment screen.
**Figure 8.** The general procedure for the Statistics Experiment.

- **Study Phase #1**
  - 8 trials
  - 1 concept per trial
  - Different requirements by group

- **Exam #1**
  - Tested on 8 previous concepts
  - Item-by-item feedback

- **Study Phase #2**
  - 8 trials
  - 1 (new) concept per trial
  - “Contrast” manip. for each group

- **Exam #2**
  - Tested on 8 previous concepts
  - Item-by-item feedback

- **Study-Only Group**
  - For each trial: Info, Example, Quiz w/ answer available

- **Test-Only Group**
  - For each trial: Info, Example, Quiz w/ no answer available until after response

- **Contrast Group**
  - Trials alternate between study-only and test-only variants

**Figure 9.** The effect of trial type for all Contrast subjects on both exams. Here and elsewhere, error bars represent standard errors.
**Figure 10.** The effect of trial type for Contrast subjects with test benefit on Exam 1.

**Figure 11.** The effect of trial type for Contrast subjects with study benefit on Exam 1.
Figure 12. Relationship between confidence in future memory and performance in Statistics Experiment.

Figure 13. Elemental symbol study slide.  Figure 14. Elemental symbol test/exam slide.
**Figure 15.** The periodic table used at pre-test and post-test (provided blank). Red symbols indicate elements used in List A list and blue symbols indicate elements used in List B.

**Figure 16.** The general procedure for the Chemistry Experiment. Time progress from left to right. Overlap indicates that delays for one list’s memory are used to learn or assess the other list.
**Figure 17.** The strategy manipulation phase of the Chemistry Experiment.
Figure 18. Post-Exam A feedback screen for the Study-Only group and Test-Only group (top) and Contrast group (bottom). Note the column headers and summary scores.
Figure 19. Exam A performance between groups (proportion correct).

Figure 20. Exam A performance between groups (reaction time; discrete delay).
**Figure 21.** Exam A performance between groups (reaction time; continuous delay).

**Figure 22.** The effect of trial type among the Contrast group, Exam A
Figure 23. Variation of delay within conditions (note that Short delay was constant at 200 s, not shown).

Figure 24. “Choice” latency by group.
**Figure 25.** Distribution of “Choice” latency between Study-Only (red), Test-Only (blue), and Contrast (green) groups

**Figure 26.** “Choice” latency by presence or absence of testing effect.
Figure 27. Relationship between “Choice” latency and Exam B accuracy. Regression lines shown with (blue) and without outliers (green).
Figure 28. Illustration depicting theoretical processes underlying interaction between group and delay. For each panel, time moves from left to right, and increases in strength (Y-axis) correspond to faster reaction time. High interference event refers to encoding of List B. Low interference event refers to tasks intervening between lists. For clarity, retrieval strength has been referred to as temporary strength, and storage strength referred to as lasting strength.