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Thermal decomposition reaction is an interesting yet challenging subject in biomass gasification process. For a number of years, researchers at CU-Boulder and NREL have been studying the pyrolysis chemistry of typical biomass compounds by cracking them in a hyperthermal tubular reactor. Downstream of the reactor, matrix isolation/infrared spectroscopy (MI/IR) or photoionization mass spectrometry (PIMS) is used to diagnose products generated in the process. To study the pyrolysis reaction mechanism and kinetics, one needs to characterize the thermal and fluid properties in the system. The reactors are typically 2 to 4 cm in length with an i.d. of 0.5 to 1 mm. Direct experimental measurements of the thermodynamic states distribution are difficult to conduct due to the small geometry and high operating temperatures (up to 1800 K). Thus there has been little learned about the details of the internal flow field, the downstream molecular flow in the vacuum chamber or the chemical kinetics throughout the system. In this thesis, numerical methods of computational fluid dynamics (CFD) and direct simulation Monte Carlo (DSMC) are used to obtain the thermal and fluid information. Presented are simulation results within and downstream of the reactor under different operating conditions. We conclude that both continuum and non-equilibrium flows exist in the system. In order to solve the flow field transitions between the two flow regimes, hybrid CFD/DSMC algorithms are implemented and results are discussed in detail. The hybrid approach provides us with a complete picture of the distribution of the thermodynamic and flow properties for quantitative kinetics studies.
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Chapter 1

Introduction

1.1 Background and motivation

Generating alternative fuels from biomass materials using pyrolysis techniques has long been considered an important research topic. At CU-Boulder [75, 69] and NREL [38, 54], we focus on studying the decomposition reaction mechanisms and chemical kinetics of typical biomass species. The experiments are carried out in a highly heated micro-tubular reactor under a pulse or CW mode. In recent years, we have become interested in quantifying the pyrolysis reactions. This requires a complete knowledge of the thermodynamic data inside the reactor, which are typically obtained by direct measurements. However, in our case, the small dimensions make this a formidable task. Probing a thermocouple would severely disturb the flow field and optical access is very difficult. As a result, we must use numerical tools to characterize the flow and validate the results by comparing them with limited measurements. A brief description of the nature of the flow field is given in sec. 1.3 and numerical methods used throughout this work are discussed in sec. 1.4.

The flow reactor assembly is shown in Fig. 1.1 and Fig. 1.2. During the experiments, dilute biomass species (usually 0.1% or less in molar ratio) mixed with carrier noble gas (helium or argon) will be fed into the reactor from a high-pressure reservoir. If a CW reactor is used, the flow field inside the reactor will reach a steady state. A mass controller is used to modulate the amount of gas coming into the system. The pressure upstream from the reactor is measured. Two electrodes are attached on the reactor to generate heat using an external current. The heating temperature on the reactor surface can be roughly measured using a thermal couple. When flow passes through
Figure 1.1: A pulsed reactor with infrared spectrometry diagnostic

Figure 1.2: A CW reactor with photoionization mass spectrometry diagnostic
Figure 1.3: Skimmer used to separate source chamber and diagnostic chamber in PIMS system
the reactor, pyrolysis reactions take place. Then reactants will be decomposed into products and expanded into the following vacuum chambers, which are often held at low pressure (around $10^{-5}$ torr).

Typically, the decomposed products from the pyrolysis process are analyzed by either infrared (IR) spectroscopy or photoionization mass spectrometry (PIMS). In a PIMS system, as shown in Figure 1.2, there are two vacuum chambers. The first chamber (held at about $10^{-4}$ torr by a mechanical pump) is called the source chamber and the second chamber (held at $10^{-7}$ torr by a diffusion pump) is called the diagnostic chamber. They are separated by a small-diameter skimmer (shown in Figure 1.3) to form a molecular beam. When the molecular beam reaches the end of the diagnostic chamber, a laser beam is used to ionize the molecules. The ions are then diagnosed by the time-of-flight.

1.2 Pyrolysis experiments

Our experimental facility has made the study of the initial decomposition reactions possible. It involves a small (1 mm i.d., 2-3 cm long) flow reactor and is equipped with advanced diagnostics. Based on the well known “Chen Nozzle” [24], the residence time in the reactor is very short, typically 50-150 microseconds, allowing for a study of the earliest kinetic processes. The diagnostics, matrix isolation/infrared spectroscopy (IR) and photoionization mass spectroscopy (PIMS), in combination allow us to identify all species present assuming the number of species is reasonably small. This includes radials as well as stable species. However, a major disadvantage of the system is a lack of understanding of the internal fluid dynamics. Without detailed knowledge of the velocity, temperature and density distributions within the reactor, it is not possible to extract reliable kinetic information.

Depending on the pumping capability the flow is either pulsed or run continuously. At present we pulse the flow in our labs (CU-Boulder and NREL), but run continuously at the Advanced Light Source (ALS). The reactor is electrically heated, either resistively using conducting materials (SiC or other metals) or via nichrome wire for non-conducting materials (alumina/quartz). Most of our
work has been with SiC which is tolerant of high temperatures and is inert on surface chemistry. We typically run a very dilute single reactant (less than 0.1% in an atmosphere of He, Ar or Ne) and observe its unimolecular decomposition. Because the residence times are so short, we generally collect only very early products. This is the first major advantage of the system.

The second advantage comes from the diagnostics. In matrix isolation/IR spectroscopy the exhaust from the reactor expands into a hard vacuum onto a CsI window held at a temperature low enough to freeze the carrier gas along with any other species present. The reactor is operated for a period of time until the frozen layer becomes sufficiently thick to allow detection by absorption spectroscopy, typically carried out with an FTIR spectrometer. Because the temperature is so low the resulting vibrational spectra are quite clean, usually allowing unambiguous identification. In the PIMS apparatus the products from the reactor are ionized with vacuum ultraviolet (VUV) photons and detected with a time-of-flight mass spectrometer. The underexpanded jet from the tube exit is skimmed and the resulting molecular beam intersected by a VUV light source (either 10.5 e.v. laser photons in our laboratory or energy tunable synchrotron radiation at ALS). We can also use multiphoton ionization for very precise species identification. Thus, the methods are complementary in the sense that we can detect all species (including organic and atomic radicals) with PIMS, and can identify organics using IR. To date, we have mostly worked with molecules that are of interest in biomass gasification. This includes 2-phenethyl phenyl ether [38], methoxyphenols [53, 55], furans [74, 76], and acetaldehyde [75, 73]. We have recently begun to look at the unimolecular decomposition of large fuel molecules, including JP-10, dicyclopentadiene and cyclohexene.

Based on the simple geometry and the known operating conditions of such systems we can speculate on the characteristics of the flow. If the mass flow rate is sufficiently high to maintain continuum flow inside the reactor, it is known that the following occurs. Because of friction and heating effects, the flow will accelerate and the pressure will drop. At the tube exit the flow will choke, i.e. the local flow velocity equals the local speed of sound. Downstream of the exit, an underexpanded, supersonic jet forms. The expansion within the jet is nearly isentropic and the pressure, density and temperature drop rapidly with downstream distance. Supersonic jets
have been used extensively in molecular studies because low temperatures translate into much simpler optical or ionization spectra. The other limit, that of low mass flow rate, is an entirely different process. Here the flow rarefies within the reactor and at the exit become effusive in nature. Therefore, as part of understanding the flow in general, a goal is to clearly define the appropriate operating conditions and their effects on flow both within and downstream of the reactor.

The small reactors we use in our experiments are variants of Peter Chen’s nozzle [24, 25, 16, 23, 51, 84]. Tables 1.1-1.3 list the reactor geometries, skimmer and interaction size and distances, and flow conditions of the reactors we have used. Most of our experiments are carried out with SiC tubes which can be electrically heated to approximately 1800 K. The electrical current is supplied via small electrode clips attached to the reactor.

The overall experimental setup is illustrated in Fig. 1.4. As mentioned previously, we run CW at the Advanced Light and pulsed in Colorado. The flow rate is recorded with a unit of standard cubic centimeter per minute (sccm). For the CW cases we have run with carrier gas volumetric flow rates of 25 sccm to 300 sccm, although as our discussion indicates, we have now settled on running at the upper limit of this range to insure mostly continuum flow in the reactor and a well formed supersonic expansion downstream. During an experiment, the volumetric flow rate is controlled using a mass flow controller, and the pressure just upstream of the reactor and in the downstream chambers are measured. The upstream pressure typically ranges from 100 torr to 300 torr depending on the heating temperature and flow rate. For pulsed flow, the flow rate is determined by the time dependent geometry of the valve pintle and orifice and is not well known.

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Experiment</th>
<th>Diameter (mm)</th>
<th>Length (mm)</th>
<th>Heated Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulsed He SiC</td>
<td>118.2nm PIMS</td>
<td>1.0</td>
<td>38.3</td>
<td>18.7</td>
</tr>
<tr>
<td>Pulsed Ar SiC</td>
<td>Ar Matrix</td>
<td>1</td>
<td>27.4</td>
<td>10.6</td>
</tr>
<tr>
<td>Pulsed Ne SiC</td>
<td>Ne Matrix</td>
<td>1</td>
<td>38.3</td>
<td>18.7</td>
</tr>
<tr>
<td>CW He SiC</td>
<td>ALS PIMS</td>
<td>0.66</td>
<td>25.4</td>
<td>15</td>
</tr>
<tr>
<td>CW Ar SiC</td>
<td>SLS PIMS</td>
<td>1</td>
<td>30</td>
<td>15</td>
</tr>
</tbody>
</table>
Figure 1.4: Experimental arrangement of CW and pulsed reactors
Table 1.2: Downstream geometry

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Experiment</th>
<th>Skimmer Entry Diameter (mm)</th>
<th>Skimmer Exit Diameter (mm)</th>
<th>Interaction Region Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulsed He SiC</td>
<td>118.2nm PIMS</td>
<td>1</td>
<td>10</td>
<td>178</td>
</tr>
<tr>
<td>Pulsed Ar SiC</td>
<td>Ar Matrix</td>
<td>N/A</td>
<td>N/A</td>
<td>42</td>
</tr>
<tr>
<td>Pulsed Ne SiC</td>
<td>Ne Matrix</td>
<td>N/A</td>
<td>N/A</td>
<td>45</td>
</tr>
<tr>
<td>CW He SiC</td>
<td>ALS PIMS</td>
<td>2</td>
<td>10</td>
<td>150</td>
</tr>
<tr>
<td>CW Ar SiC</td>
<td>SLS PIMS</td>
<td>2</td>
<td>5</td>
<td>260</td>
</tr>
</tbody>
</table>

Table 1.3: Operating conditions

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Experiment</th>
<th>Flow Rate (sccm)</th>
<th>Upstream Pressure (Torr)</th>
<th>Downstream Pressure (Torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulsed He SiC</td>
<td>118.2nm PIMS</td>
<td>N/A</td>
<td>1500-2000</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Pulsed Ar SiC</td>
<td>Ar Matrix</td>
<td>N/A</td>
<td>800</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Pulsed Ne SiC</td>
<td>Ne Matrix</td>
<td>N/A</td>
<td>800</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>CW He SiC</td>
<td>ALS PIMS</td>
<td>280</td>
<td>100-300</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>CW Ar SiC</td>
<td>SLS PIMS</td>
<td>280</td>
<td>50</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>

1.3 General flow considerations

The character of a given flow field is determined by the geometry and initial and boundary conditions. In general, the velocity field is obtained from the velocity distribution which is described by Boltzmann’s equation:

$$\frac{\partial}{\partial t}[nf] + c \cdot \frac{\partial}{\partial \mathbf{x}}[nf] = \left\{ \frac{\partial}{\partial t}[nf] \right\}_{\text{collision}}$$

Boltzmann’s equation is an integral-differential equation and is difficult to solve. However, if the density throughout is large enough then the flow is said to be continuous and, in principle, is described by the Navier-Stokes equations which arise out of a limiting solution of Boltzmann’s equation. The critical parameter for deciding whether the continuous limit holds is the Knudsen number, which is the ratio of the collision mean free path to a characteristic length. For a tube,

$$Kn = \frac{\lambda}{d}$$
Figure 1.5: Free jet transition to free molecular flow
where $\lambda$ is the mean free path and $d$ the tube diameter. The Knudsen number is related to the familiar parameters of fluid mechanics, the Mach number $M$ and the Reynolds number $Re$, i.e.

$$M = \frac{U}{a} \quad \text{and} \quad Re = \frac{Ud}{\mu}$$

(1.3)

where $U$ is the local flow velocity, $a$ is the local speed of sound and $\mu$ is the dynamic viscosity. One can show that

$$Kn = 1.26\sqrt[\gamma]{Ma \over Re}$$

(1.4)

where $\gamma$ is the ratio of specific heats. For monatomic gases, $\gamma$ is approximately 1.6667.

Based on an appropriately defined Knudsen number, one may divide a flow into various regimes. One such division by Bird [10] is shown in Fig. 1.6. Here the continuum domain corresponds to small values of the Knudsen number. At the opposite limit of a large Knudsen number the flow becomes collisionless. A somewhat more refined division was given by Schaaf and Chamber [52] in which four flow regimes were defined: continuum flow, slip flow, transition flow, and free molecular flow. They are illustrated in Fig. 1.7. As we shall indicate, the Reynolds numbers for our flows range from approximately 100-1000, while the Mach number increases from a small value at the reactor inlet to unity near the exit. Based on Fig. 1.7 we should be concerned that some portion of the flow is in the slip regime. The slip regime corresponds to a range of Knudsen numbers based on the local velocity gradient from about 0.1 to 1. This does turn out to be the case for some operating conditions. Regardless, once the flow exits the reactor the density (and temperature and pressure) drops rapidly and transitions to free molecular flow within a diameter or two of the exit.

1.4 Discussion of numerical methods

As stated above, the flow field in the system is very complex. Since it contains both continuum and noncontinuum parts, different numerical methods should be applied in different areas.
Figure 1.6: Knudsen number and appropriate mathematical models (adapted from [10])

<table>
<thead>
<tr>
<th>Discrete Particle Model</th>
<th>Boltzmann Equation</th>
<th>Collisionless Boltzmann Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuum Model</td>
<td>Euler</td>
<td>Navier-Stokes</td>
</tr>
</tbody>
</table>

Inviscid Limit | Local Knudsen Number = \( \lambda / L \) | Free-Molecule Limit

\[
\begin{array}{cccccc}
0.01 & 0.1 & 1 & 10 & 100 & \infty \\
\end{array}
\]

Figure 1.7: Regimes of gas dynamics (adapted from [52])
Computational fluid dynamics (CFD) [15] is considered as an appropriate tool for the continuum flow and direct simulation Monte Carlo (DSMC) [10] for the noncontinuum flow. Transition from continuum to noncontinuum varies with the operating conditions, e.g. flow rates, heating temperatures and reactor geometry. Thus we should use a hybrid CFD/DSMC [82, 56, 1] approach that can determine the transition location and communicate information between them.

1.4.1 Continuum flow and computational fluid dynamics (CFD)

Under almost all circumstances the flow field near the entry to the reactor is in the continuum domain. In this domain, the flow may be described by the Navier-Stokes equations (Appendix B). They were first derived in 1822 by Navier [46] based on molecular theory. They were later derived by Stokes using the more familiar methods outlined in modern fluid dynamics text books [6]. A rigorous derivation starts with the velocity distribution function. The Chapman-Enskog solution of the Boltzmann equation results in the macroscopic transport properties. For multicomponent, reacting, compressible flow, the conservations of mass, individual species, momentum and energy are required.

Once a problem has been formulated by providing the appropriate form of the above equations along with initial and boundary conditions, the problem of solving the equations remains. Except for particularly simple geometries and physical conditions, this is not readily possible using analytic methods. As a result, most problems are solved numerically. This is the domain of Computational Fluid Dynamics (CFD). The partial differential Navier-Stokes equations are replaced with discrete forms, either finite differences or volumes. Thus the problem becomes one of solving simultaneous algebraic equations. There are a variety of possible approaches and appropriate methods depending on the flow conditions.

1.4.2 Rarefied flow and direct simulation Monte Carlo (DSMC)

When the local Knudsen number begins to exceed 0.1, the Navier-Stokes equations no longer apply and particulate methods must be used to simulate the flow field. Direct Simulation Monte
Carlo (DSMC) is a discrete particle dynamics method first proposed by Bird [10]. To control computation costs, Bird introduced the idea of representative particles, where each particle carried by the simulation represents a large number of real molecules, typically several orders of magnitude. (The ratio of real to simulated particles is called the “scaling factor”.) Thus, unlike molecular dynamics where particle trajectories are followed throughout collisions based on atomic forces, particle movement and collisions are carried out separately in time, with collisions being treated statistically. This requires time steps considerably less than the mean collision time be used when solving for particle motion. Particles are moved deterministically, then collisions are simulated probabilistically. A variety of physical collision models have been developed including the hard sphere (HS) model, the variable hard sphere (VHS) model, and the variable soft sphere (VHS) model. At regular user-selected intervals the flow is sampled to determine the mean flow properties including density, velocity, temperature and pressure. For stationary flows these properties are monitored until satisfactory levels of signal to noise ratios are achieved. One needs to carefully choose the time step, cell size and scaling factor in order to obtain accurate results and maintain reasonable computational cost at the same time.

1.4.3 Coupling of CFD/DSMC

Since the flow transitions from continuum to collisionless as it passes through the reactor and expands at the reactor exit, neither CFD nor DSMC is suitable for modeling the entire flow field. In this case, a hybrid method is required that matches CFD for the continuum portion of the flow field, and DSMC for the rarefied and collisionless portion. There are several approaches to couple CFD and DSMC, the two main approaches being zonally decoupled and state-based fully coupling. The zonally decoupled method is suitable for flow where there is a fairly clear separation between a subsonic continuum region and a supersonic, low density region. This is the present case as the downstream pressure is very low, and the reactor flow chokes at the exit and then rapidly expands in the vacuum chamber. Thus, the zonally decoupled method is chosen as our major coupling method.
1.5 Thesis organization

The remainder of the thesis is organized as following. In Chapter 2, the basic fluid dynamics is analyzed from a theoretical point of view. In Chapter 3, we carry out detailed simulations about the fluid dynamics inside the reactor using commercial CFD software. The impacts of different operating conditions on the fluid dynamics are analyzed. In Chapter 4, we introduce the CFD and DSMC codes written for the project. The structures and features are illustrated. Based on these two codes, we further introduced how to implement the hybrid CFD/DSMC algorithm. In Chapter 5, we show the simulation results downstream using our DSMC code and the DS2V code. Skimmer interferences on the molecular beam behavior are discussed. Finally, Chapter 6 summaries the contribution of this thesis and briefly examines possible avenues for future inquiry.
Chapter 2

Simple Flow Analysis

For certain simplifying assumptions, the Navier-Stokes equations can be solved directly for flow in a constant area tube. In this chapter we illustrate some features of the flow this way, while also pointing out deficiencies in the simple solution that ultimately require numerical simulations. For the expansion flow downstream of the reactor, one can also reach some conclusions based on simple isentropic theory and by utilizing experimental correlations for the flow properties.

2.1 Continuous flow inside the reactor

The reactor has a very simple geometry, involving a straight pipe with a constant diameter. Assuming that the flow within the tube lies entirely within the continuum regime, it can be described by the Navier-Stokes equations. An important non-dimensional relation is the Reynolds number, defined as:

$$Re = \frac{\rho Ud}{\mu}$$  \hspace{1cm} (2.1)

Here $\rho$ is the mass density, $U$ is the average gas velocity in the tube, $D$ is the tube diameter, and $\mu$ is the dynamics viscosity. It is well known that if the Reynolds number is less than about 2300 the flow is laminar. A special limit of a laminar flow, Poiseuille flow, has a similar scenario where the density is constant and the velocity is unchanging with distance along the tube. This is called a fully developed flow. For Poiseuille flow the average velocity is related to the axial pressure gradient by:
\[ U = -\frac{dP}{dz} \frac{r_0^2}{8\mu} \]  
(2.2)

and the radial velocity distribution becomes

\[ U = -\frac{dP}{dz} \frac{d^2}{4\mu} \left[ 1 - \left(\frac{r}{r_0}\right)^2 \right] \]  
(2.3)

where \( r_0 \) is the tube radius. Referring to such a flow as fully developed indicates that entrance effects are not important, and thus flow conditions are described by the above equations. Note that for a fully developed, constant density flow the pressure gradient is equal to the inlet pressure minus the outlet pressure divided by tube length.

While these results are not exact in our case, some important conclusions can be reached. First, the velocity in the tube is directly proportional to the pressure gradient and inversely proportional to the viscosity. Alternatively, if we solve for the pressure gradient, it is directly proportional to the viscosity and inversely proportional to the velocity. Since operationally we fix the volumetric flow rate at the inlet and thus the average velocity, the pressure drop across the tube will change as we heat the tube due to the temperature dependency of the viscosity. It is the case that the viscosities of both helium and argon are proportional to temperature to about the 0.7 power (see Appendix A). In addition, carrier gases with different viscosities will result in different pressure gradients.

At the inlet of the tube flow, if the upstream plenum is large enough, the flow presents as uniform in velocity, pressure and temperature. Because of the no-slip condition at the tube walls, the velocity there is by necessity zero. As a result, boundary layers develop along the walls and the flow evolves along the axial direction until the boundary layers merge at the centerline. Eventually, the flow becomes fully developed and is described by the above equations. There are correlations for the so-called entrance length, or the distance to the point where the flow becomes fully developed. For a laminar flow the accepted correlation is:
The Reynolds number in our flows range from 70-150. At the upper extreme one would have \( \frac{L_e}{d} \simeq 9 \). For a 1 mm tube, the entry length would thus be about nine millimeters, almost a centimeter. Therefore, while the simple solutions are useful in guiding our understanding they are not sufficient for providing the level of accuracy needed for quantification.

We have not yet addressed the temperature distribution, which is obviously important given the strong non-linear dependence of reaction rate constants on temperature. Like momentum, there are simple solutions to the energy equation if we assume a steady-state, laminar, incompressible, fully developed flow. Furthermore, if we assume that the heat flux from the wall does not vary with axial distance, then one can show that the rate of temperature change in the tube is a constant:

\[
\frac{\partial T}{\partial z} = \text{const} \tag{2.5}
\]

This is not true in our case, but the assumption is useful. Solving the heat equation under these assumptions results in the following expression for the temperature with respect to the centerline temperature:

\[
T(r) - T_{r=0} = \frac{1}{\alpha} \frac{\partial T}{\partial z} \frac{u_0 r_0^2}{4} \left[ \left( \frac{r}{r_0} \right)^2 - \frac{1}{4} \left( \frac{r}{r_0} \right)^4 \right] \tag{2.6}
\]

Here \( \alpha = k/\rho c_p \) is the thermal diffusivity. Therefore, if the centerline temperature is less than the wall temperature, which it will be at the entrance and for some distance downstream, there is a parabolic temperature distribution. However, at some point the temperature across the tube will reach the wall temperature and from then on will be constant. The distance over which this takes place is called the thermal entry length. One correlation available is given as:

\[
\frac{L_{e,th}}{d} = 0.033 \, RePr \tag{2.7}
\]
where $Pr = \frac{c_p\mu}{k}$ is the Prandtl number which for helium is around 0.683. For a Reynolds number of 150, the thermal entry length is about 1.3 mm so we would expect the flow to fairly rapidly approach the wall temperature and be constant from then on. For argon, however, the Reynolds/Prandtl product is about 230 times that of helium. Thus, for argon one would not expect the flow on the interior of the tube to reach the wall temperature.

Finally we come to the crux of the matter: how will these distributions affect the rate at which reactions take place. Consider a simple unimolecular reaction $A \rightarrow \text{Products}$. In this case the rate equation for the disappearance of $A$ is:

$$\frac{d[A]}{dt} = -k(T)[A]$$  \hspace{1cm} (2.8)

where $k(T)$ is the temperature-dependent reaction rate constant. If the temperature is constant then the concentration of $A$ will decrease exponentially. If the velocity within the tube were constant throughout then the concentration at the end of the tube would simply be:

$$[A]_L = [A]_0 e^{-k\tau_{res}}$$  \hspace{1cm} (2.9)

where $\tau_{res} = L/U$ is the residence time. However, the velocity within the tube varies as described above and thus is not constant. Consequently there is a distribution of residence times. Furthermore, while the thermal entry length is short, it is finite. Therefore, neither of the above assumptions hold.

For fully developed, constant density laminar pipe flow, one can show [27] that the age, or residence time distribution $E$, in the absence of diffusion is of the form $\tau/t^2$ where $\tau$ is the residence time based on the average velocity. Diffusion will modify this distribution. For the case with a constant temperature but including diffusion Wehner and Wilhelm [78] showed (see Levenspiel [43]) that the average exit concentration for a first order reaction is then:

$$\frac{C_L}{C_0} = \frac{4a \exp(\tau_D/2)}{(1 + a)^2 \exp(a\tau_D/2) - (1 - a)^2 \exp(-a\tau_D/2)}$$  \hspace{1cm} (2.10)
where

\[ a = \sqrt{1 + 4k\tau/D} \quad \text{and} \quad \tau_D = \frac{\bar{u}L}{D} \quad (2.11) \]

and \( D \) is the effective diffusion coefficient defined as:

\[ D = D_{\text{molecular}} + \frac{\bar{u}^2d^2}{192D_{\text{molecular}}} \quad (2.12) \]

where \( D_{\text{molecular}} \) is the molecular diffusion coefficient.

However, since the basic assumptions for the residence time distribution are not satisfied, a more complete analysis is required. The consequence is that numerical methods are required to accurately describe the flow field.

### 2.2 Role of wall reactions: the Peclet number

One question that is often raised is whether wall reactions play an important role given that the reactors are constructed from silicon carbide. Of course, one must work to eliminate this possibility by careful experimentation, however it appears that the nature of the flow field minimizes the effect of any wall reactions.

One can show that the characteristic time for flow in the reactor or residence time is \( \tau_{\text{res}} = L/u \) and the characteristic time for radial diffusion is \( \tau_{\text{diff}} = R^2/D \). As an example, consider the diffusion of acetaldehyde. Fig. 2.1 compares the characteristic times for acetaldehyde in helium and argon carrier gases as a function of temperature. As can be seen, except at the highest temperatures, the residence time in the reactor is less than the characteristic radial diffusion times. (Here the residence times are obtained from CFD solutions as described in Chapter 3.)

The ratio of these two times is the Peclet Number:

\[ Pe = \frac{\tau_{\text{res}}}{\tau_{\text{diff}}} = \frac{Lu}{D} \quad (2.13) \]

In the limit of small Peclet numbers the residence time is too short for diffusion to take place. In this case, one can expect that only the flow directly adjacent to the wall would be affected by
Figure 2.1: Comparison of residence and diffusion times for acetaldehyde in helium and argon
wall reactions. Conversely for large Peclet numbers, the flow is diffusion dominated. This means that the flow is well mixed in the radial direction. Thus, the wall reaction would have a greater effect on the body of the flow. However, the situation is more complex in that the heterogeneous and homogeneous chemistry can play a role. For example, if the surface chemistry were to produce light radicals, they would diffuse faster and could drive gas phase reactions in the body of the flow. Again, careful experimental calibration and simulation must determine the importance of heterogeneous reactions.

2.3 Role of secondary radical reactions

An advantage of a supersonic high temperature micro-reactor over more conventional pyrolysis tubes is the short residence time, which helps to minimize rapid, secondary radical reactions. Many radicals react with little or no activation energy and radical/radical reactions are consequently very fast. Radical/radical reactions can have second-order rate constants, $k_{II}$, on the order of $2 \times 10^{-10}$ cm$^3$/sec. For radical/radical reactions, such as CH$_3$ + HCO $\rightarrow$ CH$_4$ + CO, the destruction rate for the radicals is quadratic in $[R]$, the radical concentration. The half-life of the radicals, $\tau_{1/2}$, can be estimated as

$$\tau_{1/2} = \frac{1}{2k_{II}[R]_0}$$

(2.14)

If the partial pressure of the radical in the micro-reactor is roughly 1 mTorr, then $\tau_{1/2}$ is about 200 $\mu$sec at a temperature of 1200 K. Consequently, a transit time of 100 $\mu$sec (or less) through the micro-reactor would minimize many interfering secondary radical reactions. As we shall see, because of the variation in temperature and pressure within the reactor, the effective residence time for reaction is likely to be a few tenths of microseconds. Therefore, if the initial reactant concentration is small enough, secondary reactions are unimportant. Of course, in practice there is a tradeoff between signal and minimizing secondary reactions.
2.4 Rarefied flow in the vacuum chamber

Upon exiting the reactor, the flow enters a first vacuum chamber at about $10^{-6} - 10^{-4}$ torr. Therefore, an underexpanded jet is formed. In the continuum limit the centerline flow is isentropic until a strong shock wave (Mach disk) is formed (see Fig. 1.5). However, in our case, the vacuum chamber is always held at very low pressure so that the flow rapidly transitions into a free molecular, or collisionless, flow [4]. When using matrix isolation diagnostics the flow impinges directly onto the matrix window in the first vacuum chamber. For PIMS, a skimmer separates the first chamber from the time-of-flight spectrometer that is further pumped to $10^{-7}$ torr. This type of flow was studied extensively in the 1960’s and 1970’s. A review of the literature on underexpanded jets and molecular beams relating to mass spectrometry is given by Miller [45].

We first assume that the expansion will follow an isentropic process and remain on a continuum at least for a certain distance. Then in the continuum region of the expansion, the simple one-dimensional isentropic flow relations [60] give the following:

\[
\frac{T}{T_0} = \left(1 + \frac{\gamma - 1}{2} M^2 \right)^{-1} \quad (2.15)
\]

\[
\frac{P}{P_0} = \left(1 + \frac{\gamma - 1}{2} M^2 \right)^{-\frac{\gamma}{\gamma - 1}} \quad (2.16)
\]

\[
\frac{n}{n_0} = \left(1 + \frac{\gamma - 1}{2} M^2 \right)^{-\frac{1}{\gamma - 1}} \quad (2.17)
\]

where $M$ is the Mach number defined as

\[
M \equiv \frac{V}{a} = \frac{V}{\sqrt{\gamma RT}} \quad (2.18)
\]

and $a$ is the local speed of sound. $P_0$ and $T_0$ are the total or stagnation pressure and temperature, which are the values that $P$ and $T$ would take if the flow were isentropically decelerated to zero velocity. For a sharp-edged orifice, these would be $P$ and $T$ in the upstream chamber. However, in our case, we can only estimate their values using the isentropic relations.

By applying the First Law of Thermodynamics where $h_0$ is the total enthalpy


\[ h_0 = h + \frac{V^2}{2} \]  

(2.19)

and introducing the specific heat at constant pressure, one can show that:

\[ V = \sqrt{\frac{2R}{W} \left( \frac{\gamma}{\gamma - 1} \right) (T_0 - T)} \]  

(2.20)

If \( T_0 \gg T \), then the velocity approaches an asymptotic limit of

\[ V_{\infty} = \sqrt{\frac{2R}{W} \left( \frac{\gamma}{\gamma - 1} \right) T_0} \]  

(2.21)

Exploiting these relationships requires that the Mach number be known as a function of distance from the reactor exit. We use a correlation from Anderson [3],

\[ M = 1.0 + A \left( \frac{x}{d} \right)^2 + B \left( \frac{x}{d} \right)^3 \]  

(2.22)

for \( 0 > \left( \frac{x}{d}\right) > 1.0 \), and

\[ M = \left( \frac{x}{d} \right)^{\gamma - 1} \left[ C_1 + \frac{C_2}{\left( \frac{x}{d} \right)} + \frac{C_2^2}{\left( \frac{x}{d} \right)^2} + \frac{C_3^3}{\left( \frac{x}{d} \right)^3} \right] \]  

(2.23)

for \( \left( \frac{x}{d}\right) > 0.5 \). The empirical constants are given in Miller [45]. Note that the Mach number is not a function of the thermodynamic state.

The above relations are valid for the continuum flow upstream of the Mach disk. An empirical relation for the location of the Mach disk given by Bier and Schmidt [9] is:

\[ \frac{x_M}{d} \cong 0.67 \left( \frac{P_0}{P_b} \right)^{1/2} \]  

(2.24)

where \( P_b \) is the pressure in the vacuum chamber into which the expansion flows. This continuously expanding region is sometimes also referred to as the “zone of silence”. For the typical pressure ratios seen in PIMS machines \((10^4-10^6)\), this expression predicts a distance of 10 cm which is far from the flow exit. In fact, for a low enough \( P_b \) it is unlikely that a Mach disk forms as the transition to a
free molecular flow takes place at distances much closer to the reactor exit. Thus, an important issue is whether these continuum relations properly describe the flow field as it undergoes the transition to free molecular flow. It is well known, for example, that once the collision frequency drops below a certain value, both translational and internal modes are unable to exchange energy and the flow “freezes”. Therefore, the isentropic expression for temperature will break down. Fig. 2.2 from Miller [45] illustrates this situation including the results of numerical solutions to translational energy rate equations for the kinetic energy both parallel and perpendicular to the flow axis. As can be seen, the parallel temperature freezes first, while the perpendicular temperature takes a longer distance to freeze.

Figure 2.2: Illustration of the supersonic expansion and skimmer sampling (adapted from [45])

While the transition to a free molecular flow takes place over a finite distance in reality, for simple characterization, many authors have proposed a “quitting surface” model, sometimes also referred to as the “last collision surface” [7] based on a Knudsen or collision number analysis. Miller [45] recommends using the following correlation for the limiting parallel speed ratio based on Beijerinck and Verster’s [7] results:
\[ S_{\parallel,\infty} = \sqrt{\frac{\gamma}{2}} M_{\parallel,\infty} = A \left[ \sqrt{2} n_0 d \left( \frac{53 C_6}{k T_0} \right)^{1/3} \right]^B = A \left[ Kn_0^{-1} \right]^B \tag{2.25} \]

Here \( A = 0.527 \) and \( B = 0.545 \) when monatomic gas is used.

For the purposes of this discussion, the most important consequence is that all reactions are rapidly quenched. As an example, the expansion of a helium gas from a \( T_{wall} = 1500 \) K reactor is studied. Fig. 2.3 shows a comparison between the temperature calculated using a DSMC simulation and the empirical expressions in Miller [45]. The starting temperature at \( x = 0 \) is about 1200 K due to the cooling effect of gas acceleration near the reactor end. While the simulated value does not exactly agree with the isentropic calculation, both show that the temperature drops rapidly downstream, roughly by half within one reactor diameter. This temperature quenching implies that any chemical reaction can only take place within the reactor and will quickly cease in the expansion.

Combining Eqn. 2.25 with the relationship between the Mach number and the distance results in the quitting surface location. In the example discussed below \( M_{\parallel,\infty} = 19.96 \) and the quitting surface is located 1.53 cm downstream of the tube exit. Beijerinck and Verster (1981) [7] actually recommend a correlation based on the parameter

\[ \Xi = 3.189 \left( \frac{\gamma - 1}{\gamma} \right)^{1/2} z_{ref} n_0 (C_6/k T_0)^{1/3} \tag{2.26} \]

\( \Xi \) is related to the Knudsen number and \( z_{ref} \) is a scaling length which for argon is 0.403 \( d \). \( C_6 \) is the long range van der Waals attractive potential parameter. The quitting distance correlation is:

\[ z_F = z_{ref} \left( \frac{1.875 \Xi}{N_F} \right)^{3/(\gamma + 2)} \tag{2.27} \]

\[ x_q \approx d \left( \frac{M_{\infty}}{C_1} \right)^{1/(\gamma - 1)} \tag{2.28} \]

where \( N_F \) is a collision number that Beijerinck and Verster [7] set to 2.14. For the same example of the helium gas from a \( T_{wall} = 1500 \) K reactor, this correlation results in a quitting surface located
Figure 2.3: Temperature as a function of downstream distance from reactor exit
Fig. 2.2 illustrates what is known about the centerline velocity distributions downstream of the quitting surface. The parallel temperature distribution remains Gaussian-like with constant width (i.e. temperature). However, the perpendicular distribution displays the characteristics of a double Gaussian. The narrow peak represents the collisionless velocity distribution. This portion of the distribution continues to narrow with downstream distance, falling like $1/x^2$. This is primarily a geometric effect as the flow at this point behaves as if it originates from a point source. The broader base is due to collisions between molecules traveling in the axial direction that transfer energy orthogonal to the beam. This effect has been studied by Beijerinck and Verster [7] who referred to it as a “blistering” of the distribution function. In Fig. 2.2, the curve labeled $T_c$ represents an average temperature for the total perpendicular distribution, while $T_\perp$ represents the narrow collisionless core. They estimate that the broad base is 5 to 10 times wider than the narrow core. To be conservative, we use the larger value.

Figure 2.4: Knudsen numbers as a function of downstream distance

Using the above facts, we can then estimate the centerline expansion/beam properties as a function of downstream distance. As mentioned above, the collisionless perpendicular temperature
falls like $1/x^2$. Bird [12] carried out DSMC studies of the behavior of skimmers in sampling supersonic beams. He showed that for sufficiently large values of a modified Knudsen number ($Kn$ based on $T_0$ and the skimmer diameter), that the skimmer has little effect on the upstream flow and that it will behave in the idealized way. That is, the exit flow rate will equal the flow rate that strikes the entry port with no loss due to molecule-molecule or molecule-wall collisions and the velocity distribution of the incoming molecules will not be disturbed. A reasonable lower limit to the modified Knudsen number is 5-8 depending on the collision cross sections. Since the density downstream of the quitting surface also drops by $1/x^2$ [12] the Knudsen number can be easily calculated. Furthermore, the centerline beam property relations are unaffected by the skimmer. Fig. 2.4 shows the distribution of the local and modified Knudsen numbers [12]. For example, a skimmer placed at a modified Knudsen number of 5 would be located about 2.5 cm downstream of the nozzle exit. Clearly larger distances will suffer no skimmer collisional effects. Starting at the quitting surface, and assuming the skimmer is located sufficiently far downstream, the temperature and centerline number density can be estimated by the analytical solutions.
Chapter 3

Reactor Simulations with CFD Method

In the CFD simulations we solve the 2D axisymmetric Navier-Stokes equations along with the heat equation for the reactor walls. The geometry and mesh are shown in Fig. 3.1. We include part of the upstream feed tubing, the connecting transition section, and the reactor. Simulations have been performed using helium or argon as the carrier gases, and the properties of these two gases along with those of the wall material, SiC, are given in Appendix A.

To complete the solution, appropriate boundary conditions must be provided. These include the outer wall temperature between the electrodes, the mass flow rate, the inlet or outlet pressure, and some statement regarding the boundary conditions for velocity and temperature between the gas and solid walls such as the no-slip condition or a slip relation. (When solving the species conservation equation we specify a zero flux at the walls.) When conducting experiments, we specify the volumetric flow rate and the outer wall temperature of the reactor. As the pressure in the downstream plenum is very low, the flow will choke at the exit. The inlet pressure is adjusted to accommodate the flow rate. The downstream pressure boundary condition requires special care. Because of the low pressure in the plenum, the continuum flow condition is likely to be violated. Therefore, we specify a larger pressure than experimentally observed, but one low enough to ensure that the flow chokes at the tube exit and that the bulk of the flow at the exit is in or close to continuum. (One can test this proposition by calculating and monitoring the local Knudsen number based on the tube diameter.) Finally, for the walls we also specify an outer radiation boundary condition since the tube is mounted in the plenum and thus there are only radiative heat
losses.

The conservation equations are second order in space. Thus, one can specify the inlet and outlet pressures or the mass flow rate and one pressure but not all three. This provides a form of validation for the simulations. We specify the pressures and then iterate on the inlet pressure to match the measured mass flow rate. If the inlet pressure obtained from the simulation matches the experimental value that is a good indication that the solution is valid.

As mentioned above, if the local Knudsen number near the wall is sufficiently large, then velocity and/or temperature slip can occur. In our simulations, we apply the slip conditions using Maxwell’s model [44]:

\[
\Delta u = \left( \frac{2 - \alpha_v}{\alpha_v} \right) K_n \frac{\partial u}{\partial n}
\]

(3.1)

\[
\Delta T = 2 \left( \frac{2 - \alpha_T}{\alpha_T} \right) K_n \frac{\partial T}{\partial n}
\]

(3.2)

Here, \( \alpha_v \) and \( \alpha_T \) stand for the momentum and thermal accommodation coefficients respectively, which are determined empirically [37, 42, 59]. In the results presented here \( \alpha_v \) was fixed at 0.5 and \( \alpha_T \) used for helium are altered for different cases as listed in Table 3.1. The local Knudsen number for Maxwell’s model is computed based on the half cell size of the volume element next to the wall, while the mean free path is obtained as:

\[
\lambda = \frac{k_B T}{\sqrt{2\pi\sigma^2 p}}
\]

(3.3)

where \( T \) and \( p \) are the cell center gas temperature and pressure and \( \sigma \) is the molecular diameter of the carrier gas. (Note that the Knudsen number based on the computation cell size will be much larger than that based on the tube diameter.) We have observed that at room temperature, the flow is entirely in the continuum domain and the continuum boundary conditions apply. However, at the higher wall temperatures there are noticeable discrepancies if the slip is not accounted for.

To explore the effect of operating conditions and carrier gas on the flow field we have carried
Figure 3.1: Modeled geometry (CFD models half height)

Table 3.1: Thermal accommodation coefficients of helium for different $T_{\text{wall}}$

<table>
<thead>
<tr>
<th>$T_{\text{wall}}$ (K)</th>
<th>1300K</th>
<th>1400K</th>
<th>1500K</th>
<th>1600K</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_T$</td>
<td>0.03</td>
<td>0.032</td>
<td>0.055</td>
<td>0.063</td>
</tr>
</tbody>
</table>
Table 3.2: Reactors for parametric study

<table>
<thead>
<tr>
<th>Reactor #</th>
<th>Total length</th>
<th>Diameter</th>
<th>Heating length</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>2.5 cm</td>
<td>0.66 mm</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>#2</td>
<td>2.5 cm</td>
<td>1.00 mm</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>#3</td>
<td>3.5 cm</td>
<td>1.00 mm</td>
<td>2.0 cm</td>
</tr>
</tbody>
</table>

out a series of simulations by varying carrier gas, wall temperature, volumetric flow rate, and reactor diameter and length. The various geometry combinations are shown in Table 3.2.

### 3.1 Impact of carrier gas

We start by comparing the flow fields using different carrier gases, i.e. helium and argon. For this comparison we set the volumetric flow rate at 280 sccm. As is commonly the case, the flow rate of an experiment involving a high vacuum is limited by pumping capacity, and pumps are rated in terms of volumetric flow rate. Therefore, we usually run at the pumping limit, which at the ALS is about 280 sccm.

Helium and argon are different in two respects. The first, obviously, is the difference in molecular weight of approximately a factor of ten, the consequence of which is that the mass flow rate of argon is a factor of ten greater than for helium at a fixed volumetric rate. The second major difference is that the thermal conductivity of helium is much larger than that for argon, as illustrated in Fig. A.1 of Appendix A. Their viscosities, on the other hand, are not very different, with argon’s slightly larger (see Fig. A.2).

In the first examples, the wall temperature is set to 1500 K and the simulations are for the geometry of Reactor #1. Figs. 3.2a and 3.2b are plots of the centerline temperature and pressure as a function of axial distance through the reactor while the centerline velocity and Mach number are shown in Fig. 3.3.

As the flow enters the reactor section, the gas temperature begins to increase. For helium, the increase is fairly rapid, while for argon it is slower. The difference is due to their thermal conductivities and convective heat transfer rates. The gas velocity increases as a result of the
Figure 3.2: Centerline pressure and temperature distributions with $T_{wall} = 1500K$

(a) helium  
(b) argon

Figure 3.3: Centerline velocity and Mach number distribution with $T_{wall} = 1500K$

(a) helium  
(b) argon
density dropping due to wall heat transfer, friction, and the drop in pressure, and reaches the sonic point at the reactor exit (see Fig. 3.3). The gas pressure decreases as would be expected. For simple incompressible constant density flow, the pressure would vary linearly with distance downstream, but here we see a somewhat non-linear variation with the gradient increasing with distance as the velocity, and thus velocity gradient at the wall, increases.

Figure 3.4: Centerline Knudsen number distribution with $T_{\text{wall}} = 1500\text{K}$

One can see from the centerline variation of the Knudsen number that it does increase sharply near the end of the reactor (see Fig. 3.4a and 3.4b), leading to the conclusion that there is likely a slip in both temperature and velocity at the wall. This was expected due to the fact that we are unable to recover the proper inlet pressure without applying the slip boundary conditions.

Radial profiles of temperature and axial velocity at increasing axial locations are shown in Fig. 3.5 and Fig. 3.6. As the flow enters the reactor at about 300 K and is heated by the walls, the centerline temperature is less than the wall temperature. Likewise, the velocity is a maximum at the centerline due to the no-slip condition holding the axial velocity adjacent to the wall at zero. Near the end of the reactor where the Knudsen number increases beyond about 0.03, a small amount of slip occurs for both temperature and velocity.
Figure 3.5: Radial velocities with $T_{wall} = 1500$K

(a) helium  
(b) argon

Figure 3.6: Radial temperatures with $T_{wall} = 1500$K

(a) helium  
(b) argon
3.2 Impact of wall temperature

To explore the effect of wall temperature on the flow field we have performed simulations at temperatures of 1300, 1400, 1500 and 1600 K with helium as the carrier gas. (Again the flow rate is fixed at 280 sccm and the geometry is Reactor #1.) Centerline pressure and temperature distributions are shown in Fig. 3.7, velocity in Fig. 3.8 and Mach number and Knudsen number in Fig. 3.9 and Fig. 3.10. The centerline gas temperature increases with increasing wall temperature, as would be expected. Interestingly, the centerline velocity, Mach number and Knudsen number are not a strong function of temperature because of the strong temperature dependency of the viscosity which causes the pressure drop to increase in compensation.

Figure 3.7: Centerline pressure and temperature distributions as a function of wall temperature

3.3 Impact of flow rate

Simulations were run (helium only) with flow rates of 100, 200, and 280 sccm at a wall temperature of 1500K. (Currently, pumping capacity limits the flow rates to values not exceeding
Figure 3.8: Centerline velocity distributions as a function of wall temperature

Figure 3.9: Centerline Mach number distributions as a function of wall temperature
Figure 3.10: Knudsen number distributions as a function of wall temperature
280 sccm.) The geometry is that of reactor #1. Centerline pressures and temperatures are compared in Fig. 3.11. Centerline velocities and Mach numbers are shown in Fig. 3.12 and Fig. 3.13.

Figure 3.11: Centerline pressure and temperature distributions as a function of flow rate

As would be expected, both the velocity and pressure drop increase with increasing flow rate. The centerline temperature grows more slowly with increasing flow rate because the thermal entry length is directly proportional to Reynolds number as shown in Eqn. 2.7. At all three flow rates the flow reaches the sonic condition near the end of the reactor. However, for the two lower flow rates the large Knudsen numbers indicate an early transition to rarefied flow. Indeed, the CFD simulation is breaking down and is less reliable for these flow rates.

3.4 Impact of reactor diameter

The effect of the reactor diameter will depend on how the particular operating conditions are selected in each case. The mass flow rate in a quasi one-dimensional flow is equal to:
Figure 3.12: Centerline velocity distributions as a function of flow rate

Figure 3.13: Centerline Mach number distributions as a function of flow rate
Figure 3.14: Knudsen number distributions as a function of flow rate
\[ \dot{m} = \rho V A \]  

(3.4)

where \( \rho \) is the mass density, \( V \) is the average velocity and \( A \) is the cross-sectional area. The entering density will be determined by the pressure and temperature, the area is given for a particular geometry, and thus the velocity will be determined by the mass flow rate. If, in working with different reactors, we hold the volumetric flow rate fixed, that means the mass flow rate is fixed. Nominally, one would think that average velocity would change inversely to the change in cross-sectional area and velocities would be higher in the smaller diameter reactor. However, because the diameter is smaller, the gradient of velocity near the wall will be greater than in the larger reactor, and the pressure drop is thus larger. Since the exit pressure of our reactor is essentially zero (actually a very small number), the increased pressure drop results in a larger inlet pressure for the smaller diameter. The consequence of this somewhat involved argument is that for a fixed mass flow rate, the average velocity is roughly independent of diameter.

To demonstrate these points we ran simulations for reactors #1 and #2. The carrier gas was helium, the flow rate 280 sccm, and the diameters 0.66 mm and 1 mm respectively. The centerline pressure and temperature distributions are shown in Fig. 3.15, the velocity in Fig. 3.16, Mach number in Fig. 3.17, and Knudsen number in Fig. 3.18. As can be seen, the pressure drop across the small diameter reactor is much larger, but the centerline velocities are approximately the same. What is different are the Knudsen number distributions. For the larger reactor the Knudsen number exceeds 0.01 much earlier, indicating that rarefaction effects are more important.

### 3.5 Impact of reactor length

To explore the effect of reactor length we ran simulations for reactors #2 and #3 in Table 3.2. The simulations were run for helium at 280 sccm and \( T_{\text{wall}} = 1500 \) K. The centerline pressure and temperature distributions are shown in Fig. 3.19, the centerline velocity, Mach number and Knudsen number in Fig. 3.20, Fig. 3.21 and Fig. 3.22 respectively.
Figure 3.15: Centerline pressure and temperature distributions with different reactor diameters

Figure 3.16: Centerline velocity distributions with different reactor diameters
Figure 3.17: Centerline Mach number distributions with different reactor diameters
Figure 3.18: Centerline Knudsen number distributions with different reactor diameters
For the longer reactor, the distance between the electrodes with electrical heating is larger and located further from the inlet. Thus, while the general shape of the centerline temperature profiles are similar, there is a delay in heating, and the distance over which the temperature is at its maximum is longer. The overall pressure drop is larger as would be expected. The rise in velocity, Mach number and Knudsen number are delayed, also because the heating takes place further downstream.

Figure 3.19: Centerline pressure and temperature distributions with different reactor lengths

3.6 Reacting flow simulation

As one of the goals of this project, we want to extract kinetic information from the experiment. The usual way to interpret flow reactor experiments is to hypothesize a reaction mechanism and compare the experimental concentrations with slow simulations based on the mechanism, adjusting rates (as informed by the relevant literature and theory) to best match the data. We can certainly do that with our reactor, now that our simulations are validated. However, it would be especially
Figure 3.20: Centerline velocity distributions with different reactor lengths

![Velocity distributions](image1)

Figure 3.21: Centerline Mach number distributions with different reactor lengths

![Mach number distributions](image2)
Figure 3.22: Centerline Knudsen number distributions with different reactor lengths
helpful if we could do so without running full CFD simulations for each case.

We start by recognizing that the simpler the reaction mechanism being studied, the easier it is to extract both mechanism and kinetic information from the data. In most cases we are studying unimolecular decomposition of large organics. For example, consider the decomposition of furan. As described by Urness et al. [70] furan dissociates via two carbene channels:

\[
\text{Furan} + M \rightarrow \alpha\text{-carbene} \rightarrow \text{products} \tag{3.5}
\]

\[
\text{Furan} + M \rightarrow \beta\text{-carbene} \rightarrow \text{products} \tag{3.6}
\]

The identity of the channels is determined by analyzing the carbene products. If there are no significant binary reactions, then the mechanism is unambiguous. To minimize binary reactions we start with very small concentrations of the reactant. To ensure this is the case we systematically lower the inlet concentration while observing the products. By also measuring the percent conversion of the reactant, we recover kinetic information.

Were the temperature and pressure in the reactor constant, using conversion data to recover rates would be straightforward. For example,

\[
\frac{d[A]}{dt} = -k_{uni}[A] \tag{3.7}
\]

thus,

\[
\frac{[A]}{[A]_0} = -k_{uni}\tau \quad \text{or} \quad k_{uni} = -\frac{1}{\tau} \frac{[A]}{[A]_0} \tag{3.8}
\]

where \(\tau\) is the residence time in the reactor. However, because of the nature of the flow field, the actual species concentration equation is of the form given by Eqn. B.2. This equation has (assuming a steady flow) an additional term that describes the effect of diffusion. Furthermore, the pressure and temperature in the reactor is most definitely not uniform.

### 3.6.1 Cyclohexene decomposition in helium

To explore these effects, consider the thermal dissociation of cyclohexene. We use cyclohexene as a “Chemical Thermometer” [67] because its unimolecular rate is fairly well known and the
dissociation products are stable molecules that do not react further during our short residence time. (For these calculations we used RRKM rates determined using the Multiwell program.)

Fig. 3.23 shows the distribution of cyclohexene mole fraction along the centerline, half the distance to the wall and along the wall as a function of downstream distance in the reactor for a 1500 K wall temperature. Because the temperature is highest along the wall, reaction proceeds more rapidly there, with reaction along the centerline proceeding more slowly. In all cases detailed examination of the simulation results show reaction along the wall proceeding at a faster rate than along the centerline. At 1500 K the decomposition of cyclohexene is fairly fast, and the cyclohexene is fully consumed by the end of the reactor. At lower temperatures this is not the case. Centerline profiles for wall temperatures of 1200, 1300, 1400 and 1500 K are plotted in Fig. 3.24.

Figure 3.23: Mole fraction of cyclohexene: $T_{wall} = 1500K$, 280 sccm, reactor #1, He

In spite of the different rates of reaction from the centerline to the wall, mole fraction profiles at the reactor exit are fairly uniform. Fig. 3.25 shows the mole fraction as a function of the radius at the end of the reactor for wall temperatures of 1200, 1300, 1400 and 1500K.

Fig. 3.26 shows the percent conversion at the exit as a function of wall temperature. The percent conversion depends roughly linearly on the wall temperature which is somewhat counter
Figure 3.24: Mole fraction of cyclohexene: $T_{wall} = 1200$-$1500\text{K}$, 280 sccm, reactor #1, He

Figure 3.25: Radial mole fraction of cyclohexene at reactor exit: 280 sccm, reactor #1, He
Figure 3.26: Percent conversion of cyclohexene vs. temperature: $T_{wall} = 1200$-$1500$K, 280 sccm, reactor #1, He
intuitive. However, as we shall see, the reality is that the higher the temperature, the less time the reaction rate (= product of \( k_{uni} \) and concentration of the reactant) is near its peak value and this softens the expected exponential effect of temperature on \( k_{uni} \). Fig. 3.27 shows the product of pressure and temperature through the reactor. \( k_{uni} \) is a function of both temperature and pressure, and the concentration is directly proportional to pressure. While the temperature continues to rise through the reactor, the pressure declines sharply. The consequence are the reaction rates shown in Fig. 3.28.

Figure 3.27: Pressure/Temperature product vs. distance: \( T_{wall} = 1200-1500 \text{K}, 280 \text{ sccm}, \text{reactor} \#1, \text{He} \)

Given the above, can we find a way to simplify data analysis given the reactor operating conditions and measured conversion rate? Fig. 3.29 plots the centerline reaction rate constant as a function of axial distance for temperature ranging from 1200-1500K. Interestingly the rate constant varies somewhat slowly over the region where most of the reaction occurs. This suggests that one might be able to characterize this region with average values of the temperature and pressure and residence time. To explore this possibility, we used the cyclohexene conversion rates predicted by the full CFD simulations, extracted an average value for the rate constant using the estimated value of residence time and Eqn. 3.8, and then compared the “measured” rate constant with the RRKM
Figure 3.28: Cyclohexene decomposition rate vs. distance: $T_{\text{wall}} = 1200-1500K$, 280 sccm, reactor #1, He
values at the estimated average temperature and pressure.

Figure 3.29: Cyclohexene decomposition rate constant vs. distance: $T_{wall} = 1200-1500K$, 280 sccm, reactor #1, He

![Cyclohexene Decomposition Rate Constant vs Distance](image)

The result of this simple "experiment" is shown in Fig. 3.30 where we plot the "experimental" value of the rate constant determined by using Eqn. 3.8 versus the effective temperature with the pressure set at 35 kPa which is a rough average for the region where reaction occurs. For cyclohexene the sensitivity of the rate constant to pressure is quite small, roughly a 25% change in $k_{uni}$ for a 10 kPa change in the pressure.

### 3.6.2 Cyclohexene decomposition in argon and neon

The above analysis is for helium as the carrier gas. As mentioned above, helium is used in PIMS experiments because of pumping considerations, whereas argon and neon are used in matrix/IR experiments because of the difficulty in freezing helium. For argon and neon, the flow picture is somewhat different than for helium. In Section 3.1 it was shown that for equal volumetric flow rates argon does not heat as rapidly as helium and the radial temperature profiles are much more pronounced in the high temperature portion of the reactor. In addition, the pressures are somewhat higher throughout the reactor. The consequence is a quite different situation regarding...
Figure 3.30: Comparison of “experimental” rate constant from CFD simulations with rate constants calculated at the effective temperature and pressure: $T_{wall} = 1200-1500$K, 280 sccm, reactor #1, He
where and when reactions take place. Essentially, for the argon carrier gas, most of the reaction takes place next to the wall and the overall rate of reaction is less than the rate for a helium carrier gas. Neon behavior is intermediate to that of helium and argon. This is illustrated in Fig. 3.31, which shows the mole fraction of cyclohexene for the three carrier gases and similar operating conditions. Unlike helium, when using argon or neon as the carrier gas, the product of pressure and temperature along the centerline peaks much further downstream (see Fig. 3.32 for argon) as does the overall rate of reaction (see Fig. 3.33 also for argon). The consequence is that higher wall temperatures are required for argon and neon to produce the same product set as helium.

Figure 3.31: Mole fraction of cyclohexene vs. distance: $T_{\text{wall}} = 1500\text{K}$, 280 sccm, reactor #1, Ar
Figure 3.32: Pressure/Temperature product vs. distance: $T_{wall} = 1200-1500\text{K}$, 280 sccm, reactor #1, Ar

Figure 3.33: Cyclohexene decomposition rate vs. distance: $T_{wall} = 1200-1500\text{K}$, 280 sccm, reactor #1, Ar
Chapter 4

Development of CFD and DSMC Codes

4.1 CFD solver

4.1.1 Finite volume method (FVM)

The results presented in Chapter 3 indicate that the nonequilibrium phenomenon will occur near the reactor exit when high heating temperatures and low mass flow rates ($\dot{V} < 200$ sccm for helium) are applied. Under these conditions, a pure CFD code cannot correctly capture rarefied gas dynamics in the downstream vacuum chamber. If these incorrect solutions are transferred back to the upstream domain, one would obtain an unphysical flow field solution. We need to apply the DSMC method to solve the non-equilibrium phenomenon. However, commercial CFD codes limit their accessibility and thus cannot be freely coupled with other codes. This is the major reason why we developed our own CFD code.

Our goal for the CFD code was to reproduce the results obtained by the ANSYS Fluent platform. The code is originated from two open sources: one is the “Struct2D” code developed by Blazek [15] and the other is the “OpenCFD-EC” code initiated by Li [83] in the Chinese Academy of Science (CAS). Modifications have been made specifically for our project including non-dimensionalization, boundary conditions, and input/output methods. In this chapter, several of the most important features of our CFD code are introduced. For completeness, a conversion of the two-dimensional (2D) structured code to its two dimensional axisymmetric (2DA) counterpart is given in Appendix C. A typical CFD program is illustrated in Fig. 4.1.
Figure 4.1: Computing cycle of typical CFD programs

- mesh
- connectivity
- case
  - pre-processing
  - data allocation
  - initialization
  - convective flux
  - viscous flux
  - source terms
  - solve $Ax=b$
  - output + residual
4.1.2 Multi-block data structure

The pyrolysis reactor system has a fairly simple geometry. Based on the fluid physics, it can be generally divided into three sections: (1) the feeding tube section; (2) the reactor section; and (3) the downstream section. Since each section has a distinct feature, a multi-block structured code is appropriate for the simulation where different numerical schemes can be applied in different sections. Here, we borrow the idea of the multi-block data structure from Blazek [15].

Figure 4.2: Three-block structure of the pyrolysis reactor

Our code is a 2D finite volume method (FVM) code and solves the compressible flow conservation equations using a density-based method, for example the Roe type flux or the HLLC type flux. A typical geometry in the CFD code is constructed by several blocks. Fig. 4.2 shows an example of a three-block structure used in the reactor simulation. Structured grids are used and the CFD cell is indexed as \((i, j)\). Different blocks are linked with each other through the description on a connectivity file. To fulfill this multi-block feature, three new data types are defined. They are message type data, block type data and mesh type data.

Figure 4.3: Message data type for CFD code

The structure of the message type data is shown in Fig. 4.3. It defines a kind of variable associated with the faces of a block. Each block is constructed with four sides and on each side
there can be one or multiple faces. The faces are identified with an integer variable, \( f_{no} \). The position of a face on a block is defined by its bounding nodes, \( (ist, iend) \) and \( (jst, jend) \), on that block. Each face has to be specified with a connectivity attribute, \( neighb \). This attribute indicates either a boundary condition applied on the face or another block connected through the face. If the face is connected with another block, then it also needs to know the face number of the block and how information is transferred, which are specified by the integer variables, subface and orient.

Figure 4.4: Block data type for CFD code

The block type data (See Fig. 4.4) defines a kind of variable which contains geometrical quantities (location of nodes, cell-centers, and volume) and physical variables (conservative solution, residual and spectral radii) of all the cells on one block. It also records the index of the block, \( Block_{no} \), the number of cells or nodes along I and J directions, \( nx \) and \( ny \), and the number of faces around it, \( subface \). A message type variable, \( bc_{msg} \), is used to record the boundary and connectivity information of the faces on the block. Since the number of cells and faces on a block are not known before computation starts, these variables are defined with a pointer attribute.

The mesh type data (See Fig. 4.5) defines a kind of variable which stores all the blocks used in the computation, \( Block \), the total number of blocks and cells in the mesh, \( Num_{Block} \) and \( Num_{Cell} \).
It also records the number of conservation equations, \( N_{\text{var}} \), time step index and size, \( K_{\text{step}} \) and time, and numerical scheme choices associated with the whole computation. The multi-block data structure is considered suitable for our problem since we realize that there will be different flow features in our system and they should be treated separately. For example, it is considered that the flow field of the reactor section is most important and high order of accuracy is desired. Thus, we can separate the reactor section as a special block and apply high order numerical schemes in it while maintaining low order schemes in the other blocks.

4.1.3 Time integration methods

The CFD solver provides both explicit (backward Euler or three-stage Runge-Kutta) and implicit (LU-SGS) time-marching methods. Since we are solving a steady state problem, an implicit method can allow us to use larger CFL numbers and increase the computational speed. Thus, the LU-SGS method is used in our project.

4.1.4 Pressure boundary condition

When the inlet pressure is given while the mass flow rate or inlet velocity is unknown, one should use a pressure inlet boundary condition. In this boundary condition, one has to provide the following information: total pressure, \( p_0 \), total temperature, \( T_0 \), and an estimated static pressure,
For a compressible flow, we apply isentropic relations of an ideal gas for the total pressure, static pressure, and velocity at a pressure inlet boundary [62, 29]:

\[
\frac{p_0}{p_s} = \left( 1 + \frac{\gamma - 1}{2} M^2 \right)^{\frac{\gamma}{\gamma - 1}}
\]

where

\[
M \equiv \frac{v}{c} = \frac{v}{\sqrt{\gamma R T_s}}
\]

Here \(c\) stands for the speed of sound, and \(\gamma = \frac{c_p}{c_v}\). Through the above two equations, the velocity magnitude on an inlet boundary cell can be determined. The components of the velocity shall be derived from the face directions.

Density at the inlet is deduced from the ideal gas law:

\[
\rho = \frac{p_s}{RT_s}
\]

Static temperature at the inlet, \(T_s\), is computed from the input total temperature and the local Mach number:

\[
\frac{T_0}{T_s} = 1 + \frac{\gamma - 1}{2} M^2
\]

At the outlet of the reactor, a static pressure \(p\) is required. In our study, a low value is given for the back pressure. When the flow is locally supersonic, the specified pressure will not be used and static exit pressure will be extrapolated from the flow inside.

### 4.1.5 Density based method

Our CFD code is a cell-centered FVM code. This means that during the calculation, all conservative variables, \(\{\rho, \rho u, \rho v, \rho E\}\), will be stored at the center of the cells. Convective fluxes such as HLLC, Steger-Warming, Van-Leer and Roe are implemented [66]. Reconstruction schemes such as MUSCL, NND, and WENO are given for higher order accuracy solutions. In order to deal with compressible flow and solve shock structures that might happen downstream of the reactor, and to directly compare the results with ANSYS Fluent simulations, Roe’s method and 2\(^{nd}\) order upwind discretization are used for our problem.
4.2 DSMC solver

From Sec. 2.4, we know the Boltzmann equation is a mathematical description, which can be applied to flow conditions with all regimes. It is a deterministic approach but very hard to directly solve due to the complex integral-differential term on the right hand side of the equation. In practice, we often choose to use DSMC for non-equilibrium flows.

4.2.1 DSMC basics

The DSMC method is based on the assumption that a small number of representative “simulated particles” can accurately capture the bulk macroscopic dynamics and thermodynamics of a complete system of gas atoms and molecules. This assumption holds for the case of a dilute gas which is a good approximation of a real gas when the ratio of the mean atomistic spacing $\delta$ to atomistic collision cross-section $d$ is such that $\delta/d > 1$. Empirical results show that in order to capture the fluid physics at least 25 “simulated particles” are needed in one typical DSMC sampling cell [13, 65], which is on the order of the size of a local mean free path.

The number of real molecules represented by one “simulated particle” is called the scaling factor, which usually is a large number. In a typical DSMC simulation, the physical domain will be split into a number of different computational cells. The particles within the domain are advanced in discrete time steps. The cell size $\Delta x_{DSMC}$ and the time step size $\Delta t_{DSMC}$ have great impacts on the accuracy of the simulation [2, 35, 36]. Commonly, the following requirement should be met:

$$\Delta x_{DSMC} < 1/3 \lambda \quad \text{and} \quad \Delta t_{DSMC} < 1/3 \tau$$

(4.5)

where $\lambda$ is the local mean free path and $\tau$ is the mean collision time.

The above requirement comes from the assumption of DSMC’s no-time-counter (NTC) scheme, where the movement and collision of particles are separately treated. It has been proven that, in the limit of $\Delta x_{DSMC}, \Delta t_{DSMC} \to 0$, the DSMC simulation will proceed to the correct solutions to the Boltzmann equation [77].
4.2.2 DSMC components

A typical DSMC program is shown in Fig. 4.6. The flow is initiated by specifying a distribution of particles throughout the physical domain. The positions of these particles are randomly set while their thermal velocities are usually sampled from a Maxwellian distribution. Then the boundary flows are specified with the following information: number flux, temperature and bulk velocity. The program evolves through three major steps during one $\Delta t_{DSMC}$: Move, Index, and Collide.

In the Move step, particles follow simple translational movements both within the flow domain and along the stream boundaries. Particles within the flow domain have a flight time of a full discrete time step $\Delta t_{DSMC}$. Particles coming from the stream boundary have a random fraction of the full time step, i.e. $R \cdot \Delta t_{DSMC}$, where $R$ is a uniform random number from (0,1):

$$x_i(t + \Delta t_{DSMC}) = x_i(t) + v_i(t) \Delta t_{DSMC}$$ (4.6)

After the movement, the particle position $x_i$ is immediately checked to determine whether it will have an interaction with the domain boundaries. If the particle hits on a wall boundary, then it reflects back to the domain following the user specification (either specular or diffuse). In a specular reflection, the velocity of the particle normal to the wall is reversed while the tangential component remains the same. In a diffuse reflection, the reflection velocities are sampled from a biased Maxwellian distribution based on the wall temperature.

In the Index step, particles are sorted into cells and sub-cells in order to process collisions. The particles are arranged in a cross-reference array which keeps their tracks by recording their cell and subcell. If a particle travels out of the flow domain, its information will be deleted from the array. Indexing of the particles helps identify them in the moving and collision steps.

In the Collide step, binary collisions are modeled in a probabilistic way by using Bird’s NTC scheme. Particle pairs within a cell are randomly selected to undergo binary collisions. The probability of a collision event depends on the relative velocity and collision cross-section of the pair. The cross-section is computed using an appropriate collision model, which typically includes
Figure 4.6: Computing cycle of typical DSMC programs
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hard sphere (HS) model, variable hard sphere (VHS) model and variable soft sphere (VSS) model. In our study, we use VHS model for the collisions.

As mentioned above, collision is a probabilistic step because collision pairs are randomly selected among simulated particles. During a time step $\Delta t_{DSMC}$, within a cell of volume $V_c$, the total number of molecule pairs, which will be selected to collide, is [10]:

$$N_{selected} = \frac{N_c(N_c - 1)\pi d^2v_r^{max}\Delta t_{DSMC}}{2V_c}$$  \hspace{1cm} (4.7)

Here $N_c$ stands for the number of particles per cell and $v_r^{max}$ is the maximum relative speed in the cell. An acceptance-rejection scheme [10] is often used to select the collision partners between particle $i$ and $j$ according to the following steps:

a. Randomly select a pair of particles $i$ and $j$ for collision;

b. Calculate the relative speed $v_r$ between the particle pair;

c. If the product of the cross-sectional area and this relative speed is greater than or equal to the product of the maximum recorded value and a random number $\mathcal{R}$, i.e. $\sigma v_r \geq \sigma v_r^{max} \cdot \mathcal{R}$, then this collision event will be accepted. Here $v_r^{max}$ is the maximum relative speed recorded in the cell, and $\sigma$ is the cross sectional area of the particle pair;

d. If the selected collision pair is accepted, we compute post-collision velocities $v'_i$ and $v'_j$;

e. If the pair is rejected, return to step a.

For a steady problem, the flow field is assumed to reach a steady state after a sufficient number of Move-Index-Collide iterations. At a certain frequency, particles within a cell are gathered to sample out the macroscopic data, i.e. density, velocity and temperature.

4.2.3 Multi-block data structure

We notice that, in the supersonic expansion zone downstream of the reactor, the flow number density varies greatly along the axial and radial distance. It would be wise if the mesh can adapt
the local flow density, i.e. finer mesh is applied near the exit while coarser mesh is adequate for the region far away. Thus, we borrow the idea of a multi-block data structure from CFD and implement it in DSMC. Fig. 4.7 shows the block type variable.

Message connectivity information is not necessary since the storage of particles’ information is independent from the geometry. In each block, cells can be set with a uniform size or exponential growth. With the block data type, the mesh setting becomes very flexible since different cell sizes and numbers can be applied. Fig. 4.8 shows an example used in the study.

4.2.4 Macroscopic stream boundary

Local thermodynamic equilibrium is assumed on the stream boundary. The standard flux boundary [10] introduces particles through an emission surface. The flight time for those boundary entering particles is a random fraction of the time step $\Delta t_{DSMC}$. To better connect with the upstream CFD solutions, we use a macroscopic state boundary [49]. In this type of boundary, the user is asked to provide the macroscopic states. A layer of reservoir cells are created along the boundary. The flow density is used to set up the number of particles within the cell. The positions of the particles are randomly allocated within the reservoir cells. The thermal velocities of the particles are sampled from a Maxwellian distribution based on the temperature and then added into the macroscopic velocity to form the complete set of velocities. The difference between the two stream boundaries is illustrated in Fig. 4.9.

4.2.5 Species weighting factor

In a typical pyrolysis experiment, several products might be generated. We are very interested in the distributions of these species, especially the number density distribution in the vacuum chamber. To simulate this, the DSMC code must have multispecies functionality. Although the biomass species are usually the ones of greatest interest, they normally constitute very small fractions compared with the carrier gas. Their typical mole fractions are about 0.1% or less. This small number makes the DSMC simulation very difficult. The reason is that as a statistical approach, a
Figure 4.7: Block data type for DSMC code

```fortran
type block_type
  integer :: pre_tot_cell
  integer :: pre_tot_subcell
  integer :: pre_tot_surf

  integer :: num_surf
  integer :: num_surf_elem
  integer :: num_cell
  integer :: num_subcell
  integer :: block_id
  integer :: num_buffer_cells

  ! boundaries
  integer :: IB(4)
  real(dp):: CB(4)
  real(dp):: CW, CH, FW, FH
  integer :: LFLX, LFLY

  real(dp):: CNRX, CNRY
  real(dp):: APX, RPX
  real(dp):: APY, RPY

  ! # of cells in x and y
  integer :: NCX,NCY
  integer :: IFCX,IFCY

  integer, dimension(::), pointer :: isurf
  integer, dimension(::,:),pointer :: LIMS
  real(dp),dimension(::), pointer :: tsurf, wsurf
  real(dp),dimension(::), pointer :: ALPI, ALPN, ALPT

  real(dp), dimension(::;::), pointer :: AME
  real(dp), dimension(::;::), pointer :: AMR

  integer :: num_jet

  integer, dimension(::), pointer :: IJET
  integer, dimension(::;::), pointer :: LIMJ
  real(dp),dimension(::), pointer :: TMPJ, FNDJ
  real(dp),dimension(::), pointer :: FVJ, WJ
  real(dp),dimension(::), pointer :: FSPJ
  real(dp),dimension(::;::), pointer :: AMEJ, AMRJ
end type block_type
```
Figure 4.8: Downstream multiblock mesh for DSMC simulation
Figure 4.9: Standard and reservoir boundary conditions for DSMC (left: standard stream boundaries; right: reservoir boundary using local thermodynamics states)
sufficiently large number of simulated particles are needed to gather accurate information within a cell. Bird suggests at least 25 simulated particles per sampling cell for each species [13]. For a mixture of 1% “seeded” argon in a 99% helium carrier gas, if a single scaling factor or weight is employed for both species, at least 25 argon molecules per cell and 2475 helium molecules are needed. Apparently, the number of helium molecules is much more than required and leads to a very heavy computational cost. In order to avoid this, we implement the species-dependent weighting scheme invented by Bird [11].

In the species-dependent method, the scaling factors or weights of different species are allowed to change. They will roughly scale with the mole fractions of each species. Thus species with different number densities will have roughly the same particles in each cell. For instance, in a gas mixture with a total number density \( n \), the number of particles for species \( i \) will be:

\[
N_i = \frac{nV}{W_i}
\]

(4.8)

where \( V \) is the cell volume and \( W_i \) is the particle weights for species \( i \).

The variable weights bring a problem during collision events. Consider the number of collisions between particles of species \( a \) and \( b \), \( (N_c)_{a,b} \) within a cell. Based on the NTC scheme [10], this number becomes:

\[
(N_c)_{a,b} = \frac{n_a N_b \Delta t (\sigma_g)_{max}}{P_{a,b} + (W_b/W_a)P_{b,a}}
\]

(4.9)

Here \( W_a \) and \( W_b \) are the particle weights of species \( a \) and \( b \), respectively. Probability \( P_{a,b} \) represents the chance of property change when species \( a \) collides with species \( b \). Assuming species \( a \) is the carrier gas, then their particle weights have the relation of \( W_a > W_b \) and the probabilities are:

\[
P_{a,b} = W_b/W_a \quad \text{and} \quad P_{b,a} = 1
\]

(4.10)

As one can find out, when \( a \) and \( b \) are the same species, the above equations resolve to the normal NTC collision formula.

This species-dependent weighting scheme solves the problem of excessive simulated molecules. However, it fails to conserve the momentum and energy during the collision. As one can see from
Eqn. 4.10, for species with higher weights, the probability of properties change in a collision is given by the ratio of particle weights, which is not physically correct. To circumvent this, Boyd invented the conservative weighting scheme using the split-merge method [17].

The split-collide-merge method is illustrated in Fig. 4.10. First, before the collision between a carrier gas particle and a seeded gas particle happens, the carrier species particle \((W_1)\) will be split into a particle with weight \((W_2)\) and a particle with weight of \((W_1 - W_2)\). Then collision is performed between the split carrier gas particle with weight \((W_2)\) and the seeded species particle with weight \((W_2)\). After the collision, the two split carrier gas particles are merged and thus linear momentum of the system is exactly conserved.

Unfortunately, the total energy of the system is not conserved and is continuously lost. If the pre-collision velocity of the carrier gas particle is \((u_1, v_1, w_1)\) and the post-collision velocity is \((u'_1, v'_1, w'_1)\), one can determine that the energy loss during a collision is:

\[
\Delta E = \frac{1}{2} W_1 m_i \phi (1 - \phi) [(u_1 - u'_1)^2 + (v_1 - v'_1)^2 + (w_1 - w'_1)^2]
\]  

(4.11)

which is always greater than zero. This energy loss between the carrier gas particle and the seeded gas particle is kept tracked and summed up in each cell. Boyd suggested that in the subsequent collision between two carrier gas species particles, the energy loss sum is added back into the system by increasing the relative velocity. Apparently, this adding process is not physically correct. But through this process, energy is “systematically” conserved [17].

4.3 Hybrid CFD/DSMC methods

A hybrid method is to couple CFD and DSMC and separately solve the continuum and rarefied flows coexisting in a domain. Its application varies among microscopic scale fluid dynamics, such as micronozzle trusters [41] to vacuum flow scenarios such as chemical vapor deposition systems [40]. Whenever a transition from continuum to rarefied exits, a hybrid method is needed. A hybrid method usually comprises three stages: (1) decide a split boundary to separate continuum and rarefied domains; (2) solve the continuum domain with the CFD method and the rarefied
Figure 4.10: Split-merge method in conservative collision scheme (adapted from [81])
domain with the DSMC method; (3) exchange information between the CFD and DSMC domains. Depending on how the information transfer is conveyed, one can generally separate the coupling into two categories.

4.3.1 Zonally-decoupled CFD/DSMC method

The first category is called the zonally-decoupled method [80], in which an artificial split boundary is placed between the CFD and the DSMC regions. In order to use this method, two requirements need to be satisfied. First, the flow properties along this split boundary should be in thermal equilibrium \((Kn < 0.05)\) so that the velocity distribution is adequately defined by a Maxwell-Boltzmann distribution. Second, the flow velocity normal to the split boundary should be supersonic. Under this condition, macroscopic flow properties along the split boundary are considered to be independent of the downstream conditions so that information only needs to be transferred one way from the CFD region to the DSMC region [80, 33]. The upstream and the downstream flow fields are then separately solved by the CFD and DSMC methods. To apply the macroscopic properties to the DSMC domain, one can use either the standard flux boundary or the macroscopic stream boundary introduced above.

4.3.2 Fully coupled CFD/DSMC method

If the flow on the split boundary is subsonic, subsonic information from the rarefied flow region will travel back to the continuum flow region and the zonally-decoupled method is no longer justified. Instead, a fully coupled CFD/DSMC method should be used. In this method, one needs to compute a breakdown parameter, \(Kn_L\), to split the continuum and rarefied domains:

\[
Kn_L = \frac{\lambda}{L}
\]

(4.12)

Here \(L\) stands for a local characteristic length since a general characteristic length \(L\) is not appropriate for cases with large flow property variations. Bird [10] first proposed a local characteristic
length based on the density gradient:

\[ L = \frac{\rho}{\Delta \rho} \]  

(4.13)

Boyd [18] extended the local characteristic length by also including gradients of \( \|V\| \) and translational temperature \( T \). The final local characteristic length is the minimum of the three. This yields the maximum local Knudsen number which is then used to split the flow domain. \( Kn_L = 0.05 \) is used as a common standard. If \( Kn_L \leq 0.05 \), the flow is regarded as a continuum flow and the CFD method is applied on this domain. If \( Kn_L > 0.05 \), the DSMC method is used.

Information transfer in the fully coupled CFD/DSMC method is carried out in two directions. The solution from one domain is used as the boundary condition for the other domain. From CFD to DSMC, macroscopic information is converted to microscopic information using a state-based method or flux-based method. From DSMC to CFD, microscopic information is averaged to macroscopic information through sampling and transferred back as the boundary condition for the CFD domain. Very often, an overlap layer is applied between the CFD and DSMC domains. The width of this overlap region usually spans about two to three CFD cells. It is used to control the statistical error coming from the averaging of the microscopic properties and to suppress the fluctuation of the particle information coming from the CFD boundary [57, 56, 58].

After reaching the steady state in both the continuum and the rarefied regions, one will recompute the local Knudsen number and update the CFD and DSMC domains. This cycle continues until the split boundary and flow field reaches a steady state.

4.3.3 Hybrid code structure

As stated above, a comprehensive hybrid code should be able to compute the breakdown parameter and properly transfer the information between the CFD region and the DSMC region. Currently for our problem, we mainly use the zonally-decoupled CFD/DSMC method. The organization of the code is shown in Fig. 4.11. During the computation, the CFD module will be used to compute the continuum flow in the reactor section. Then based on the outlet condition, the mesh and boundary condition files for the downstream DSMC module will be generated. The DSMC
solver will compute the rarefied flow in the downstream chamber.

Figure 4.11: Code structure for hybrid CFD/DSMC
Chapter 5

Downstream Vacuum Simulations with DSMC Method

As introduced in Sec. 2.4 of Chapter 2, the reactor is placed in a vacuum chamber with pressure held below $10^{-4}$ torr for further diagnostics. With a sufficiently high mass flow rate, the exhausting gas from the reactor will form an underexpanded supersonic jet in the vacuum chamber. However, if the mass flow rate is low, the continuous condition of the flow within the reactor may be deteriorated. The limiting condition of this deterioration is a fully effusive source. Anderson et al. [4] compared the supersonic source with the effusive source. The difference between the two is illustrated in Fig. 5.1.

Compared with the effusive beam, the supersonic molecular beam has advantages in terms of higher flow rate per unit area in the axial direction, more focused spatial distribution due to higher mean velocity, and higher energy intensity. However, it also requires a stronger pumping capacity especially for cases with CW reactors. This definitely increases the cost on the facilities. In the experiment, we always want to minimize the cost on pumping requirements and at the same time maximize the diagnostic signals and maintain the continuum property of the flow within the reactor. This requires knowing the distribution of the flow properties within this expansion. Understanding the expansion physics can be very helpful in the design aspect of this “nozzle-beam” system.

A useful indicator to judge the continuous condition of the flow is the Knudsen number $Kn_e$ at the reactor exit. The diameter of the tubular reactor $D$ can be used as an appropriate characteristic length. Based on the local mean free path $\lambda_e$, we shall have:
Figure 5.1: Comparison of effusive oven beam and supersonic nozzle beam (adapted from [4])
When \( Kn_e \leq 0.01 \), the flow condition at the reactor exit is considered to be a continuum flow. Under the low background pressure, flow exhaust will end up being a supersonic underexpanded jet. When \( Kn_e > 0.01 \), the expansion starts showing some effusive features. For instance, the expansion is less focused on the axis and the terminal velocity is lower. Gas expansion physics from a reservoir into a vacuum is comprehensively studied by Miller et al. [45]. Similar physics about the supersonic sources are found in the studies of chemical vapor depositions [22, 20] or nozzle plume flows [32, 72].

### 5.1 Supersonic jet expansion

#### 5.1.1 Important properties

We have introduced the expansion physics along with the continuous supersonic jet expansion structure (see Fig. 1.5) in Chapter 2. The idea of the “quitting surface” model is also explained to describe the transition process and coarsely predict the transition position. Some of the most important properties during this process include:

a. **Temperature.** In itself, temperature represents the velocity distribution of the molecules. Temperature will drop rapidly in a short distance due to flow acceleration in the expansion. Of course, further downstream there will not be enough collision frequency to maintain thermodynamic equilibrium and the original definition of temperature loses its meaning. As a way of interpreting the physics, we are interested in the behavior of temperature dropping and how the collision affects it. As stated in Chapter 2, one can separate the velocity distribution into perpendicular \( f(v_\perp) \) and parallel \( f(v_\parallel) \) directions and a comparison between the simulation and the theoretical prediction has already been shown.

b. **Velocity.** The mean velocity of the flow will accelerate rapidly and reach an asymptotic limit called “terminal speed” \( v_\infty \). It is interesting to see how the simulations and the
theoretical predictions will differ. Another factor to look at is the velocity distribution of the beam molecules. The supersonic nozzle beam has the advantage of generating high intensities and focused velocity distributions. As the Mach number of the gas expansion gets higher, the axial velocity distribution will become narrower, i.e. more focused.

c. Number density. The number density distribution is crucial to us in the sense that all the measurements on the diagnostic spot are based on this parameter. In the real experiment, we are always interested in the intensity of the “seeded products”. For a mixture gas, there is a phenomenon called “species enrichment”. That is, the fractions of these “seeded products” in the beam become more abundant than in the reactor section due to the Mach number focusing effect of heavier molecular mass. The species fraction ratio in the mixture beam inversely scales with the molecular mass. An example is given by [4], where in a mixture of 1% nitrogen in hydrogen in the supersonic jet, under ideal conditions, the beam would contain about 14% nitrogen.

The operating conditions and carrier gas are always modulated during the real experiments. Estimated values from the empirical relations will not be able to accurately capture the expansion physics. Thus we need to carry out numerical simulations. As previously mentioned in Chapter 1, the DSMC method is chosen.

5.1.2 DSMC simulations of the expansion region

The concept of DSMC is illustrated in Chapter 4 as part of a larger picture of the coding. The results are presented here. Simulations are carried out using a modified code of Bird’s axisymmetric program named DSMC2A [10]. The modeled geometry is 1 cm long with a radius of 0.3 cm. To investigate the flow field variations under different conditions, we have run and compared three simulations with the inlet stream properties taken from the CFD results of Reactor #1 (Table 3.2) in Chapter 3. The conditions are listed in Table 5.1 with different wall temperatures and carrier gases. Multiblock mesh is used to adapt the density variation in the vacuum. Fig. 5.2 shows an
example of the mesh used in helium exhaust with $T_{\text{wall}} = 1500$ K. Of course, different computational parameters should be carefully picked up under different conditions. Time step and minimum cell size (at the stream inlet) are listed in Table 5.1. Vacuum boundaries are used on the bounding edges. Particles leaving the domain are deleted from the program.

Table 5.1: Modeled cases of downstream expansion

<table>
<thead>
<tr>
<th>Case</th>
<th>Carrier gas</th>
<th>$T_{\text{wall}}$</th>
<th>$\Delta t_{\text{DSMC}}$</th>
<th>$\Delta x_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>helium</td>
<td>300 K</td>
<td>$1 \times 10^{-8}$ sec</td>
<td>$1 \times 10^{-5}$ m</td>
</tr>
<tr>
<td>#2</td>
<td>helium</td>
<td>1500 K</td>
<td>$5 \times 10^{-9}$ sec</td>
<td>$1 \times 10^{-5}$ m</td>
</tr>
<tr>
<td>#3</td>
<td>argon</td>
<td>1500 K</td>
<td>$1 \times 10^{-9}$ sec</td>
<td>$1 \times 10^{-6}$ m</td>
</tr>
</tbody>
</table>

Contour plots of the distributions of the Mach number, Knudsen number, and log10 of the number density of Case #1 are shown in Figs. 5.3 to 5.5. Quantitative analysis are made by plotting the centerline profiles. We are mostly interested in the centerline distributions of density, temperature, velocity and Mach number. A comparison between the three cases can tell us the difference and the impacts of the upstream flow conditions. They are plotted in Figs. 5.6 to 5.9.

As can be seen, the static temperatures drop extremely rapidly to very low values within one to two reactor diameters. This is one of the advantages of the supersonic beam source as the reactions are quenched due to the cooling and can thus be ignored in the expansion region. The number density is plotted with log10 format. As we can see, the droppings generally follow the same slope. This is the geometric decreasing of $1/x^2$ introduced in Chapter 2. On the other hand, the velocity, and thus the Mach number, increases rapidly, with the velocity reaching an asymptotic limit which is also named “terminal velocity”, $v_\infty$. The absolute value of the terminal velocity depends on the carrier gas and its thermodynamic properties. Apparently, lighter and hotter species will lead to a higher terminal velocity. As shown in Fig. 5.8, the terminal velocity for the case of 1500 K helium can reach as high as 3800 m/s. This value agrees well with the theoretical prediction given by Eqn. 2.21 and is validated (see Fig. 5.10) in the experiment using a delay line imaging technique.
Figure 5.2: Geometry and multi-block mesh of the DSMC model

Figure 5.3: Mach number contour in a supersonic underexpanded jet
Figure 5.4: Knudsen number contour of a supersonic underexpanded jet

Figure 5.5: Log10 of number density contour in a supersonic underexpanded jet
Figure 5.6: Downstream centerline number density in log10 format

Figure 5.7: Downstream centerline temperature
Figure 5.8: Downstream centerline velocity

![Graph showing downstream centerline velocity with legends for helium and argon at different temperatures.]

Figure 5.9: Downstream centerline Mach number

![Graph showing downstream centerline Mach number with legends for helium and argon at different temperatures.]
Figure 5.10: Terminal velocity validation by experiment

![Graph showing terminal velocity validation by experiment](image)
5.2 Ideal molecular beam performance

In the PIMS system, the downstream jet expansion is filtered by a skimmer. A molecular beam is formed after the skimmer and flows into the diagnostic chamber. Of course, one would always want to analyze an unperturbed beam source in order to keep the velocity distribution of the molecules upstream and prevent interference from the skimmer. Clearly molecules hitting the skimmer are likely to bounce back to the jet source and perturb the beam. Previous work [4, 11] has shown that strong skimmer interference can perturb the original beam properties particularly when the skimmer is put too close to the reactor. Cases include normal shock wave ahead of the skimmer entrance [4], and attached shock on the outside of the skimmer [45] or inside the skimmer [12]. To analyze these effects, a schematic plot is drawn in Fig. 5.11. Some of the important parameters include the distance between nozzle exit and skimmer entry $l_s$, the quitting surface radius $l_1$, the reactor diameter $D$, the skimmer radius $r_s$, and the distance from the skimmer to the diagnostic spot $x$. Here and below, we denote properties at the “quitting surface” with subscript ‘1’ and properties at the skimmer with ‘s’.

Figure 5.11: Important parameters impacting beam performance (adapted from [4])

In the experiment, the position of the skimmer is a very important parameter. One would like the skimmer to be put in a position such that the flow passing through is in the free molecular region. This can be judged by computing the Knudsen number $Kn_s$ at the skimmer entry based on the skimmer diameter. Another important parameter often used in analytical solutions is the “speed ratio” $s$, which is defined as the ratio of the axial velocity $U$ to the most probable speed.
\[ s = \frac{U}{\sqrt{2RT}} \] (5.2)

where \( R \) is the gas constant and \( T \) is the local translational temperature. We would assume the gas is in translational equilibrium within a certain distance downstream.

One often measures the beam intensity or flux, \( I \), on the centerline in the experiment. If the source beam is ideally effusive, then the intensity at the spot location is given as [4]:

\[ I_{\text{effusive}} = n_s \frac{\pi r_s^2}{4} \left( \frac{8kT_s}{\pi m} \right)^\frac{1}{2} \frac{1}{\pi x^2} \] (5.3)

For a supersonic source beam, when the speed ratio \( s_1 \) is greater than 4, one can deduce a general expression by simplification as:

\[ I_{\text{supersonic}} \approx n_s \frac{(l_s/l_1)^2 \pi r_s^2 u_1}{\pi x^2} \left( \frac{1}{\pi x^2} \left( s_1^2 + \frac{3}{2} \right) \right) \] (5.4)

Using the Mach number at the “quitting surface” \( M_1 \), this can be rewritten as:

\[ I_{\text{supersonic}} \approx n_s \frac{(l_s/l_1)^2 \pi r_s^2 u_1}{\pi x^2} \left( \frac{1}{\pi x^2} \left( \frac{1}{2} \gamma M_1^2 + \frac{3}{2} \right) \right) \] (5.5)

Another interference comes from the background gas penetration when the skimmer is put far away from the source. Under this condition, the beam attenuation effect starts rising and beam signals at the diagnostic spot might be damped as indicated by Eqn. 5.5. In summary, from a design perspective, it would be very helpful to know an optimized skimmer location. However, the impacts of the skimmer and background gas are unlikely to be quantitatively obtained without detailed simulations. This is the reason we carry out the simulations in the following sections.

5.3 DSMC simulation of the skimmer interference

For such a complicated flow field, a sophisticated code would be required. For example, a fixed mesh will not be able to capture the flow field variation downstream. Thus a code with a self-adaptive mesh function will be favored. In our research, we use Bird’s DS2V program to simulate the flow and study the impacts of skimmer interference and analyze the statistics. The skimmer
interference is mainly decided by three factors: (1) the distance between the reactor exit and the skimmer entry \( l_s \); (2) the skimmer entry diameter \( D_s \); and (3) the absorptivity of the skimmer surface \( \alpha_s \). Both helium and argon are simulated to study the impact of the carrier gas. The real skimmer shape and its dimensions are shown in Fig. 1.3. In our simulation, an approximate geometry of the skimmer is used, as shown in Fig. 5.12. Both the inner and the outer surfaces are conical. The entry diameter \( D_s \) can be varied. The other dimensions of the skimmer are fixed as the following: thickness \( t_s = 5 \) mm, length \( x_s = 2.5 \) cm and exit diameter \( D_0 = 3 \) cm.

Figure 5.12: Cone shaped skimmer in molecular beam simulations

The adsorption coefficient \( \alpha_s \) of the skimmer surface may be varied from zero to unity, allowing us to observe the strongest to the slightest skimmer interferences. All the collisions with the skimmer surface are considered to be diffuse reflections. The skimmer temperature is fixed at \( T_s = 300 \) K. The other bounding surfaces are set with an adsorption coefficient of unity mimicking the vacuum boundaries. Fig. 5.13 is a log10 of the number density contour and shows an example where the skimmer is placed 2 cm downstream of the reactor and the flow domain is 6 cm in length and 3 cm in radius. In this case, the entry diameter \( D_s \) is 1 mm. A flow entry boundary is applied at the left lower corner. The stream velocity, number density and temperature are the area-weighted averages of the properties on the reactor exit surface from the CFD simulations. Three cycles
of mesh adaption are applied to capture the local density variation during the simulation. In all cases, 600 MB memory is allocated for the computation. As before, the centerline number density, velocity and temperature are compared.

Figure 5.13: Log10 of number density contour

5.3.1 Reactor-skimmer distance \( l_s \)

To study the reactor-skimmer distance impact, we vary the distance \( l_s \) value between 1.0 cm and 2.0 cm. The skimmer entry diameter \( D_s \) is set as 1 mm and an adsorption coefficient of \( \alpha_s = 0 \) is used. The flow entry data are taken from the case of 1500 K with helium as the carrier gas in reactor #1. Converted to microscopic information, the inlet stream has a velocity of 1922.74 m/s, a temperature of 1009 K and a number density of \( 1.9666 \times 10^{23} \) /m\(^3\).

The number density falls off quadratically against distance as if the skimmer is nonexistent. The number density distribution profiles for both cases are nearly the same as shown in Fig. 5.14. On the other hand, there are noticeable interferences on the velocity and temperature developments as can be seen from Fig. 5.15 and 5.16. At a certain location ahead of the skimmer, the flow acceleration stops and starts decreasing to a minimum value before it reaches the skimmer entry. The further
Figure 5.14: Centerline number vs. distance with different reactor-skimmer distance

Figure 5.15: Centerline velocity vs. distance with different reactor-skimmer distance
Figure 5.16: Centerline temperature vs. distance with different reactor-skimmer distance
the skimmer is put downstream, the greater this velocity decrease is found. This means that the molecules bouncing back from the skimmer surface are interacting with the molecules flying along the beam center. After the flow passes through the skimmer entry, the velocity quickly rises up and eventually reaches a limit value, i.e. terminal velocity. As one can tell, the same limit values are reached for both cases. The skimmer location does not affect it. The velocity development history is also reflected in the temperature plot. Maximum local temperatures are found before the skimmer entry and the same asymptotic value is reached for different skimmer locations.

5.3.2 Skimmer entry diameter $D_s$

The skimmer entry diameter impact is studied by varying $D_s$ among 1 mm, 2 mm, and 3 mm. In all three cases, the skimmer is put 2 cm downstream of the reactor and an adsorption coefficient of $\alpha_s = 0$ is used. The flow entry data are taken from the case of 1500 K with helium as the carrier gas in reactor #1.

Figure 5.17: Centerline number density vs. distance with different skimmer entry diameter

When the entry diameter increases, the skimmer becomes more slender. Molecules bouncing back from the skimmer tend to bounce more outward. At the same time, a wider beam core is
Figure 5.18: Centerline velocity vs. distance with different skimmer entry diameter

Figure 5.19: Centerline temperature vs. distance with different skimmer entry diameter
formed since more fluxes are allowed to pass through the skimmer. Thus, one would expect less impact on the molecules along the beam center. This is verified by the centerline plots of the number density, velocity, and temperature shown in Fig. 5.17 to Fig. 5.19. The number density profiles of all three diameters are nearly the same. Although smaller diameter results a bigger interaction ahead of the skimmer, the same terminal velocity and temperature are reached eventually at a certain distance behind the skimmer in all three cases.

5.3.3 Adsorption coefficient $\alpha_s$

The adsorption coefficient $\alpha_s$ is sometimes also referred to as the sticking coefficient. It represents the fraction of molecules sticking on the wall after the collision. A unity adsorption coefficient behaves exactly as a vacuum boundary where molecules colliding with the wall are deleted from the computation. An adsorption coefficient of zero reflects all the molecules hitting on the wall. To study the impact of the absorptivity, we vary the coefficient $\alpha_s$ value among 0, 0.5 and 1.0. The skimmer is put 2 cm downstream of the reactor with an entry diameter $D_s$ fixed at 1 mm. The flow entry data are taken from the case of 1500 K with helium as the carrier gas in reactor #1.

A better absorptivity means less molecules will be bounced back to the beam and therefore a weaker interaction. From the centerline number density plot in Fig. 5.20, we can find that the absorptivity does not affect the number density distribution. On the other hand, as the absorptivity gets stronger, flow velocity and temperature become less affected, as shown in Fig. 5.21 and Fig. 5.22. At $\alpha_s = 1.0$, the skimmer surface behaves as a vacuum boundary and the beam properties are not affected at all.

5.3.4 Carrier gas

Both helium and argon are often used as the carrier gas. This is why simulations are carried out using the two gases and comparisons are made. For both gases, the flow entry data are taken from the case of 1500 K in reactor #1. For argon, the microscopic stream properties are velocity
Figure 5.20: Centerline number density vs. distance with different adsorption coefficient

Figure 5.21: Centerline velocity vs. distance with different adsorption coefficient
Figure 5.22: Centerline temperature vs. distance with different adsorption coefficient
660.78 m/s, temperature 1037 K, and number density $6.3698 \times 10^{23} \#/m^3$. The entry diameter of $D_s = 1$ mm is used and the reactor skimmer distance is $x_s = 2$ cm. Centerline number density, velocity and temperature are shown in Fig. 5.23 to Fig. 5.25.

**Figure 5.23: Centerline number vs. distance with different carrier gas**

As can be seen from Fig. 5.23, the argon case definitely shows a better continuity as its number density is about five times that of the helium case. In both cases, the beam velocity and temperature are affected by the skimmer and quickly recovers after the skimmer. Faster terminal velocity is reached when the lighter carrier gas species is used, as shown in Fig. 5.24.

### 5.4 Seeded species in carrier gas

In our experiment, we often mix a dilute fraction of biomass species into the carrier gas. The seeded biomass species will have the same velocities as the carrier gas species within the continuum expansion. When the flow reaches the free molecular expansion, there will not be enough collision frequency to maintain the thermodynamic equilibrium and species with different molecular weights will behave differently. They start to differentiate from each other due to the rarefaction effect.

In the parallel direction, lighter species travel faster than the heavier ones. This phenomenon
Figure 5.24: Centerline velocity vs. distance with different carrier gas

Figure 5.25: Centerline temperature vs. distance with different carrier gas
is also often called “velocity slippage” [63]. In our experiment, the carrier gas is usually the lighter species and has a faster speed. Thus, biomass species are accelerated during this process. In the perpendicular direction, thermal velocity is proportional to the square root of the molecular weight [4]. Heavier molecules tend to stay in the beam center while the lighter ones travel more broadly. This leads to a higher concentration of the heavier species along the centerline. The variation of the species concentrations along the centerline is a very interesting phenomenon. To quantify this, in experiment, one often derives a mass-discrimination factor $A_i$ for species $i$ within carrier gas species $j$. It is related as:

$$\frac{I_i(E_i)}{I_j(E_j)} = A_i \frac{Q_i(E_i)}{Q_j(E_j)} \frac{X_i}{X_j}$$

Here $I_i(E_i)$ is the intensity of species $i$ measured at electron energy $E_i$. $Q_i(E_i)/Q_j(E_j)$ stands for the ionization cross section ratio of carrier gas species $j$. And $X_i/X_j$ is the mole fraction ratio in the feeding which will be known in advance.

In simulation, one directly models the species distribution. Therefore, the variation of species mole fractions can be obtained. To investigate the seeded species behavior in the carrier gas, a mixture expansion with 1% ideal oxygen, 1% xenon carried by 98% helium is simulated. The properties of these three species are listed in Table 5.2. Ideal oxygen has a constant rotational number of $Z_r = 5$ while its vibrational energy is not considered.

### Table 5.2: Physical properties of helium, xenon and oxygen used in mixture expansion

<table>
<thead>
<tr>
<th>Properties (unit)</th>
<th>Helium</th>
<th>Xenon</th>
<th>Ideal Oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference diameter (m)</td>
<td>$2.33 \times 10^{-10}$</td>
<td>$5.74 \times 10^{-10}$</td>
<td>$4.07 \times 10^{-10}$</td>
</tr>
<tr>
<td>Reference temperature (K)</td>
<td>273</td>
<td>273</td>
<td>273</td>
</tr>
<tr>
<td>Viscosity-temp. power $\omega$</td>
<td>0.66</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>Molecular mass (kg)</td>
<td>$6.65 \times 10^{-27}$</td>
<td>$2.18 \times 10^{-25}$</td>
<td>$5.31 \times 10^{-26}$</td>
</tr>
<tr>
<td>Rotational deg. of freedom</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

To approximate the expansion scenario in the pumping system, we model the flow in a domain with a length of 30 cm and a radius of 15 cm. The skimmer is put 2 cm downstream of the reactor exit, which separates the domain into a source chamber and a diagnostic chamber. The skimmer
has an entry diameter of $D_s = 2$ mm and is assumed to have an adsorption coefficient of $\alpha_s = 0$. Molecular collisions on the skimmer are fully diffuse. Inlet flow entry data are taken from the case of 1500 K with helium as the carrier gas in reactor #1. Converted to microscopic information, this is a stream with a velocity of 1922.74 m/s, a temperature of 1009 K and a number density of $1.9666 \times 10^{23}$#/m$^3$.

Figure 5.26: Log10 of number density contour in a pumping system

The general scenario of this simulation is shown in Fig. 5.26, where the number density distribution is presented in log10 format. As we can tell, most of the molecules in the supersonic jet hit on the skimmer and bounce back to the source chamber. The remaining molecules pass through the skimmer and form a molecular beam. The beam continues its expansion in the diagnostic chamber and becomes more and more diminished.

The “velocity slippage” phenomenon is reflected in Fig. 5.27 and 5.28. As one can see, within the continuum expansion region, the mole fractions of the heavier seeded species of O$_2$ and Xe rapidly increase while the lighter carrier gas species of He decreases. As the expansion enters the free molecular flow region, the mole fractions become steady. The species mole fractions of O$_2$, Xe, and He are about 4%, 16%, and 80%, respectively. The mole fraction ratio of O$_2$ and Xe are
Figure 5.27: Mole fractions of O$_2$, Xe and He along centerline

Figure 5.28: Mole fraction ratio of O$_2$ and Xe vs. He along centerline
generally proportional to their molecular weight, which is consistent with the prediction made by Anderson [4].
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we have carried out detailed simulations about the flow field development within the reactor and vacuum chamber. Flow field variations under different operating conditions and carrier gases are investigated. Within the reactor section, the CFD method is used. We have found that noncontinuum flow phenomena do happen if high heating temperatures and low mass flow rates are applied. For the cases with less severe rarefied conditions $Kn < 0.1$, a slip boundary condition can be used to model the velocity slip and temperature jump near the reactor exit. Appropriate momentum and thermal accommodation coefficients are selected to match the mass flow rate and upstream pressure measured in the experiment. For the flow in the vacuum chamber, the DSMC method is used to model the rarefied gas dynamics. For our experiment, the skimmer is put within the free molecular flow region which is far away from the reactor exit. The skimmer is found to have some interference on the beam temperature and velocity distribution ahead of the skimmer entry but eventually recovers to terminal values in the supersonic expansion. To connect the CFD and DSMC solutions, we have applied the zonally decoupled CFD/DSMC method. A state based reservoir boundary is used instead of the traditional emitting surface boundary.

6.2 Future Work

Based on the current progress of the project, there are three major major topics to be addressed in future research, including:
• a reacting flow CFD code

The final aim of the project is to be able to simulate pyrolysis reacting flow of the dilute biomass species. A typical process might include over 10 species and 20 reactions. The current CFD can only solve for a single species flow which is very elementary. To investigate the pyrolysis reactions, a sophisticated reacting flow mechanism needs to be built.

• a more sophisticated DSMC code

As can be seen in Chapter 5, our current homemade DSMC code does not have the self-adaptive mesh function. This deficiency greatly inhibits the simulation of the skimmer interference. On the other hand, DS2V does not have the species weighting technique which is a big disadvantage in simulating mixtures with dilute seeded species. Thus a combination of self-adaptive mesh and species weighting needs to be implemented in the DSMC code.

• a fully coupled 2D CFD/DSMC

Our current hybrid code can only simulate the scenario with acceptable continuous flow conditions. This is because the zonally decoupled CFD/DSMC method requires the flow to be both continuum and supersonic on the split interface. However, in the experiments, we also often run cases with much less mass flow rate, e.g. \( \dot{V} \approx 25 \text{ sccm} \). The low mass flow rate will lead to poor continuum conditions within the reactor. This is validated by the experimental measurement of the terminal velocities. For these cases, a zonally decoupled CFD/DSMC is inappropriate. Instead, a fully coupled code needs to be used. The transition from continuum to rarefied flow will happen within the reactor and information has to be correctly transferred to both domains.
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Appendix A

Physical Properties of He, Ne, Ar and SiC

The transport properties of He, Ne and Ar that we use in our CFD simulations are those given by Petersen [50], Bich [8], Vargaftik [71] and Dawe [28].

Either helium or argon can be used as the carrier noble gas in this study. Their physical properties are listed in Table A.1.

<table>
<thead>
<tr>
<th>Properties (unit)</th>
<th>Helium</th>
<th>Neon</th>
<th>Argon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m$^3$)</td>
<td>ideal-gas</td>
<td>ideal-gas</td>
<td>ideal-gas</td>
</tr>
<tr>
<td>Cp (Specific Heat) (J/kg − K)</td>
<td>5193</td>
<td>1029.9</td>
<td>520.64</td>
</tr>
<tr>
<td>Thermal conductivity (W/m − K)</td>
<td>polynomial</td>
<td>polynomial</td>
<td>polynomial</td>
</tr>
<tr>
<td>Viscosity (kg/m − s)</td>
<td>power-law</td>
<td>power-law</td>
<td>power-law</td>
</tr>
<tr>
<td>Molecular weight (g/mol)</td>
<td>4.0026</td>
<td>20.183</td>
<td>39.996</td>
</tr>
<tr>
<td>Molecular diameter (Å)</td>
<td>2.33</td>
<td>2.82</td>
<td>4.17</td>
</tr>
</tbody>
</table>

Thermal conductivity of helium and argon are computed as polynomial functions of temperature with the following expressions:

\[
\kappa_{\text{He}} = 4.76 \times 10^{-2} + 3.62 \times 10^{-4}T - 6.18 \times 10^{-8}T^2 + 7.18 \times 10^{-12}T^3 \text{ (W/m-K)} \tag{A.1}
\]

\[
\kappa_{\text{Ne}} = 1.59 \times 10^{-2} + 1.22 \times 10^{-4}T - 3.37 \times 10^{-8}T^2 + 6.43 \times 10^{-12}T^3 \text{ (W/m-K)} \tag{A.2}
\]

\[
\kappa_{\text{Ar}} = 5.47 \times 10^{-3} + 4.73 \times 10^{-5}T - 1.11 \times 10^{-8}T^2 + 1.60 \times 10^{-12}T^3 \text{ (W/m-K)} \tag{A.3}
\]

While viscosities are computed as power-law functions of temperature:

\[
\mu_{\text{He}} = 3.674 \times 10^{-7}T^{0.70} \text{ (kg/m-s)} \tag{A.4}
\]
\[ \mu_{\text{Ne}} = 7.006 \times 10^{-7} T^{0.67} \text{ (kg/m-s)} \] (A.5)

\[ \mu_{\text{Ar}} = 4.059 \times 10^{-7} T^{0.71} \text{ (kg/m-s)} \] (A.6)

These relations are plotted in Figs. A.1 and A.2.

Figure A.1: Thermal conductivity of helium and argon

The physical properties of SiC are listed in Table A.2:

Since the reactor walls are included as part of the CFD computation, the thermal conductivity of SiC is needed. We use the following expression from Nilsson [47]:

\[
k_{\text{SiC}} = \begin{cases} 
\frac{61100}{T-115} & \text{if } 300\text{K} < T \leq 1800\text{K}, \\
360 & \text{if } T \leq 300\text{K}
\end{cases} \text{ (W/m-K)} \] (A.7)
Figure A.2: Dynamic viscosity of helium and argon

Table A.2: Physical properties of SiC

<table>
<thead>
<tr>
<th>Properties (unit)</th>
<th>SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>3210</td>
</tr>
<tr>
<td>Cp (Specific Heat) (J/kg – K)</td>
<td>750</td>
</tr>
<tr>
<td>Thermal conductivity (W/m – K) κ(T)</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

The Navier-Stokes Equations

The complete form of the Navier-Stokes equations can be found in textbooks such as Williams [79]. Here we treat the flow as axisymmetric about the centerline and make some assumptions that are common for large aspect ratio axisymmetric flows (see Turns [68]). The coordinate system used is shown in Fig. B.1.

Figure B.1: Axisymmetric coordinate system used in simulations

Conservation of Mass

\[
\frac{1}{r} \frac{\partial r \rho u_r}{\partial r} + \frac{\partial \rho u_z}{\partial z} = 0
\]  

Conservation of Individual Species

\[
\frac{1}{r} \frac{\partial (r \rho u_r Y_i)}{\partial r} + \frac{1}{r} \frac{\partial (r \rho u_z Y_i)}{\partial z} = -\frac{1}{r} \frac{\partial}{\partial r} \left( r \rho D_i \frac{\partial Y_i}{\partial r} \right) + m_i^{\prime \prime \prime}
\]  

where \( Y_i \) is the mass fraction, \( D_i \) is the mass diffusion coefficient for diffusion of species \( i \) with respect to the carrier gas, and \( m_i^{\prime \prime \prime} \) is the mass production rate of species \( i \) due to chemical reactions.
Conservation of Momentum

\[
\frac{1}{r} \frac{\partial (r \rho u_z u_z)}{\partial z} + \frac{1}{r} \frac{\partial (r \rho u_z u_r)}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( r \mu \frac{\partial u_z}{\partial r} \right)
\]  

(B.3)

Here \( \mu \) is the dynamic viscosity.

Conservation of Energy

\[
\frac{1}{r} \frac{\partial (r \rho u_z \int c_p dT)}{\partial z} + \frac{1}{r} \frac{\partial (r \rho u_r \int c_p dT)}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho D \frac{\partial \int c_p dT}{\partial r} \right) - \sum h_{f,i}^{\rho} \dot{m}_i^{\rho} 
\]  

(B.4)

\( h_{f,i}^{\rho} \) is the enthalpy of formation for species \( i \), and \( - \sum h_{f,i}^{\rho} \dot{m}_i^{\rho} \) represents the rate of sensible enthalpy production by chemical reaction per unit volume.

We also require the p-v-T equation of state:

\[
p = \rho RT \sum_{i=1}^{N} \frac{Y_i}{W_i}
\]  

(B.5)

The mole and mass fractions are related by:

\[
x_i = \frac{(Y_i/W_i)}{\sum_{j=1}^{N} (Y_j/W_j)}
\]  

(B.6)

The transport properties may be obtained theoretically from the Chapman-Enskog solution of the Boltzmann equation or from experiment (Bird, Stewart and Lightfoot [14]).
Appendix C

CFD: Conversion from 2D to 2D axially symmetric

The original FVM code is designed for 2D flow simulations, in order to simulate an axisymmetric flow, changes are made on the source terms and fluxes terms. An arbitrary 2D quadrilateral finite volume cell (see Fig. C.1) is shown to facilitate the illustration.

Figure C.1: Computing cycle of typical CFD programs

During the computation, geometry information such as the edge lengths, normal components and cell volume are computed and stored. To convert from 2D to 2D axisymmetric, one has to fix the axis on the x coordinate. Then changes are made to compute the metrics of cell faces and volume by considering about the circumferential lengths of each edge. For the left edge of the cell shown in Fig. C.1, the area is:

\[ S_{2DA} = \pi(y_4 + y_1)S_{2D} \]  \hspace{1cm} (C.1)

where

\[ S_{2D} = \sqrt{(y_4 - y_1)^2 + (x_4 - x_1)^2} \]  \hspace{1cm} (C.2)
is the area of edge 14 in two dimensional case.

For the volume of the cell, we have:

$$\Omega_{2DA} = \frac{\Omega_{2D}(y_1 + y_2 + y_3 + y_4)}{4} \quad (C.3)$$

where

$$\Omega_{2D} = \frac{[(x_1 - x_3)(y_2 - y_4) + (x_4 - x_2)(y_1 - y_3)]}{2} \quad (C.4)$$

stands for the cell volume in two dimensional case.

Lastly, by mathematical derivation, a source term is added on the right hand side of y-momentum equation [34]:

$$S = \frac{V_{2DA}}{y} p + \frac{1}{Re} \frac{2\mu}{3y} \left[ -2\frac{V_{2DA}}{y} y'' + \frac{\partial}{\partial \xi} (\xi u + \xi y') + \frac{\partial}{\partial \eta} (\eta u + \eta y') \right] \quad (C.5)$$

Here $p$ is pressure and $\mu$ is the viscosity while $\xi$ and $\eta$ represent the $I$ and $J$ directions respectively in a structured grid.