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 Water vapor and clouds both respond to and influence global temperature. 

Consequently, understanding the processes that control humidity patterns and cloudiness is key 

for predicting future climate accurately. To elucidate the physical processes controlling water 

cycle feedbacks in the subtropics, this thesis applies new observational techniques to evaluate 

moisture and pollutant transport between the Hawaiian boundary layer—near ocean surface—

and the dry free troposphere above. Beginning with a case study, paired measurements of 

humidity and the ratio of heavy-to-light oxygen isotopes in vapor are used to characterize 

vertical moisture transport as a simple mixing process. Strong mixing events are found to shape 

moisture transport for multiple days at a time, highlighting the need to understand which factors 

control the strength of convective mixing.  

Large-scale dynamical controls on convective mixing near Hawaii are subsequently 

evaluated, and the relative importance of large-scale transport and microphysical processes in 

modifying humidity and pollutant distributions is investigated. Based on isotopic theory, strong 

convective events are classified as having either high or low precipitation efficiency. While the 

latter are associated with a branching of the subtropical jet, which facilitates advection of 

relatively high concentrations of methane and ozone from Eurasia, the former are associated with 

tropical plumes that transport relatively clean and moist air. Particle number concentrations, in 

comparison, exhibit clear sensitivity to the precipitation processes associated with convection, 

with higher precipitation efficiency events resulting in scavenging of pre-existing aerosol that, in 
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turn, appears to facilitate new particle formation at higher altitudes.  

To determine whether the resultant variations in vertical distributions of moisture and 

pollutants influence cloud fields, isotopic retrievals from satellite are used to define precipitation 

efficiency over broader regions. Precipitation efficiency is shown to be a strong indicator of low-

level cloud fraction but only in areas of active convection. This finding is consistent with the 

idea that as cloud evaporation is favored over precipitation, the resultant drying of the boundary 

layer inhibits low-cloud formation. The results thus provide critical observational constraints for 

future studies wishing to evaluate cloud feedbacks and, ultimately, climate model sensitivity. 
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CHAPTER I 
 

Introduction 
 

 

Since the water cycle is integral to climate, moisture transport through convective mixing 

has important implications for future temperature change. As described by Stevens [2005], 

convection primarily transports boundary-layer moisture upwards through the formation of 

clouds, which evaporate—or detrain—into the drier free troposphere above. Since water vapor in 

the middle and upper free troposphere is particularly effective in absorbing and emitting thermal 

energy back towards Earth’s surface, moisture enhancements at these heights create a positive 

feedback on climate [Held and Soden, 2000]. There is large agreement that this feedback will 

double the warming caused by increasing carbon dioxide concentrations [Held and Soden, 2000; 

Myhre et al., 2013]. 

As moist air is transported upward, warm and dry free tropospheric air is entrained, or 

drawn, downward. This process acts to increase surface temperatures and also decrease the 

relative humidity of the boundary layer. If the decrease in relative humidity is large enough, it 

will impede condensation and limit cloud formation. Computer simulations by Rieck et al. 

[2012], for instance, suggest stronger entrainment in a warmer climate will reduce the amount of 

low-level clouds—an alarming finding, since low-level clouds exert a cooling effect on Earth’s 

surface.  

Problematically, models of varying resolution and complexity still struggle to represent 

the vertical exchange of moisture through convective mixing accurately. As a result, simulated 

climates remain highly sensitive to the way in which mixing between the boundary layer and free 

troposphere and mixing between low-level clouds and their dry environments are parameterized 
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[Ayotte et al., 1996; Hu et al., 2010; Stevens, 2002; Zhao, 2014]. Stevens [2005] discusses why 

this may be the case for the trade wind regime—where the moist boundary layer and dry free 

troposphere are separated by a sharp temperature inversion. There, a lack of understanding of the 

bulk atmospheric structure near the inversion layer may hamper accurate representations of 

convection. 

Cloud processes associated with convection also present substantial challenges to 

modeling efforts and contribute some of the largest uncertainties to predictions of future 

temperature change [Boucher et al., 2013]. As a case in point, Sherwood et al. [2014] argued that 

the large spread in climate model sensitivity, or the magnitude of the temperature response to a 

given greenhouse gas forcing, is controlled by lower-atmospheric mixing processes that regulate 

the efficiency with which low-level clouds detrain into their free tropospheric environment. 

Currently, the spread in climate sensitivity among general circulation models ranges from 2.1°C 

to 4.7°C [Flato et al., 2013].  

In addition to controlling humidity and cloud distributions, vertical-mixing processes also 

influence the distributions of other atmospheric constituents important for climate. Both 

observational [Zhang and Rao, 1999] and modeling studies [Barth et al., 2002], for example, 

have shown that entrainment of ozone into the boundary layer can significantly increase ground-

level concentrations. Convection also vents boundary-layer pollutants into the free troposphere 

[Cotton et al., 1995]. Using large-eddy simulations to model the vertical transport of passive 

tracers, Chen et al. [2012] showed that shallow cumulus associated with moist convection loft 

pollutants more effectively than dry turbulent eddies.  

However, it is not only the transport processes associated with moist convection that are 

important for pollutants like aerosol: cloud and precipitation processes can also fundamentally 
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change particle number size distributions. Some studies have observed reductions in small-

particle concentrations and simultaneous enhancements in large-particle concentrations near 

evaporating clouds [Wonaschuetz et al., 2012]. Others have suggested that precipitation helps 

scavenge pre-existing aerosol, which can facilitate new particle formation and increase 

concentrations of ultrafine particles [Clarke, 1993; Nilsson et al., 2001]. In part, what makes 

aerosol-cloud interactions so complex is that while cloud and precipitation processes affect 

particle size distributions, aerosols also influence cloud and precipitation by altering cloud 

albedo [Twomey, 1977] and lifetime [Albrecht, 1989; Small et al., 2009]. 

The complexity of these interactions and the small-scale at which they occur means that 

convective mixing, cloud processes, and precipitation are also notoriously difficult to observe. 

One approach for dealing with this problem is to use atmospheric tracers to characterize the bulk 

exchange of material in the vertical [e.g. Folkins et al., 2006]. Betts and Albrecht [1979] 

epitomized this method by using conserved variables to model the convective boundary layer as 

a simple mixing line. This thesis considers whether another tracer—isotope ratios in water 

vapor—can accurately characterize convective mixing while providing additional information 

about cloud and precipitation processes and their effects on atmospheric constituents important 

for climate. 

Isotopes of oxygen and hydrogen are powerful tracers of water cycle processes. Because 

isotopically heavy water vapor condenses preferentially [Bigeleisen, 1961; Dansgaard, 1964], 

paired measurements of humidity and the (heavy-to-light) isotope ratio in vapor distinguish air 

masses by their history of condensation and precipitation [Gat, 1996]. As a result, isotope ratios 

successfully distinguish the boundary layer and free troposphere and provide a way to capture 

mixing between these air masses [Noone et al., 2011]. Within convective regions, isotope ratios 
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can also model the precipitation efficiency, or the efficiency with which cloud condensate is 

converted to precipitation [Dansgaard, 1964; Jouzel and Merlivat, 1984; Noone, 2012]. 

Consequently, it is expected that isotope ratios will shed light on the following key questions: 

how do convective mixing and the atmospheric structure of the trade wind regime influence one 

another?—how do vertical mixing processes alter the vertical distributions of moisture and other 

atmospheric constituents important for climate?—how does the efficiency with which cloud 

condensate forms precipitation modify particle size distributions and cloud fields? 

This thesis attempts to answer these questions and demonstrate the utility of isotopic 

tracers for improving climate model simulations. The research is organized as follows. Chapter 2 

describes a case study from the Big Island of Hawaii in which isotope ratios successfully model 

the transition layer—which develops, during convection, between the boundary layer and free 

troposphere—using a simple mixing line analysis. The results reveal that the mixing model is 

valid so long as the thermodynamic properties of the air mass at the top of the convective 

boundary layer are known. Deviations from the mixing line, meanwhile, identify thermodynamic 

boundaries in the atmospheric profile, which can persist from one day to the next. These findings 

indicate residual layers form during strong mixing events and regulate vertical moisture transport 

for multiple days at a time.  

Chapter 3 explores the long-term stability of new laser absorption instruments used to 

measure water vapor isotope ratios in the field; and several calibration methods are evaluated to 

ensure that long-term measurements are precise and accurate. The analysis shows that one of the 

most effective ways to reduce measurement inaccuracies is to use an appropriate statistical-

fitting procedure to characterize the isotopic dependence on water vapor concentration.  

Fortunately, these biases are stable in time, which suggests that the new technology is capable of 
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robustly evaluating multi-year relationships between isotope ratios and other meteorological 

variables.  

Chapter 4 uses three years of isotope ratio measurements from Mauna Loa Observatory 

to characterize the precipitation efficiency of strong convection near Hawaii. Specifically, the 

effects of convective mixing and precipitation processes on vertical distributions of moisture, 

trace gases, and particle pollutants are examined. High and low precipitation efficiency events 

are found to occur under distinct synoptic regimes, with the former correlated with plume-like 

transport originating in the tropics and the latter associated with westerly transport, facilitated by 

a branching of the jet stream. While these distinct transport pathways modify the background 

concentrations of trace gases, particle number concentrations are found to be most sensitive to 

differences in local convection. During high precipitation efficiency events, for instance, rain 

likely scavenges pre-existing aerosol and facilitates new particle formation. 

Chapter 5 extends the analysis of Chapter 4 by evaluating the effects of convective 

mixing and precipitation efficiency on low-level cloud fields. The results suggest that higher 

precipitation efficiency events near Hawaii are associated with greater low-level cloud cover. 

Moreover, deeper convection forms along a telltale southwesterly trajectory typical of moist 

tropical plumes. These relationships are evaluated more broadly by using remotely sensed 

isotope ratios across the Pacific Ocean. On average, precipitation efficiency is found to be a good 

indicator of low-cloud fraction only in regions of mean ascent, such as near the western Pacific 

warm pool. There, as the precipitation efficiency increases, so does the fraction of low-level 

cloud, which suggests that microphysical processes are important in determining cloud feedbacks 

on climate. Since a number of state-of-the-art climate models are now enabled with isotopic 
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tracers, metrics of precipitation efficiency, like those proposed here, may prove particularly 

useful for evaluating simulations and fine-tuning predictions of future climate. 

Together, these chapters highlight the effects of large-scale dynamics and local 

atmospheric stability in regulating the exchange of moisture, traces gases, and aerosols between 

the boundary layer and free troposphere. They examine the relative importance of mixing and 

microphysical processes in modifying vertical distributions of these atmospheric constituents. 

And, they investigate the relationships among mixing, microphysics, and low-level cloud fields. 

Since moisture, trace gases, aerosols, and clouds all significantly influence climate, 

understanding how shallow convection influences their spatial and temporal distributions at a 

process-level is critical for improving model simulations and accurately predicting future 

temperature and hydrological changes. 
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CHAPTER II 
 

Characterizing moisture exchange between the Hawaiian convective boundary layer and 
free troposphere using stable isotopes in water 

 

 

1. Introduction 

The trade wind temperature inversion in the subtropics separates air masses representing 

two hydrological extremes: the moist marine boundary layer below and the dry free troposphere 

above. Shallow convection transports boundary layer moisture across the inversion, while 

boundary layer growth simultaneously entrains warm and dry free tropospheric air. Since these 

mechanisms regulate the vertical transport of energy, moisture, trace gases, and pollutants, they 

play a significant role in climate. Yet while numerous laboratory [Deardorff, 1980], 

observational [Nelson et al., 1989; Lenschow et al., 1999; Bretherton et al., 1995; Faloona et al., 

2005; Träumner et al., 2011], and modeling [Sullivan et al., 1998; Brooks and Fowler, 2012] 

studies have investigated shallow convection and entrainment and their role in transporting 

material vertically, simulated climates remain sensitive to the choice of model parameterization 

[Ayotte et al., 1996; Stevens, 2002; Hu et al., 2010]. Such sensitivities suggest bulk features of 

vertical moisture exchange are still not fully understood. To improve our understanding of 

moisture transport processes in the subtropics, this study uses conserved variables to evaluate 

bulk mixing properties associated with the entrainment region near the top of the convective 

boundary layer (CBL). Our findings suggest the transition from boundary layer to free 

troposphere is well characterized as a simple mixing problem so long as the thermodynamic 

properties of the air mass at CBL top are known. 

Conserved variable analyses provide a means to describe complex exchange processes in 
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terms of a simple mixing problem. Betts and Albrecht [1987] introduced a mixing line analysis to 

characterize shallow convective detrainment and entrainment in the CBL using a conserved 

variable diagram of total water mixing ratio (qT) and equivalent potential temperature (θE). In 

their approach, warm and moist tropical air from the well-mixed region of the boundary layer 

(i.e. the mixed layer) is represented by high qT and high θE. Deep convection, which transports 

mixed layer air upward via pseudoadiabatic motions, conserves θE but reduces qT by 

precipitation. Subsequent radiative cooling in the free troposphere decreases θE but conserves qT. 

In tandem, these processes establish the low qT, low θE values characteristic of air masses found 

at the top of the CBL. This free tropospheric air then mixes back into the boundary layer through 

entrainment, forming a transition layer characterized by a diagonal mixing line in qT -θE space. 

Betts and Albrecht [1987] argued the thermodynamic properties of the air mass at CBL top are 

particularly important in shaping the slope of this mixing line, however their choice of tracers 

permitted only a cursory analysis of the origin of the dry end-member air mass.  

The present study revisits the conserved variable analysis of the CBL in order to evaluate 

bulk thermodynamic features of the transition layer and identify sources of moisture to the air 

masses that bookend it. In contrast with Betts and Albrecht’s [1987] work, the present analysis 

exploits stable isotope ratios in water as a tracer capable of distinguishing cloud processes and 

clear sky mixing. Because of saturation vapor pressure differences between heavy and light 

isotopologues, water vapor becomes depleted in isotopically heavy molecules during 

condensation and precipitation [Bigeleisen, 1961; Dansgaard, 1964]. As a result, stable isotope 

ratios in water help identify processes that moisten and dehydrate the atmosphere [Worden et al., 

2007; Noone, 2012] and distinguish air masses by their integrated condensation histories [Gat, 

1996].  
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Various studies have used vapor isotope ratios to evaluate moist convective and mixing 

processes at multiple heights in the atmosphere. The departure of observed and simulated 

isotopic profiles from pseudoadiabatic models, for instance, suggests a role for lofting of frozen 

condensate by deep convection in moistening the upper troposphere [Nassar et al., 2007; Bony et 

al., 2008; Blossey et al., 2010; Sayres et al., 2010]. Gedzelman [1988] used isotope ratios in the 

lower and mid-free troposphere to distinguish air masses that had risen moist adiabatically but 

experienced different degrees of rainout and/or turbulent mixing. He also hypothesized that 

under certain advective conditions free tropospheric air masses conserve their isotopic 

composition, providing a robust tracer of atmospheric motions. This finding has since been 

supported by large-scale advection models that reproduce, to first order, the isotope ratios 

observed in the subtropical free troposphere near Hawaii [Galewsky et al., 2007; Hurley et al., 

2012]. In addition, He and Smith [1999] characterized moisture transport between the land 

surface and free atmosphere by pairing measurements of humidity and the stable isotope ratio in 

a simple mixing model. 

That isotope ratios distinguish air masses by their condensation histories and differentiate 

amongst moist convective and mixing processes enables the testing of several hypotheses 

regarding vertical moisture exchange in the subtropical CBL. We consider whether 1) the 

isotopic profile of the saturated mixed layer follows the Rayleigh distillation model predicted for 

pseudoadiabatic ascent, 2) the transition between mixed layer and free troposphere is accurately 

represented by a simple mixing process in terms of conserved isotopic variables, and 3) the top 

of the CBL is composed of free tropospheric air whose variations in isotope ratio are consistent 

with synoptic-scale transport. The desire to determine which processes control the isotopic 

structure of the air mass at CBL top builds on the expectation of Betts and Albrecht [1987] that 
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this air mass critically influences mixing between the boundary layer and free troposphere.  

Vertical profile measurements of the water vapor mixing ratio (q) and the stable isotope 

ratio 18O/16O were made on the Big Island of Hawaii, May 6-9, 2010. Because of its remote 

Pacific setting and large vertical gain (~4200 m), the upper flanks of both Mauna Loa and Mauna 

Kea are exposed to free tropospheric air, while temperature and moisture at the Island’s lower 

elevations are typical of the subtropical marine boundary layer. This unique geographical and 

topographical setting makes it possible to sample the transition layer with high frequency and 

high spatial resolution using ground-based instrumentation [Mendonca and Iwaoka, 1969].  

 

 

2. Methods 

2.1. Instrumentation and configuration of sampling platform 

Measurements of the water vapor mixing ratio (q), the oxygen and hydrogen isotope 

ratios, temperature, and submicron aerosol number size distributions were made during May 6-9, 

2010 on the Big Island of Hawaii. Observed isotope ratios (obs) are reported in the δ-notation 

relative to Vienna Standard Mean Ocean Water (std): 

 

 (2.1) 

 

 (2.2) 

 

€ 

δD =
D /Hobs

D /Hstd

−1
$ 

% 
& 

' 

( 
) ×1000

€ 

δ18O =
18O/16Oobs
18O/16Ostd

−1
$ 

% 
& 

' 

( 
) ×1000



! 11!

Vertical profiles were obtained by driving from sea level to either the summit of Mauna 

Kea (~4200 m) or the Mauna Loa Observatory (~3400 m). Both the eastern and western sides of 

the Island were profiled (Figure 2.1). Up to four profiles were driven each day, resulting in 

twelve profiles total. Because of nighttime driving restrictions near the astronomical observatory 

on Mauna Kea, two of the twelve profiles did not extend past the Mauna Kea Visitor Information 

Station (~2800 m).  In addition, the last two profiles did not sample below the “Saddle,” the 

height of land on Route 200, commonly called Saddle Road (~2000 m). 

 
 
 
Figure 2.1. Map of the Big Island of Hawaii (topographic data source: [Amante and Eakins, 
2009]). Profile starting and ending locations are labeled and driving routes measured by GPS are 
marked with solid lines.  
 
 

The mixing ratio and isotope ratios were measured at 10-second frequency with a Picarro 

analyzer (the same instrument as Noone et al. [2013]), which uses cavity enhanced tunable diode 

laser absorption spectroscopy (Picarro model 1115-i, [Gupta et al., 2009]). Submicron aerosol 

was measured across 99 diameter ranges spanning 55-1000 nm using a Particle Metrics Ultra-
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High Sensitivity Aerosol Spectrometer (UHSAS, now sold by Droplet Measurement 

Technologies, Boulder, CO) [Yokelson et al., 2007; Cai et al., 2008]. Measurements of sub-

micron aerosol number and size distributions were used to differentiate boundary layer and free 

tropospheric air masses and to assist in identification of cloud processes. Vehicle position and 

altitude were tracked with a Global Positioning System (GPS, Garmin model 60C). The Picarro 

and UHSAS were positioned inside the cab of a truck, and a 0.25-inch copper tube was strung 

through the rear passenger-side window for an inlet line. This line was nested inside a 1-inch 

schedule 80 polyvinylchloride (PVC) pipe, which was attached to the side of the vehicle to 

straighten the flow and reduce turbulence near the inlet. The inlet tip was angled backward to 

prevent rain drops and large debris from entering. Based on the pumping rate of the instruments, 

the flushing time of the inlet system was about one minute. (The elevation is not corrected for 

this time lag since the value is on the order of a few tens of meters, smaller than the error in the 

GPS-reported altitude.) A temperature probe was positioned within a second PVC pipe so that it 

was shielded from direct solar radiation. In addition, a LiCOR 7000 carbon dioxide and water 

vapor analyzer was operated to identify and exclude measurements affected by the exhaust of the 

truck and other vehicles on the road. The LiCOR measurements are not used otherwise or 

reported explicitly in this study.  

In practice, the Picarro instrument measures the total of all moisture, including small 

cloud droplets that evaporate within the sampling system. Consequently, the Picarro vapor 

mixing ratio measurements (q) should be nearly equivalent to the qT  measurements used by Betts 

and Albrecht [1987]. If the backward-facing inlet did reject some large cloud droplets, such a 

possibility does not critically change interpretation of the measurement. Indeed, Albrecht et al. 

[1979] suggested q is a reasonable approximation for qT  in conserved variable studies, and much 
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of the focus of this study is the unsaturated transition layer, where q and qT are equal. Samples 

taken in rain and cloud are nevertheless flagged in the analysis for further discussion. 

 

2.2. Isotopic calibrations 

The isotopic measurements were calibrated to the SMOW-SLAP (Standard Mean Ocean 

Water – Standard Light Antarctic Precipitation) absolute isotopic scale [Coplen, 1994] using five 

secondary standards: Florida tap water; Boulder, Colorado tap water; water from West Antarctic 

Ice Sheet snow; water from Greenland snow; and water from surface snow from the Vostok 

drilling site in Antarctica. The isotopic values of these waters are shown in δ-notation in Table 

2.1. These secondary standards had been calibrated against International Atomic Energy Agency 

primary reference material on the University of Colorado Stable Isotope Laboratory’s Isotope 

Ratio Mass Spectrometer [B. Vaughn, personal communication, 2010].  

 
 

Table 2.1. Isotope ratio values (permil) of the five secondary standards used to calibrate the 
Picarro vapor isotopic analyzer. 
 

Standard Origin δ18O δD 

Florida -0.56 -3.75 
Boulder -14.88 -113.06 
West Antarctica -26.11 -204.06 
Greenland -38.45 -300.74 
Vostok -56.13 -427.52 

 

 

Prior to field deployment, the secondary standards were measured on the vapor isotopic 

analyzer. A LEAP Technologies PAL auto-sampler was used to inject each standard by syringe 

into a Picarro vaporization module, which flash evaporated the liquid injection before delivery to 
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the Picarro instrument. Although Schmidt et al. [2010] found some difference in the way Picarro 

vapor isotopic analyzers measure δD when the sample is liquid versus vapor, no significant 

difference was found in δ18O. To reduce cross-contamination between standards, each standard 

was injected 15 times, and isotope ratios from the last four injections were averaged to determine 

the final measurement. A known concentration bias in the Picarro vapor isotopic analyzers 

causes the instrument to measure isotope ratios differently at both very low and very high 

humidity [Schmidt et al., 2010; Tremoy et al., 2011; Aemisegger et al., 2012]. To account for 

this, the five waters were sampled at up to seven mixing ratios (approximately 0.3, 0.6, 1.2, 2.4, 

3.3, 6.5, and 11.9 g/kg) that were generated by controlling the amount of liquid injected into the 

vaporizer.  

Based on the 27 resulting calibration measurements, a locally-weighted second-degree 

polynomial in two dimensions was used to characterize the isotopic bias relative to the absolute 

SMOW-SLAP scale in terms of both the isotope ratio and water vapor mixing ratio. The locally-

weighted surface was then used to predict isotopic biases for all combinations of isotope ratios 

and vapor mixing ratios measured in the field (Figure 2.2a-2.3a), and each field observation was 

corrected by subtracting its corresponding predicted bias. Standard errors from the prediction 

were used to characterize the uncertainty associated with the correction at each measurement 

point (Figure 2.2b-2.3b). At low humidity, such as observed on Mauna Kea’s upper slopes, the 

isotopic bias can exceed 5.0 and 50.0 permil in δ18O and δD, respectively. The sign of the bias is 

instrument specific and differs between the two isotope ratios, a finding consistent with previous 

studies [Tremoy et al., 2011; Aemisegger et al., 2012]. Simultaneously correcting the 

concentration bias and performing the isotopic calibration in this manner, rather than in the step-

wise fashion adopted by previous studies studies [Schmidt et al., 2010; Tremoy et al., 2011; 
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Aemisegger et al., 2012; Noone et al., 2013], was considered advantageous because it better 

accounts for covariation in measurement error in both humidity and isotope ratio, while avoiding 

the computational burden of Monte Carlo methods [cf. Tremoy et al., 2011; Noone et al., 2013].  

 
 
Figure 2.2. (a) The isotopic bias for raw δ18O measurements and (b) the errors associated with 
the bias characterization (permil) plotted as a function of both the raw isotopic value (permil) 
and the natural log of the vapor mixing ratio (q) (g/kg). Contours are (a) every 2.0 permil and (b) 
0.2 permil.  The raw data (black dots) show the range of relevant biases. Nearby calibration 
points are represented by black squares on panel a. 
 

 
 
Figure 2.3. (a) The isotopic bias for raw δD measurements and (b) the errors associated with the 
bias characterization (permil) plotted as a function of both the raw isotopic value (permil) and 
the natural log of the vapor mixing ratio (q) (g/kg). Contours are (a) every 25 permil, with the 
zero-line bolded, and (b) 5 permil.  The raw data (black dots) show the range of relevant biases. 
Nearby calibration points are represented by black squares on panel a. 
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Nevertheless, the resulting analysis proves insensitive to subjective choices in the calibration 

procedure. 

The dataset was further corrected by eliminating field measurements likely influenced by 

liquid water evaporation. These were identified by high values in either one isotope ratio or both. 

Since near-surface values are not the focus of this study, any measurements whose δD were 

higher than -60.0 permil or whose δ18O were higher than -6.0 permil were simply excluded from 

the analysis. Similarly, a handful of extreme outliers, whose absolute deuterium excess exceeded 

three standard deviations of the deuterium excess mean (0.0 ± 17.0 permil), were excluded. 

Figure 2.4 shows the effect of the calibration and data quality control procedures on the raw data. 

The large scatter is reduced, producing a linear regression of δD = 7.02 × δ18O  – 18.48 (with an 

uncertainty on the slope of ± 0.40 and an uncertainty on the intercept of ± 0.02). This result 

differs from the 8:1 relationship typical of precipitation globally [Craig, 1961; Sharp, 2007], as 

expected for tropical locations [Dansgaard, 1964].  

 

 
 

Figure 2.4. Raw (gray) and corrected (blue) isotopic data. The black line represents a meteoric 
water line with slope 8 and intercept 0. The dashed line is a simple linear regression fit to the 
corrected (blue) data. 
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Additional biases due to day-to-day drift while measuring in the field were not quantified, 

due to the impracticality of operating a syringe injection system while driving on dirt roads, 

however previous studies guide our expectation for drift. Gupta et al. [2009] found the same 

model Picarro instrument drifted by only 2.0 permil in δD—equivalent to an approximate 0.25 

permil drift in δ18O—over a four-week period. Similarly, Aemisegger et al. [2012] detected a 

maximum drift in δ18O of 0.5 permil over a 14-day ambient sampling period. Therefore, to err on 

the side of caution, any differences in the corrected data less than 0.5 permil in δ18O are not 

considered significant. 

Sensitivity analyses were also conducted to evaluate the effects of instrument operating 

temperature and the time rate of ambient pressure change, caused by driving up and down the 

Island, on the isotopic measurements. While the effects on δ18O measurements were found to be 

negligible, effects on δD boundary layer measurements were evident for one profile. As a result, 

and because δD exhibits a slower response time to ambient changes (a larger “memory effect”) 

and larger relative errors with calibration [Schmidt et al., 2010; Aemisegger et al., 2012], δ18O 

measurements are used preferentially throughout the analysis.  

 

2.3. Isotopic models for the convective boundary layer 

Due to differences in the saturation vapor pressures of heavy and light isotopologues of 

water [Bigeleisen, 1961], the relationship between the isotope ratio and observed vapor mixing 

ratio provide a valuable diagnostic for moisture fluxes [Gat, 1996; He and Smith, 1999; Noone et 

al., 2011] and a means to distinguish moistening and dehydrating mechanisms [Worden et al., 

2007; Noone, 2012]. When conditions are unsaturated both q and the isotope ratio are conserved 

variables, and airmass mixing will cause observations to fall along a line in δ–1/q space [e.g., He 
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and Smith, 1999; Noone et al., 2011]. In contrast, if an air mass experiences a pseudoadiabatic 

process, in which condensate is immediately removed as precipitation, its δ value follows a 

theoretical Rayleigh distillation [e.g., Dansgaard, 1964]. By knowing q, temperature (T), and the 

heavy-to-light isotope ratio (R) at a certain height zi and preceding height zi-1, Rayleigh 

distillation predicts  

 

 (2.3) 

 

where the subscripts i and i-1 denote two points along the upward distillation trajectory. If 

condensation is slow and thermodynamically reversible, α is the equilibrium fractionation factor, 

which determines the preferential removal of the heavy isotopes from the vapor phase as a 

function of T. T can be taken as the dew point temperature since q can be assumed at saturation 

during condensation. Furthermore, since all condensate is removed as precipitation, q is 

equivalent to qT. 

To account for the presence of cloud within an adiabatic plume, the Rayleigh model may 

be modified so that conversion of condensate to precipitation is less than 100% [Dansgaard, 

1964; Jouzel and Merlivat, 1984; Noone, 2012]. By defining a precipitation efficiency parameter 

ε, which varies from 0 if all condensate is held with the ascending vapor to 1 if all condensate is 

converted to precipitation, the isotope ratio of the vapor (R) can be written for discrete vertical 

points in the profile as  
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 (2.4) 

 

(e.g. Noone 2012, Equation 11). A limitation of this model, however, is the assumption that the 

vapor and liquid components of an air mass are always distinct. If the cloud liquid re-evaporates 

at any point prior to observation or during sampling, as we expect was the case for our present 

experiment, then the isotope ratio measured will instead reflect a mixture of vapor and cloud. A 

better physical model for isotope ratio observations in the Hawaiian mixed layer is therefore 

given by a total water distillation (TWD) model:  

 

. (2.5) 

 

Here, l+q= qT is the total water remaining in the air mass after precipitation. The cloud 

liquid at any height is given by l = l0 + (1-ε)(q0-q), where the subscript 0 denotes the value at 

some initial point, and the isotope ratio of the cloud (Rl) is simply a function of the equilibrium 

fractionation factor and the vapor isotope ratio predicted by Equation 2.4 (i.e., Rl=αR). Note that 

in the case of a pseudoadiabatic process (i.e. ε = 1 and l=0),  Equation 2.5 reduces to RT =R and 

Equation 2.4 reduces to the Rayleigh distillation model of Equation 2.3. 

Figure 2.5 illustrates the expected dehydration and depletion pathways of subtropical air 

masses for the different moist convective and mixing processes described. If mixed layer air rises 

pseudoadiabatically into the free troposphere and all condensate immediately precipitates (i.e. ε 

= 1), the 1/q and δ values of the transition layer will follow the dashed curve expected for 

Rayleigh distillation (Equation 2.3). If instead some condensate is held with the vapor in an 
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adiabatic plume, total water isotope ratios will decrease less rapidly. The dotted curves show 

expected trajectories for air masses with precipitation efficiencies of 0.9 and 0.7. For a fully 

reversible moist adiabatic process, the total water and total water isotope ratio are conserved. On 

the other hand, if airmass mixing proves a better model for the vertical exchange of moisture 

between the boundary layer and free troposphere, then transition layer observations will form a 

straight line in the δ–1/q space of the isotopic mixing diagram, similar to the qT - θE mixing line 

described by Betts and Albrecht [1987]. 

 

 
 
 
Figure 2.5. An isotopic mixing diagram of δ18O versus the inverse of the total water mixing ratio 
(qT). When mixed layer and free tropospheric air masses mix, observations fall along the straight 
(solid) line. Pseudoadiabatic processes result in Rayleigh distillation (dashed line), while moist 
adiabatic processes may follow one of the dotted lines, depending on their precipitation 
efficiency (ε). In a fully reversible moist adiabatic process (ε=0), the total water and total water 
isotope ratio are conserved. 
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3. Results 

3.1. Moisture transport and stratification within the mixed layer 

To evaluate the processes regulating vertical moisture transport, we consider, in turn, 

moisture transport from the ocean surface to the top of the mixed layer and moisture transport 

from the top of the mixed layer, across the transition layer, to the top of the convective boundary 

layer (CBL). Ten vertical profiles of temperature, dew point temperature, and δ18O are shown in 

Figure 2.6. Dew point temperature is derived from the Picarro q, with hydrostatic pressure 

estimated from the GPS altitude. Each profile is labeled according to its geographic starting and 

ending points (HI = Hilo, MK = Mauna Kea Visitor Information Station or Summit, ML = 

Mauna Loa Observatory, WV = Waikoloa Village) and for the day in May 2010 on which 

measurements were taken. For instance, the first profile is labeled MLHI6, since it was obtained 

on May 6 by driving from Mauna Loa Observatory to Hilo, on the eastern side of the Big Island. 

Arrows indicate whether the profile was measured by driving from lower to higher elevations, 

and thus moist to dry conditions, or vice versa. Moist adiabatic models (dashed blue lines, Figure 

2.6) were chosen to fit the regions below the trade wind inversion in which temperature and dew 

point converged to within 0.5 K, except in the cases of the WVMK7 and MKWV8 profiles, 

which were fit in discrete segments. Before fitting, the data were binned using a 25-m average. 

Two additional half profiles were obtained on May 9 by driving from Mauna Kea to the Saddle 

(MKSA9), and from the Saddle to the Mauna Loa Observatory (SAML9). 

 

3.1.1. Eastern Mixed Layer 

Mixed layer air is readily identifiable by the gradual decrease in temperature, dew point 

temperature, and δ18O with height at altitudes below the level of the trade wind inversion,  



! 22!

 
 
Figure 2.6. The first ten profiles with temperature (red), dew point temperature (blue), and δ18O 
(black) shown as a function of height. Modeled moist adiabats are shown as dashed blue lines. 
Arrows indicate the direction of profiling, and gray shading indicates regions where the vehicle 
passed through cloud or rain. The elevation of the Saddle (2000 m) is marked by the dashed 
black line. Profiles obtained from the Island’s dry west side are starred. Each profile is labeled 
according to its geographic starting and ending points (HI = Hilo, MK = Mauna Kea Visitor 
Information Station or Summit, ML = Mauna Loa Observatory, WV = Waikoloa Village) and for 
the day in May 2010 on which measurements were taken. For instance, the first profile is labeled 
MLHI6 because it was taken while driving from Mauna Loa Observatory to Hilo on May 6. Each 
profile is also labeled with the time at which sampling began (profiles took approximately two 
hours to complete). 
 
 
however, there are clear differences in humidity structure between the east and west sides of the 

Island (Figure 2.6). On the east side of the Island (represented by the six Hilo profiles), a single 

moist adiabat describes each dew point profile to first order (root mean square error < 1.0 K for 

the 500-2000 m layers of all but the HIMK7 profile). These findings are consistent with the 
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expectation that easterly trade winds force air up the orographic rise, maintaining the profile near 

saturation. As a result, the east side exhibits higher humidity, higher precipitation totals, and lush 

vegetation, compared with the Island’s western slopes. A notable exception is the HIMK7 

profile, in which dew point sharply decreases near 750 m and remains drier than the model 

adiabat to the Saddle at 2000 m. This discrepancy may result from nighttime stratification, since 

the profile was measured in the early hours before sunrise. Free air temperature measured by the 

Hilo radiosonde, launched at 0200 HST, also indicates multiple but weak stable layers below the 

inversion, which are no longer visible in the subsequent 1400 HST sounding (not shown).   

Isotopic measurements confirm the importance of moist adiabatic processes in controlling 

the vertical humidity structure of the mixed layer on the Island’s east side. Except for the 

MKHI7 profile, which was not modeled due to the lack of sufficient mixed layer isotope ratio 

data, isotopic profiles are matched by TWD models with precipitation efficiencies (ε) equal to or 

greater than 0.7. The HIMK8 profile is shown in Figure 2.7a as an example. Isotopic profiles 

were simultaneously fit above the lifting condensation level (LCL) using Equation 2.5 and below 

the LCL using a constant isotope ratio. Variables allowed to vary in the fitting were the LCL 

height, the δ18O value of the constant isotope ratio layer, and the precipitation efficiency (ε) in 

the layer of moist convection. The best parameters for each profile were selected by reducing the 

root mean square error of the fit for the 500-2000-m region. This region was selected to test 

adiabatic assumptions for each side of the Island separately—since above 2000 m the east and 

west air masses may converge—and to avoid heavily trafficked areas near the coast. 

Though TWD models describe the eastern isotopic profiles to within 0.5 permil root 

mean square error over the 500-2000-m region, above the Saddle (2000 m) isotopic observations 

diverge from the modeled adiabatic profiles over a short but significant vertical distance. The 
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Figure 2.7. Isotope ratio profiles (solid black) with 1-sigma envelope (solid gray) from three 
distinct profiles on May 8: a) HIMK8, b) MKWV8, and c) WVMK8. The best fit total water 
distillation models (dashed black) for the 500-2000-m layer (bounded by dotted lines) are shown 
with their precipitation efficiencies (ε). Dew point profiles (solid blue) and moist adiabatic 
models (light blue dashed) are also shown for reference. Regions where the vehicle drove 
through cloud are shaded light gray. Yellow shading in panel (a) indicates the range of possible 
vapor-only models. The boxed regions are discussed in the text. 
 
 
HIMK8 profile is a clear example (Figure 2.7a). In this profile, the δ18O value increases above 

the Saddle before returning to the predicted adiabatic value at higher altitudes. Note that this 

departure from the predicted profile is distinct from the large decrease in δ18O that occurs at 

2700 m, associated with the transition to free tropospheric air. Instead, the layer of anomalously 

high δ18O near the Saddle coincides approximately, but not exactly, with the altitudes where the 

vehicle passed through cloud (indicated by gray shading in Figures 2.6 and 2.7).  

The TWD model for the HIMK8 profile can be matched to the anomalous layer (2000-

2300 m) to within 0.3 permil root mean square error if the precipitation efficiency is lowered to 

0.6 (Figure 2.7a). This finding suggests less condensate was removed from this layer as 
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precipitation. Interestingly, the anomalously high δ18O signal is observed before the vehicle 

enters the cloud, which suggests some of the condensate re-evaporated within the Saddle region 

before the time of observation. Similar humidity “enhancements” have been documented around 

isolated cumulus clouds [Lu et al., 2003; Laird, 2005].  

If instead of considering a TWD model, one considers a vapor-only model (Equation 2.4) 

for the HIMK8 profile, the predicted profile would fail to describe the 2000-2300-m layer no 

matter how much the precipitation efficiency were decreased. The yellow shading in Figure 2.7a 

shows the possible range of vapor isotope ratios predicted by Equation 2.4 using the same LCL 

height and δ18O value in the constant isotope ratio layer as selected for the best total-water fit. To 

match a vapor model to the 2000-2300-m layer would require increasing either the LCL height 

or its δ18O value, implying the anomalous air mass had lifted moist adiabatically at a different 

time or at a different location than the rest of the mixed layer profile. While either case is 

certainly possible, the fact that air masses above and below the anomalous layer can be explained 

by changing only the precipitation efficiency of the TWD model lends favor to the hypothesis 

that cloud re-evaporation humidified the Saddle region.  

Thermodynamic boundaries within the HIMK8 profile can be assessed more readily by 

combining the δ18O and q characteristics of the mixed layer in a δ18O–1/q isotopic mixing 

diagram. The orange data points in Figure 2.8a, which correspond to the boxed section of the 

atmospheric profile shown in Figure 2.7a, suggest condensate re-evaporation affects a deeper 

layer than Figure 2.7 indicates. The essential difference between these representations is that 

Figure 2.8 compares the adiabatic model with the isotope ratio and mixing ratio observations 

simultaneously, offering a more robust diagnostic of the water cycle histories of air masses than 

the isotope ratio alone. 
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Figure 2.8. Isotopic mixing diagrams of the three mixed layer profiles shown in Figure 2.7: a) 
HIMK8, b) MKWV8, and c) WVMK8. In-cloud observations are shaded light gray. Orange, 
green, blue, and red shading correspond to the boxed sections of Figure 2.7. Modified distillation 
models with different precipitation efficiencies (ε) (dashed black) are shown in panels (a) and 
(b). The blue dashed line in panel (b) represents a hypothetical Rayleigh distillation that passes 
through the cloudy layer above the Saddle. 
 
 
3.1.2. Western mixed layer 

Because rainfall on the Big Island is chiefly controlled by orographic uplift and regional 

wind flow is predominantly easterly [Price and Pales, 1963], the mixed layer on the west side 

(the Waikoloa Village side) is climatologically drier than the mixed layer on the east side. As a 

result, western dew point temperature profiles from the May 2010 campaign exhibit greater 

stratification than the eastern profiles (Figure 2.6). Stable stratification is particularly evident in 

the early morning MKWV7 profile, whose dew point temperature, ambient temperature, and 

δ18O all decrease significantly in the layer below the Saddle. Although stratification persists and 

relative humidity remains low in mid-morning profiles WVMK7 and MKWV8, their dew point 

temperatures follow moist adiabatic lapse rates within discrete stable layers. (Figure 2.7b shows 

this in greater detail for the MKWV8 profile.) Such observations indicate a recent history of 

condensation and perhaps point to the east side as the origin of these air masses. Indeed, wind 
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fields around the Big Island provide a possible explanation for how eastern air masses may be 

transported to the west side: while the easterly trade winds split around the mountain barrier 

[Leopold, 1949; Garrett, 1980], turbulent vortices on the lee side cause easterly flowing air to 

reverse direction back towards the western coast [Yang et al., 2008]. Furthermore, air masses that 

lose some condensate through precipitation—whether on the “rainy” east side or in another 

saturated environment—should preserve their adiabatic signature as they advect into the warmer, 

drier environment of the Island’s west coast, so long as they are not turbulently mixed. The 

western observations thus clearly show that moist convection influences the humidity structure 

of even the unsaturated regions of the mixed layer. 

Differences in aerosol size distributions between the east and west sides of the Island 

further support the idea that moist convection sets the humidity structure of the west side.  When 

a cloud evaporates, aerosol particle sizes should increase if droplets have been processed within 

the cloud, for example by coalescence [Hoppel et al., 1986]. While aerosol number size 

distributions in the eastern mixed layer were always unimodal (within the detectable 55-1000-nm 

size range) with mean number diameters of ~130 nm (Figure 2.9), size distributions on the west 

side were frequently bi- or trimodal, exhibiting a pronounced mode at larger diameters (mean 

number diameters of ~300 nm) (Figure 2.9c). (Note that the measured aerosol diameters are 

distinctly larger than the marine boundary layer aerosol reported by Hoppel et al. [1986] in part 

because the aerosols were not dried prior to sampling by the UHSAS.) In the MKWV8 profile, 

for instance, the aerosol size distribution shows the pronounced 300-nm mode (blue shading, 

Figure 2.9c) where the isotopic profile is moist adiabatic (1450-1950 m, blue box, Figure 2.7b)—

a finding consistent with the supposition that cloud droplets had coalesced before evaporating 

prior to observation—but is unimodal (green shading, Figure 2.9b) where the constant isotope 
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ratio with height indicates the boundary layer is fully mixed (800-1450 m, green box, Figure 

2.7b). The δ18O–1/q mixing diagram, shown in Figure 2.8b, confirms that these adjacent sections 

of the profile are indeed distinct air masses.  

 

 
 
Figure 2.9. Aerosol number size distributions with 5-bin smoothing corresponding to the profile 
sections marked with boxes in Figure 2.7: a) HIMK8, b) MKWV8 lower profile, c) MKWV8 
upper profile, and d) WVMK8. For comparison, May 7 and 9 aerosol size distributions sampled 
from the mixed layer of the east side of the Island are shown in light gray, and their mean size 
(130 nm) is marked by the gray dashed lines. 
 
 

Once wind speed and dry turbulent mixing increased during the afternoon of May 8, the 

partly stratified MKWV8 profile was replaced by a constant isotopic profile (WVMK8, Figure 

2.7c), and the disparate air masses highlighted on the isotopic mixing diagram were replaced by 

a single cluster of points (Figure 2.8c). Similarly, a unimodal aerosol size distribution was 

observed along the length of the mixed layer profile, including where a multi-modal distribution 
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had existed earlier (Figure 2.9d). These results suggest that because paired humidity and isotope 

ratio measurements distinguish atmospheric layers shaped by different moist convective and 

turbulent mixing processes, they can provide physical explanations for changes in aerosol 

observed. They also imply cloud re-evaporation and dry turbulent mixing can influence the 

humidity and isotopic composition of the base of the transition layer. A traditional Rayleigh 

model is therefore insufficient for characterizing moisture transport from the ocean surface to the 

top of the Hawaiian mixed layer; it cannot account for the discrete regions of airmass mixing 

observed. 

 

3.2. Airmass mixing within the transition layer  

Having established several mechanisms that influence the humidity and isotopic 

composition of the mixed layer, we now turn to evaluating the interaction between the mixed 

layer and free troposphere. Above the trade wind temperature inversion, the Hawaii dew point 

profiles clearly diverge from the moist adiabatic lapse rate and stabilize at very low values near 

the Mauna Kea summit (~4200m) (Figure 2.6). If moist convection were the dominant process 

transporting moisture above the inversion and into the lower free troposphere, the dew point 

temperature and δ18O should track the modeled moist adiabats and modified distillation models 

through the transition layer. Instead, both humidity and δ18O decline much more rapidly, as one 

might expect when mixing with very dry and depleted free tropospheric air occurs.  

To test whether mixing is indeed the best model for moisture exchange between the 

boundary layer and free troposphere, the isotope ratio is plotted against the inverse of the vapor 

mixing ratio, and straight-line segments are identified. Figure 2.10 shows observations from nine 
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of the first ten profiles plotted on such an isotopic mixing diagram. The HIMK7 profile is 

excluded due to extensive inlet wetting when the vehicle passed through cloud.  

 

 
 
Figure 2.10. An isotopic mixing diagram for nine profiles. The transition layer is represented by 
the straight-line segments that lie largely to the left of the black line. Mauna Kea summit air 
masses are represented by the dry and isotopically depleted clusters to the right of the black line.  
 
 

Contrary to expectation, in most profiles the region between the top of the mixed layer 

and the Mauna Kea summit (i.e. the driest and most depleted free tropospheric observations) is 

not well described by a single mixing line. Instead, the data are often characterized by bent-line 

structures, composed of multiple, adjoining straight-line segments. The approximate boundary 

between these segments is marked by a solid black line in Figure 2.10, however the exact 

location is profile dependent.  

Straight-line segments to the left of the black line, in the region linking the top of the 

mixed layer with the free tropospheric air above the trade wind temperature inversion, are well 

described by simple linear regressions that are significant at the 0.01 level (Table 2.2). 
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(Observations from the top of the mixed layer were not included in the regressions to avoid 

inflating the r2 values.) Such high coefficients of determination confirm that mixing is a suitable 

model for vertical moisture exchange across the transition layer. In contrast the line segments to 

the right of the black line are not as well defined since they appear to represent vertical layering 

of free tropospheric air masses. Aerosol number size distributions provide supporting evidence. 

Within the transition layer, aerosol number size distributions span large ranges in number 

concentration, as might be expected with dilution or mixing (Figure 2.11). Above the transition 

layer (to the right of the black line), aerosol populations appear distinct and undiluted, as would 

be expected for distinct free tropospheric air masses. 

 
 
Table 2.2. Coefficients of determination (r2) and number of points (n) used in regressing the 
δ18O on 1/q for the transition layers of the bent-line profiles shown in Figure 2.10. 
 

Profile r2 n 

MKHI7 0.91 23 
HIMK8 0.98 149 
MKWV8 0.96 203 
WVMK8 - - - 0 

MKHI8 0.96 21 
HIMK9 0.81 123 

  
 

Importantly, the isotopic mixing diagram shows that when the atmospheric profile above 

the mixed layer is characterized by a bent-line structure, the air at the top of the transition 

layer—the top of the CBL—is not the same air mass as that observed at the Mauna Kea summit. 

Variations in the vapor mixing ratio and δ18O of these distinct air masses reflect the diverse 

processes that regulate their thermodynamic properties. 
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Figure 2.11. Aerosol number size distributions with 5-bin smoothing representing the transition 
layer (black) and free troposphere above (blue) for profiles a) HIMK8, b) MKWV8, C) 
WVMK8, and d) HIMK9. 
 
 

3.3. Processes influencing the moisture properties at CBL top 

Over the course of the four-day field campaign, the free tropospheric air near the Mauna 

Kea summit experienced large relative changes in humidity and isotope ratio. On hourly time 

scales, local vertical motions may have influenced the q and δ18O properties of this air mass. 

Close inspection of consecutive profiles HIMK8, MKWV8, WVMK8, and MKHI8, for instance, 

suggests variations in the summit air mass (isotopic range: -45.5 to -34.8 permil) aligned with a 

single vertical mixing line whose moist end-member was the subtropical mixed layer (Figure 

2.10). On daily time scales, however, q – δ18O variability did not follow the same mixing pattern. 

Nor was it consistent with modified distillation expected during moist convection (refer to Figure 
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2.5). Instead, large variations along the x-axis in the isotopic mixing diagram (Figure 2.10) point 

to a probable role for large-scale transport, which previous studies have argued controls the 

isotopic composition of the free troposphere near Hawaii to first order [Galewsky et al., 2007; 

Noone et al., 2011; Hurley et al., 2012].  

Notably, the large variations in q and δ18O near the Mauna Kea summit had little effect 

on the air mass at CBL top. Variability in the latter was instead narrowly confined to the mixing 

line that defines the Hawaii transition layer, a behavior that suggests the mixing process 

influenced the q and δ18O properties of this air mass. The MKWV7 profile, for example, is the 

last profile in Figure 2.10 to exhibit a single straight-line structure. During subsequent profiles, 

the CBL top simply moves up and down the original MKWV7 mixing line, even as variations in 

air masses at higher elevation cause the “bend” to form on the isotopic mixing diagram. These 

findings suggest entrainment-mixing on May 7 set the q – δ18O composition of the air mass at 

CBL top, which then persisted as a residual layer through the morning of May 9. While vertical 

mixing remained weak during this period, the boundary layer would have entrained air from the 

residual layer rather than from the free troposphere above. Entrainment feedbacks on surface 

moisture and heat fluxes would have thus occurred in isolation of the free tropospheric changes 

driven by large-scale transport.  

The development of strong convective mixing on May 9 eliminated evidence of the 

residual layer in the MKSA9 profile by resetting the thermodynamic structure of the transition 

layer. Figure 2.12 compares the MKSA9 profile (transition layer observed ~1000 HST) with the 

preceding HIMK9 profile (transition layer observed ~0830 HST); the MKSA9 profile shows a 

clear deepening of the transition layer by a full kilometer (Figure 2.12a). All observations above 

the mixed layer shift from a bent line to a straight line on the isotopic mixing diagram, and 
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clustering of these points near the moist end-member indicates dramatic humidification and 

enrichment of the upper slopes of Mauna Kea (Figure 2.12b). Changes in aerosol number size 

distributions are also consistent with stronger mixing and transition layer deepening (Figure 

2.12c). During the early morning ascent of Mauna Kea (HIMK9), aerosol within the 2500-3700 

m layer of the atmosphere were characterized by two largely distinct populations. By the time of 

the return trip down the mountain (MKSA9), a single gradient in number concentration was 

observed across this same vertical range. 

 

 

 
Figure 2.12. a) Isotopic profiles for the HIMK9 (blue) and MKSA9 (black) profiles, whose 
transition layers were observed at approximately 0830 and 1000 HST on May 9, respectively. b) 
On an isotopic mixing diagram, the HIMK9 profile shows a bent-line structure above the mixed 
layer while the MKSA9 profile is represented by a single straight-line. c) Their respective 
aerosol number size distributions (with 5-bin smoothing) in the 2500-3700 m layer. 
 
 

Changes in wind profiles provide a possible physical explanation for the stronger mixing 
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convective activity on Hawaii’s east side [Price and Pales, 1963; Garrett, 1980], however Noone 

et al. [2011] observed strong convective activity when regional winds shifted to southwesterly. 

Upper air radiosondes from Hilo show a clear westerly shift in the upper level wind direction on 

May 9 (Figure 2.13), which may have facilitated convective development throughout the 

morning. Though one coincident observation of a well-developed transition layer and a shift in 

upper level winds cannot test causality between regional wind flow and local convection, it 

nevertheless suggests future work should consider the effect of large-scale conditions in shaping 

entrainment-mixing and in setting the moisture properties of the residual layer that forms at CBL 

top.  

 

 
 

 
Figure 2.13. Wind direction as a function of height from the Hilo radiosondes for May 6-9, 
2010. The aqua and blue profiles are the last two profiles for the period, launched at 0200 and 
1400 HST, respectively, on May 9.  
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4. Discussion  

Betts and Albrecht [1987] suggested the dry air mass at CBL top was critical in 

determining the thermodynamic structure of mixing between the boundary layer and free 

troposphere. Our study affirms this hypothesis and also suggests the mixing process, in turn, 

influences the moisture properties of CBL top. In the MKWV7 and MKSA9 profiles, a single 

mixing line in δ18O–1/q space was observed to link the top of the mixed layer with the free 

tropospheric air near Mauna Kea. The slope of the CBL mixing line was therefore directly 

influenced by the isotopic composition of Hawaii’s free troposphere (Figure 2.14a), which 

previous studies suggest is controlled to first order by large-scale transport [Galewsky et al., 

2007; Noone et al., 2011; Hurley et al., 2012]. In contrast, beginning with the WVMK7 profile 

and lasting until the HIMK9 profile, the top of the CBL was capped by a residual layer, whose 

isotopic composition had been influenced by previous mixing with the boundary layer (Figure 

2.14b). These results imply that moisture properties at the top of the Hawaiian CBL can be set 

either by large-scale free tropospheric transport or by vertical mixing initiated by boundary layer 

convection. Assumptions that large-scale transport alone is responsible for the low humidity of 

the subtropical atmosphere clearly fail to account for the possible role of local vertical processes 

in moistening the climatically important free troposphere.  

Whether or not residual layers cap the CBL appears to depend on the strength of 

entrainment-mixing. In the MKSA9 profile, strong convection caused a deep entrainment zone to 

develop, linking the top of the mixed layer with the free tropospheric air near the Island’s 

summit. As all evidence of the residual layer was eliminated, upper-level winds concurrently 
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Figure 2.14. Two possible representations of the lower atmosphere near Hawaii (not to scale). In 
panel (a) the convective boundary layer (CBL) entrains air directly from the free troposphere, 
producing a single straight-line on an isotopic mixing diagram (see Figures 2.5 and 2.10). In 
panel (b) convective mixing is not as strong. The CBL entrains air from a residual layer formed 
during previous boundary layer growth. This, combined with free tropospheric advection, 
produces a bent-line structure on an isotopic mixing diagram. 
 
 
shifted direction, suggesting a possible connection between free tropospheric dynamics and the 

strength of convection. Indeed, such a correlation is well supported by previous studies. While 

the trade wind inversion regulates convective strength on the Big Island [Price and Pales, 1963; 

Garrett, 1980], Cao et al. [2007] showed that synoptic conditions regulate the inversion. 

Mendonca [1969] further showed that stronger trade winds favor stronger convection on Hawaii. 

Yet it remains unclear whether changes in large-scale wind patterns are central to climatological 

moisture transport across the inversion layer. For this reason, testing the sensitivity of convective 

mixing to free tropospheric dynamics—using a longer isotopic observational dataset—would be 

an important direction for future study.  

There are two principal reasons why isotopic “tracers” successfully track entrainment-

mixing: their dynamic range at low humidity and their lifetime. The former makes it possible to 

differentiate air masses that have undergone unique dehydration histories despite being 

indistinguishable in terms of their vapor mixing ratios. On May 8, for instance, there were times 
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when the vapor mixing ratio at the top of the CBL was nearly identical to the vapor mixing ratio 

of the free tropospheric air near the Mauna Kea summit (Figure 2.10). Only in considering the 

isotope ratio was the CBL top identified as a distinct residual layer. Detection of this residual 

layer was also possible because vapor isotope ratios are conserved in the free troposphere unless 

altered by convective mixing or large-scale transport, precisely the processes expected to break 

up residual layers. Were isotope ratios characterized by a much larger time scale, the CBL top 

would tend toward a uniform δ18O value. A shorter time scale, and the isotopic signature of the 

residual layer would not persist from one day to the next.  

In addition to characterizing the dry air mass at CBL top, isotope ratios provide valuable 

information about the processes that shape the moist air mass at the base of the transition layer. 

Using a total water distillation (TWD) model (in which the amount of condensate converted to 

precipitation is allowed to vary), adiabatic processes with different precipitation efficiencies 

were identified below the trade wind temperature inversion. Interestingly, a single ε value was 

not always sufficient for describing adjacent sections of the same profile. In the HIMK8 mixed 

layer profile, for instance, adjacent layers were described by two distinct adiabatic models, with 

the lower precipitation efficiency model (ε=0.6) matching the layer in which cloud re-

evaporation had likely occurred (Figure 2.8a). Although ε=0.6 produced the best fit for this layer, 

a model with ε=0.7 would have also produced a root mean square error less than 0.3. To 

distinguish amongst such models statistically, it will be necessary to reduce uncertainties in 

vapor isotope ratio measurements below 0.5 permil. Fortunately, rapid advancement in 

commercial isotope ratio measurement technologies has already resulted in substantial 

improvements in measurement precision.  
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One important remaining consideration is whether results from Hawaii may be 

extrapolated to the subtropics generally. Undoubtedly, radiative heating of the land during the 

day enhances convective development on the Island compared to the neighboring open ocean. 

Mechanical lifting may also cause air masses to slide upslope, creating an apparent CBL 

deepening due to the fact that ground-based measurements do not follow a truly vertical axis. For 

example, this study’s in situ measurements identified the sharp changes in vapor mixing ratio 

and ambient temperature that mark the trade wind inversion as occurring at higher altitudes than 

free atmospheric measurements made by radiosonde indicate. Mendonca and Iwaoka [1969] 

found similar height differences between their on-island ground-based temperature 

measurements and off-island balloon soundings. Yet because such discrepancies primarily affect 

the absolute depths of the CBL and its transition layer, they are not necessarily relevant to the 

objectives of this study. Rather, the idea that vertical mixing processes observed on Hawaii are 

representative of the subtropics generally is demonstrated by the qualitative similarities between 

this work and the work of Betts and Albrecht [1987], whose dataset applies much more broadly 

to the tropical/subtropical region. In both studies, the transition layer near CBL top is 

characterized as a mixing line linking two distinct humidity regimes: the ocean-moistened mixed 

layer and the dehydrated free troposphere. 

 

 

5. Conclusion 

This study has used stable isotope ratios in water to investigate processes that facilitate 

moisture transport from the ocean surface into the lower free troposphere near the Big Island of 

Hawaii. Below the trade wind temperature inversion, daytime isotopic profiles on the Island’s 
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east side were always consistent with a moist adiabatic model of convection. Western profiles, in 

comparison, exhibited a range of stratification that varied daily, as well as evidence of dry 

turbulent mixing. Isotope ratios helped distinguish the influence of cloud processes and mixing 

on water vapor within the CBL, providing physical explanations for the dramatic differences in 

aerosol number size distributions observed. Moreover, since accounting for cloud condensate re-

evaporation was important for explaining the isotope ratios measured near the top of the mixed 

layer, Rayleigh distillation proved inadequate for describing moisture transport within the 

Hawaiian boundary layer. 

In contrast, moisture transport between the boundary layer and free troposphere was best 

characterized by a vertical mixing model, whose solution plots as a straight-line fit in the δ18O–

1/q space of an isotopic mixing diagram. Deviations from the straight-line fit identified 

boundaries in the thermodynamic structure of the atmospheric profiles, marking, for example, 

residual layers that had formed during previous mixing events. Such residual layers capped the 

CBL in more than half the profiles sampled. During these periods, basic assumptions that 

synoptic-scale transport controls the air mass at CBL top were not sufficient for characterizing 

the vertical exchange of moisture in the lower subtropical atmosphere. Instead, it was the 

residual layer that shaped the mixing-line structure of the transition layer. Since strong mixing 

events likely set the residual layers that influence vertical mixing for multiple days at a time, 

understanding the factors that control the strength of convection is an important next step for 

predicting changes in vertical moisture transport between the subtropical boundary layer and free 

troposphere. 
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CHAPTER III 
 

Considerations for the stability and calibration of laser absorption measurements of 
isotope ratios during long-term deployments 

 

 

1. Introduction 

The isotope ratios of hydrogen and oxygen (D/H, 18O/16O) are powerful tracers of water 

cycle processes. Due to their lower saturation vapor pressure, the heavier isotopes (D and 18O) 

preferentially condense, while the lighter isotopes preferentially evaporate [Bigeleisen, 1961; 

Dansgaard, 1964]. Paired with humidity information, isotope ratios thus provide clues about 

sources of moisture to the atmosphere and about the integrated condensation history of air 

masses [Gat, 1996].  

With the recent advent of commercial vapor isotopic analyzers, measurements of isotope 

ratios in water vapor have become increasingly widespread. As a result, field experiments once 

limited to a small number of flask samples [e.g. Ehhalt, 1974; Galewsky et al., 2007]—whose 

vapor content must be captured through a cryogenic trap for later liquid analysis in the lab—have 

been replaced by field experiments in which thousands of in situ observations are made 

continuously and in real time. Researchers using these new commercial technologies are 

resolving water cycle processes on a range of local-to-regional scales, investigating, for example, 

water recycling within the forest canopy [Berkelhammer et al., 2013], evapotranspiration [Wang 

et al., 2010] and its contribution to atmospheric moisture [Noone et al., 2013; Aemiseggar et al., 

2014], mixing and convective processes in the atmosphere [Noone et al., 2011; Tremoy et al., 

2012; Bailey et al., 2013], and large-scale condensation and advection dynamics [Galewsky et 

al., 2011; Hurley et al., 2012; Steen-Larsen et al., 2013].  
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Lessons learned from these early field programs are informing designs for longer-term 

observational campaigns, including the National Ecological Observatory Network’s (NEON) 

plans to measure vapor isotope ratios for three decades at sites across the United States. Yet 

questions still remain about the long-term stability and absolute scaling of isotopic measurements 

made by commercial spectroscopy and, consequently, about the best approaches for calibrating 

in the field to ensure high-quality long time series. The goal of this chapter is to provide 

guidance for field deployments by evaluating the stability of the isotopic biases identified in 

three spectroscopic isotopic analyzers, made by Picarro, Inc., for periods of up to three years. In 

addition, the sensitivity of the observations to various calibration approaches is assessed.  

While previous studies suggest isotopic biases are specific to each individual commercial 

analyzer [e.g. Tremoy et al., 2011; Aemisegger et al., 2012; Wen et al., 2012], there are 

nevertheless shared characteristics upon which “best practices” for instrument operation and 

calibration can be based. Most prominent is the shared tendency for the isotope ratio measured to 

change as a function of the vapor volume mixing ratio, creating a so-called “concentration-

dependence,” which numerous studies describe [e.g. Lis et al., 2008; Sturm and Knohl, 2010; 

Johnson et al., 2011; Noone et al., 2011; Rambo et al., 2011; Tremoy et al., 2011; Aemisegger et 

al., 2012; Wen et al., 2012; Bailey et al., 2013; Noone et al., 2013; Steen-Larsen et al., 2013]. 

While a few have found the concentration-dependence to be near linear [cf. Lis et al., 2008; Wen 

et al., 2012], most have found it to be non-linear and specific to both the instrument used and the 

isotope ratio measured (i.e. δD or δ18O, where δ = (Robserved/Rstandard-1)×1000 and R=D/H or 

18O/16O). Moreover, biases in the individual isotope ratios can be quite significant: Sturm and 

Knohl [2010] showed that failing to account for the concentration-dependence of their analyzer 
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resulted in a bias in the second-order deuterium excess parameter (d = δD – 8 × δ18O) of upwards 

of 25 permil.  

Though in principle characterizing the concentration-dependence can be achieved by 

measuring a standard of known isotope ratio across a range of vapor volume mixing ratios, in 

practice the characterization may be complicated by hysteresis, caused by water sticking to either 

the instrument cavities or inlet materials. Calibration tests using flash-evaporated, liquid isotopic 

standards have demonstrated that “memory effects” frequently affect the first injections 

following a change in standard water [Lis et al., 2008; Gröning, 2011; van Gelden and Barth, 

2012]. Other studies have shown that the inlet tubing material can slow the analyzer’s response 

time, with synflex particularly problematic for δD [Tremoy et al., 2011]. Sturm and Knohl [2010] 

speculated that failing to account for such measurement inaccuracies might result in a poor 

characterization of the concentration-dependence and, ultimately, influence interpretation of 

scientific results.  

Additional isotopic biases indicate deviations from the VSMOW (Vienna Standard Mean 

Ocean Water)-SLAP (Standard Light Antarctic Precipitation) scale [cf. Gröning, 2011]. These 

are characterized by fitting a simple linear regression between the known values of two (or more) 

standards and the isotope ratios measured by the instrument [cf. Tanweer et al., 2009]. The 

precision of this bias is typically monitored by measuring the same isotopic standard at a 

constant humidity level at regular time intervals. Using such an approach, some studies have 

found no significant drift over multiple hours [Kohler and Wasenaar, 2011; van Geldern and 

Barth, 2012], while others claim significant variability in sample reproducibility on daily 

timescales [Gupta et al., 2009; Tremoy et al., 2011; Aemisegger et al., 2012]. Steen-Larsen et al. 

[2013], for instance, reported large daily variability—as high as 4 permil in δ18O and 16 permil 
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in δD—and observed seasonal drift in one of two isotope ratios and one of two instruments 

deployed. Sturm and Knohl [2010] similarly observed consistent enrichment in one isotope ratio 

over the course of two weeks but no change in the other. Possible sources of such imprecision 

may be instrument sensitivities to fluctuations in ambient temperature [Sturm and Knohl, 2010; 

Rambo et al., 2011] or uncertainties in the characterization of the concentration-dependence with 

time [Sturm and Knohl, 2010].  

One common approach to calibrating spectroscopic isotopic measurements is to account 

first for the concentration-dependence and subsequently adjust the concentration-corrected 

isotopic measurements to the VSMOW-SLAP scale [e.g. Noone et al., 2013; Steen-Larsen et al., 

2013]. However, it is also possible to account for all biases simultaneously. Bailey et al. [2013] 

demonstrated the latter by fitting a surface to isotopic biases as a function of the vapor volume 

mixing ratio and isotope ratio observed. These approaches may provide different estimates of 

calibration uncertainty if errors are estimated jointly or summed in quadrature.  

Building on these previous analyses, this study extends our understanding of long-term 

stability in vapor isotopic analyzers by evaluating first whether there are significant changes in 

the concentration-dependence with time, and whether these changes are exacerbated by curve-

fitting inaccuracies or measurement hysteresis. Second, isotopic deviation from the VSMOW-

SLAP scale is examined over periods of 6 to 36 months. In light of plans to develop baseline 

measurements of isotope ratios in vapor over several decades, identifying and characterizing 

instrument-sensitivities on these longer time scales is critical. Recommendations for calibration 

strategies are discussed in the conclusions of this chapter. 
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2. Methods 

The primary data for this study were collected using three Picarro, Inc. vapor isotopic 

analyzers, which were operated at two baseline observatories: the Mauna Loa Observatory 

(3400m) on the Big Island of Hawaii and the Greenland Environmental Observatory (3200 m) at 

Summit, Greenland. 

 

2.1. Instruments 

Picarro’s spectroscopic analyzers are one of several available commercial vapor isotopic 

analyzers based on cavity-enhanced near-infrared laser absorption spectroscopy. Los Gatos 

Research, Inc. also makes an analyzer used widely in the field [e.g. Noone et al., 2011; Rambo et 

al., 2011]. These instruments exploit near-infrared light to measure the absorption spectra of 

three water isotopologues: 1H2
16O, 1H2H16O (i.e. 1HD16O), and 1H2

18O. Cavity-enhanced 

techniques help create a longer effective absorption path length, which mitigates for the very 

weak absorption of water vapor isotopologues in the near infrared. This approach contrasts with 

mid-infrared isotopic analyzers (e.g. Aerodyne Research, Inc.’s), which take advantage of water 

vapor’s stronger absorption at longer wavelengths. 

 

2.2. Mauna Loa, Hawaii 

Beginning during the fall of 2010, water vapor isotope ratios have been measured at the 

Mauna Loa Observatory (MLO) with a Picarro analyzer model L1115-i. The instrument, which 

is housed in the Charles Keeling building at the observatory, samples ambient air through 0.25-

inch stainless steel tubing at a rate of approximately 300 cc/min. The stainless steel tubing 

protrudes through the roof of the building, through a plastic pipe, which has a rain cap to prevent 
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precipitation from entering. The bulk of the stainless steel inlet line is housed inside the building 

and thus maintained at room temperature, which far exceeds the ambient dew point. 

To quality-control the vapor volume mixing ratio measurements (q), the data were 

compared with MLO’s hourly-averaged dew point values, which are measured by hygrometer. A 

simple linear regression between the two data sets—after converting the MLO dew points to 

volume mixing ratios and averaging and interpolating the Picarro data—produced a slope of 

1.00, and an offset of 0.33 mmol/mol. This suggests a small uniform low bias in the uncalibrated 

q measurements. However, since the accuracy of the MLO humidity measurements is not fully 

known, no adjustments were made to the H2O volume mixing ratio data.  

For most of the instrument’s deployment, the isotopic measurements have been calibrated 

weekly using a LEAP Technologies PAL (Prep and Load) autosampler. Liquid samples from 

secondary standards spanning approximately -45 to 0 permil in δ18O and -355 to 0 permil in δD 

are injected by syringe into a vaporizer, which flash evaporates the liquid in a mixture of zero-

grade dry air before delivery to the instrument. The volume of water injected controls the mixing 

ratio of the sample. One standard is injected 18 times at a variety of humidity levels, typically 

spanning 2-20 mmol/mol, and a second standard is injected 6 times at a humidity level near 10 

mmol/mol or greater. Early in its deployment, however, the measurements were calibrated using 

only three injections of a single standard every six hours. 

Additional calibrations were performed over a larger range of humidity values (0.2-20 

mmol/mol) in February 2012. These were done with a manual syringe-pump system, which 

steadily pumps liquid standard into a stream of dry air. Unlike the PAL autosampler, the syringe 

pump provides a continuous flow of vapor to the instrument. Moreover, by altering the rates of 

both the liquid injection and the dry air, much lower mixing ratios can be achieved. 
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2.3. Summit, Greenland 

Two model L2120-i Picarro analyzers (designated Spiny and Gulper) were deployed at 

Summit, Greenland in summer 2011 through summer 2014. The instruments were housed in an 

enclosed rack in an underground laboratory. While the temperature of the laboratory was 

approximately 10° C for the duration of the experiment, the temperature of the enclosed rack was 

maintained at 15± 0.2° C.  

Due to the need for the calibration system in Greenland to run autonomously for 11-

month stretches, a custom dew point generator was developed to produce water vapor and 

calibrate both Summit instruments approximately every six hours. (Commercially available 

calibration systems were found unsuitable for this purpose.) In the custom system, dry air from 

an industrial regenerative drier (with a dew point temperature of -100° C) is supplied to a 10-L 5l 

Schott laboratory bottle containing liquid of known isotope ratio. Dry airflow bubbles through 

the liquid, producing vapor, whose isotope ratio (Rv = Rl/α) may be calculated as a function of 

the temperature-dependent fractionation factor α and the isotope ratio of the liquid (Rl).  The 

temperature of the bubbler bottle was maintained near 20°C by applying heat to a copper sleeve 

enveloping the glass. (Effects of temperature deviations on the isotope ratio of the vapor 

produced are discussed later in this chapter.) The water vapor mixing ratio of the air stream 

delivered to the instruments was altered through dry air dilution; and a second-stage dilution was 

used to achieve the lowest mixing ratios. Since vapor and liquid within the bubbler bottle are 

always maintained at equilibrium, the removal of water with time will cause the isotopic 

composition of the remaining liquid reservoir to follow a theoretical Rayleigh distillation 

[Dansgaard, 1964]. 
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Beginning in summer 2012, calibrations were performed every six hours. The mixing 

ratio of the air stream delivered to the instruments was maintained at approximately 4 mmol/mol 

and the air stream sampled for 15 minutes. Beginning in summer 2013, calibrations were 

performed at three different humidity levels by sampling air streams whose mixing ratios 

spanned 0.1-4 mmol/mol. While, at first, each of the three humidity levels was sampled for 20 

minutes, beginning in September 2013, sampling at very low mixing ratios (<0.3 mmol/mol) was 

extended to 40 minutes.  

As with the Mauna Loa instrument, the concentration-dependences of Spiny and Gulper 

have been spot-checked at various times throughout their field deployment. This has been 

accomplished by slowly altering dry air dilution of the calibration system vapor stream to 

produce a large range of mixing ratios (~0.1-8 mmol/mol) over several hours. Such extended 

concentration calibration periods have been performed both by increasing and by decreasing the 

vapor mixing ratio progressively. The isotopic deviation from the VSMOW-SLAP scale has also 

been checked using three standard waters and the syringe-pump system described in Section 2.2 

of this chapter.  

 

 

3. Concentration-dependence 

  Characterizing the concentration-dependence is a key step in calibrating the isotopic 

measurements made by commercial laser analyzer. In this section, five isotopic standards are 

used to characterize the concentration-dependence of the Mauna Loa analyzer and evaluate its 

contribution to the total isotopic bias of the field observations. Then, using both the Mauna Loa 

and Summit instruments, uncertainties introduced through sampling hysteresis and curve-fitting 
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procedures are assessed. Finally, assumptions about the stability of the concentration-dependence 

with isotope ratio and with time are tested.  

 

3.1. Characterization  

For the Mauna Loa analyzer, the concentration-dependence is the dominant factor 

controlling the variability of the total isotopic bias, which is shown for δ18O in Figure 3.1. The 

relationships between the isotopic bias and either time (i.e. drift) or the VSMOW-SLAP scale are 

in turn influenced by this strong humidity dependence. To characterize the unique concentration-

dependence of this instrument, three curves are fit to the total isotopic bias as a function of the 

natural log of the vapor volume mixing ratio: a global quadratic polynomial [cf. Rambo et al., 

2011], a global cubic polynomial [cf. Aemisegger et al., 2012; Noone et al., 2013], and a local 

polynomial regression. A surface local polynomial regression, using both the natural log of the 

volume mixing ratio and the measured isotope ratio as predictors [cf. Bailey et al., 2013], is also 

considered. (Note: typically, in correcting for the concentration-dependence, one would first 

normalize the total isotopic bias by isotope ratio and time in order to isolate the partial 

dependence on humidity, however, in order to compare the one- and two-dimensional functions 

herein described, no such normalization is performed prior to fitting.) To account for the small 

number of calibration points at low humidity, all four functions weight the data by 1/q2, where q 

is the volume mixing ratio in mmol/mol.  

Subtracting these four functions from the observed isotopic bias produces the residual 

plots shown in Figure 3.2. Fitting residuals associated with the three one-dimensional functions 

(the three left-most panels) reveal that accounting for the concentration-dependence alone, even 

using a poor fit like the quadratic polynomial, reduces the range of the total isotopic bias in δ18O 
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Figure 3.1. The total δ18O bias (permil) for the Mauna Loa analyzer as a function of a) the vapor 
volume mixing ratio in mmol/mol (shown on a log scale), b) time in days elapsed since October 
1, 2010, and c) the raw isotope ratio measured in permil. Calibrations performed with the PAL 
autosampler are shown in black, while calibrations performed with the syringe pump are in red. 
 
 

 
 

 
Figure 3.2. Fitting residuals (in permil) as a function of the volume mixing ratio in mmol/mol 
(shown on a log scale) for four different fitting procedures: (a) a global quadratic regression, (b) 
a global cubic regression, (c) a locally-weighted polynomial regression (degree = 2, smoothing 
parameter = 0.5), and (d) a locally weighted polynomial surface (degree =2, smoothing 
parameter = 0.5) fit to both ln(q) and the δ18O measured (permil). 
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by an order of magnitude. Of the three one-dimensional functions, the locally-weighted 

polynomial regression (with 2-degree polynomial and 0.5 spanning parameter) performs the best 

by lowering the root mean square error (RMSE: Quadratic = 7.41 permil, Cubic = 2.60 permil, 

Local Regression = 0.83 permil) and capturing the curvature of the bias at lower volume mixing 

ratios more accurately; however, it is worth noting that non-parametric fitting may not be 

appropriate in cases where few data points exist, since the degrees of freedom are reduced in 

order to perform the fitting locally.  

The non-parametric surface (also with 2-degree polynomial and 0.5 spanning parameter) 

further reduces both the RMSE (0.57 permil) and the bias at low humidity, demonstrating the 

precision and accuracy gained by accounting simultaneously for the concentration-dependence 

and the isotopic deviation from the VSMOW-SLAP scale. Surface fitting may be particularly 

useful in cases where the concentration-dependence cannot be separated easily from other biases, 

as is the case at Mauna Loa. Though the autosampler is designed to reproduce higher volume 

mixing ratios (~20 mmol/mol) reliably, this experiment suggests it is unable to produce reliable 

lower mixing ratios (<10 mmol/mol). Consequently, it is not possible to normalize the isotope 

ratios of the standards injected to the same mixing ratio every calibration period. This is one 

additional challenge researchers may encounter when performing calibrations on isotopic 

analyzers in the field. 

 

3.2. Hysteresis  

To evaluate uncertainties in the concentration-dependence characterization introduced by 

sampling hysteresis, two subsets of the Mauna Loa calibration data are considered. The first 

subset is comprised of filtered autosampler injection points (which were also used to characterize 
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the Mauna Loa instrument’s concentration-dependence in Section 3.1 of this chapter). Filtering is 

performed by eliminating the first two injections of each standard during every calibration 

period. (Eliminating the first three injections would have been preferable [cf. Lis et al., 2008] but 

for the fact that during the first 500 days of the observational experiment each calibration period 

consisted of only three injections.) The second or unfiltered subset is comprised of all 

autosampler injections and therefore includes all possible memory effects for this calibration 

system.   

Figure 3.3 shows the difference in the isotope ratio adjustment that would result if fitting 

the filtered data (solid lines) or the unfiltered data (dashed lines) with a quadratic polynomial 

(black), a cubic polynomial (blue), or a local polynomial regression (red). All curves are 

presented as a difference from the filtered local regression curve. Clearly, the choice of 

characterization function is much more important in determining the isotopic calibration for the  

 
Figure 3.3. The δ18O difference (permil) for Mauna Loa between the various one-dimensional 
fitting procedures and the locally-weighted polynomial regression (Local=solid red line), as a 
function of q (mmol/mol, shown on a log scale). Curves fit to all data (unfiltered for hysteresis) 
are represented by dashed lines. Curves fit to filtered data are represented by solid lines. 
Standard errors are represented by shaded envelopes around each curve. 
 
 

q

δ18
O

 D
iff

er
en

ce

0.5 1 2 5 10 20

−6
−3

0
3

6 Quadratic
Cubic
Local



! 53!

Mauna Loa instrument than any filtering of the autosampler data. While the maximum difference 

between the filtered and unfiltered data is about 1 permil, the differences between the cubic 

polynomial and local regression are several permil at both high and low humidity. 

In contrast, at Summit, where the Spiny and Gulper analyzers are calibrated using a 

custom dew point generator, memory effects are much more critical in influencing the isotopic 

calibration. Figure 3.4, like Figure 3.3, shows differences in the isotopic adjustment that result 

from applying three one-dimensional functions: a global quadratic polynomial, a global cubic 

polynomial, and a local polynomial regression. All Summit isotopic values are normalized to the 

weekly mean isotope ratios measured in the humidity range 2.5-3.5 mmol/mol. (Shrinking this 

range or shifting it to higher mixing ratios does not change the qualitative features of the results). 

Because the Summit calibration data, in comparison with the Mauna Loa data, are more evenly 

distributed in time across the humidity range shown, no weighting is performed as part of the 

fitting.  

 
Figure 3.4.!The difference in concentration-dependence for δ18O (permil) between concentration 
calibrations in which the vapor volume mixing ratio progressively increased (solid lines) or 
decreased (dashed lines) and the concentration-dependence obtained from all calibration data at 
Summit (solid gray line). Characterizations are shown as a function of q (mmol/mol, shown on a 
log scale) for various one-dimensional fitting procedures described in the legend. Standard errors 
are represented by shaded envelopes around each curve. 
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Hysteresis in the Summit system is evaluated by considering the different 

characterizations that result when isolating the extended concentration calibration periods in 

which the volume mixing ratio progressively increases (solid lines) or decreases (dashed lines). 

These are compared with the characterization obtained when all Summit concentration 

calibration data are used, including the six-hourly calibrations performed at three humidity 

levels. Unlike data from the extended concentration calibration periods, data from the six-hourly 

calibrations are already filtered in order to minimize memory effects. This is accomplished by 

discarding the first 9-19 minutes of isotopic data at each humidity level, with more data 

discarded at lower humidity.  

Despite being very different in magnitude, the concentration-dependences of Spiny and 

Gulper are both sensitive to whether the humidity is progressively increased or decreased. 

Differences in the concentration-dependence characterization resulting from curve-fitting are, in 

contrast, negligible. This may be due to the fact that each curve in Figure 3.4 is comprised of at 

least 68 one-minute averages, and these data points are well distributed across the humidity 

range of interest. Differences between the solid and dashed lines, in comparison, suggest 

memory effects can be quite substantial in a bubbler-based calibration system. Indeed, the tubing 

connecting the glass calibration bottle to the instrument amplifies the surface area that the 

vaporized standard water contacts. As a result, equilibration may be slow. In the autosampler, in 

contrast, the syringe and the small cavities of the vaporizer and instrument may hold residual 

water molecules; however, dry air is flushed through the vaporizer and instrument following 

each injection. Thus the time to equilibration is reduced. 
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3.3. Sensitivity to isotope ratio 

To verify that the concentration-dependence does not change with isotope ratio, data 

from the Mauna Loa syringe-pump calibrations, which were performed over the course of two 

days using three standard waters, are considered. Isotope ratios from each standard were 

normalized to the 10 mmol/mol humidity level prior to analysis. Figure 3.5 shows the difference 

in characterization that would be obtained from a single isotopic standard versus the 

characterization obtained from all the syringe-pump data. Differences are shown for two fitting 

procedures: a global cubic polynomial and a locally-weighted polynomial regression, whose 

degree and spanning parameter are chosen by generalized cross validation. While there is clear 

variability in the characterization curves obtained using the three standards, there is no evidence 

of a monotonic shift in concentration-dependence with isotope ratio. (Were a drift detected, 

frequent characterization of the concentration-dependence would be necessary to ensure internal 

consistency in the data.) Note that for any given vapor volume mixing ratio, at least two curves 

overlap within the standard error envelopes shown. Moreover, between 0.3 and 8 mmol/mol, the 

largest absolute difference between any individual curve and the curve obtained when using all 

the syringe-pump data is approximately 1.5 and 0.6 permil for the cubic and local regression 

functions, respectively. In contrast, the maximal difference between the two functions is clearly 

larger than 0.6 permil across this humidity range. This finding once again highlights the fact that 

great care is needed when fitting the concentration-dependence in order to improve the accuracy 

of the isotope ratio measurements. Variability in the concentration-dependence characterization 

is more likely to be caused by statistical fitting than by changes in the isotope ratio of the 

standard measured. 

 



! 56!

 
Figure 3.5. Concentration-dependence characterizations achieved with three different isotopic 
standards at Mauna Loa and fit with (a) a cubic polynomial or (b) a locally-weighted polynomial 
regression whose degree and spanning parameter are chosen by generalized cross validation. 
Curves are shown as differences (permil) from the concentration dependence obtained when data 
from all three standards are considered and are depicted as a function of q (mmol/mol, shown on 
a log scale). Standard errors are represented by shading. 
 
 
3.4. Long-term stability  

To identify possible changes in the concentration-dependence with time, the total isotopic 

bias in δ18O at Mauna Loa is evaluated as a function of the vapor volume mixing ratio for three-

month periods, spanning October 2010 to September 2013. Only the autosampler calibrations are 

used for this purpose, and the isotope ratios measured are normalized, by standard, to the 10±1 

mmol/mol humidity level. Figure 3.6 shows characterizations for three-month periods whose 

sample size exceeds 30. The concentration-dependence characterization for each period is 

displayed as a difference from the characterization obtained when all three years of data are 

considered. Characterizations are shown for both global cubic polynomials (left panel) and 

locally-weighted polynomial regressions, with degrees and spanning parameters chosen by 

generalized cross validation (right panel). Envelopes represent standard errors associated with 
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the fits and are larger near the humidity-range extremes, where fewer data points exist and 

instrument performance begins to degrade. 

 

 
Figure 3.6. Concentration-dependence characterizations at Mauna Loa for three-month periods 
described in the legend. Characterizations are fit with (a) a cubic polynomial and (b) a locally-
weighted polynomial regression whose degree and spanning parameter are chosen by generalized 
cross validation. Curves, which are shown for those periods with >30 data points, are depicted as 
a difference (permil) from the concentration-dependence obtained when using all three years of 
data and are plotted as a function of q (mmol/mol, shown on a log scale). Standard errors are 
represented by shading. 
 
 

Though differences between characterizations are apparent, there is no evidence of long-

term drift. Instead, there is variability on the order of ±0.5 permil over the humidity range 

approximately spanning 5-10 mmol/mol and greater variability outside this, where the data are 

sparse. The cubic fit exhibits much larger variability than the local regression near the humidity 

extremes, which again emphasizes the importance of statistical fitting in influencing the accuracy 

of the corrected isotope ratio data. When all three years of calibrations are considered, the 

standard error for both functions drops below 0.25 permil for the entire humidity range. These 

results suggest that while multiple calibrations may not be necessary for monitoring long-term 
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drift, they may nevertheless be useful for characterizing the concentration-dependence precisely, 

particularly at low humidity where the signal-to-noise ratio is very small. 

The six-hourly calibration data at Summit, which span much lower volume mixing ratios, 

also show no trend in the concentration-dependence over a six-month period. Because of the 

design of the Summit calibration protocol (e.g. a large number of data at a small number of 

humidity levels), the data in a given month do not span a sufficient humidity range to 

characterize the concentration-dependence meaningfully. To address this challenge, we consider 

instead how well a single characterization—derived from all six months of one-minute-averaged 

data (where q>0.15 mmol/mol)—fits monthly mean clusters of calibration data. Figure 3.7 shows 

this “all data” characterization as a cubic polynomial (gray solid line) and as a local polynomial 

regression (gray dashed line) for both Spiny and Gulper. The colored crosses depict calibration 

data that are clustered by vapor volume mixing ratio and averaged in 30-day segments, 

approximately corresponding to the months shown in the legend. The width and height of the 

crosses show the one-sigma deviations of the clustered volume mixing ratios and isotope ratios, 

respectively. Figure 3.8 shows the same for δD. While there is clear variability within monthly 

means, especially at low humidity and more so for δD than δ18O, the “all data” curves pass 

within one standard deviation of nearly every cluster. Importantly, there are no instances in 

which more than one cluster per month lies farther than one standard deviation away from the 

“all data” curves. Thus, despite the fact that the Summit instruments exhibit substantially 

different biases, there is no clear evidence for long-term drift in the concentration-dependence of 

either Spiny or Gulper. 
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Figure 3.7. Monthly mean calibration points in δ18O (permil) for the Summit instruments shown 
as crosses whose width and height represent 1-sigma standard deviations in δ18O and q 
(mmol/mol). The gray lines, which represent the concentration-dependence characterizations 
obtained from a cubic polynomial (solid) and local polynomial regression (dashed) when all data 
are considered, are shown as a function of q (mmol/mol, shown on a log scale). 
 
 
 

 
Figure 3.8. The same as Figure 3.7 but for δD. 
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4. Isotopic drift 

Once isotopic data are corrected for concentration-dependence, remaining biases indicate 

deviations from the VSMOW-SLAP scale. To evaluate the long-term stability of these 

deviations, drift in the five standards used in the Mauna Loa calibration routine is examined 

(Table 3.1). (The Boulder standard is ignored after February 2013, when it was replaced with 

new secondary standard water of different isotopic composition). Figure 3.9a shows the 

calibration points, corrected for concentration-dependence, with the observational mean removed 

for each standard. Fitting a simple linear regression to this normalized data reveals a small slope 

of less than 0.1 permil/year (significant at the 90% confidence level) with an error of 0.05 

permil/year. To verify that this minimal and weakly significant slope is not the product of 

opposing slopes of larger magnitude associated with individual standards, Figure 3.9b compares 

the slopes of two standards, Greenland and Antarctic water, which together span the full 

experimental timeline. For neither standard is the slope different from zero. These results suggest 

long-term drift is negligible for the three-year Mauna Loa experiment and that deviation from the 

VSMOW-SLAP scale is stable. 

 
 
Table 3.1. Short-term isotopic drift (permil/year) calculated for five distinct periods demarcated 
by dates on which the Mauna Loa standards were replaced. 
 

Day of Experiment 
Standard 1-279 280-499 500-859 860-1006 1007-1380 
Vostok 1.74*** 1.72*  0.56*** — — 
Greenland 1.59*** 2.41** -0.78*** — — 
Antarctica — — -0.29*** 2.54*** 2.16*** 
Boulder 1.89*** 1.91**  2.45*** — — 
Florida — —  0.86*** — 0.85 
p-value legend ***<0.001 **<0.01 *<0.1 
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Figure 3.9. (a) Normalized and concentration-corrected calibration points (δ18O, permil) at 
Mauna Loa as a function of time. The red line—a simple linear regression—indicates isotopic 
drift. (b) Individual linear regressions fit to calibration points derived from two isotopic 
standards: Greenland melt water (black points, red line) and Antarctic melt water (gray points, 
magenta line). 
 
 

However, upon closer inspection, drift on the order of -0.8 to +2.5 permil/year is evident 

during shorter periods that fall between dates on which the standards at Mauna Loa were 

replaced with new standard water (Table 3.1). To determine whether this shorter-term drift is 

caused by instrument imprecision or by changes in the standards themselves, calibration data are 

averaged for windows ranging from 20-60 days immediately following standard replacement 

dates. Table 3.2 shows the slopes of weighted linear regressions fit to these isotopic means. Only 

standards that span three standard-replacement dates are shown (so that the significance of their 

slopes may be discussed). While there is a tendency for greater enrichment the lower the isotope 

ratio, which would cause a flattening of the deviation from the VSMOW-SLAP scale with time, 

none of the individual slopes in Table 3.2 is significant, and all are within ±0.5 permil/year, a 

much smaller range than found in Table 3.1. Furthermore, for the shortest averaging window, the 

slopes are all closer to zero. Though these findings do not exclude the possibility of drift in the 
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0.114 ±0.188 ‰y−1
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deviation from the VSMOW-SLAP scale, the insignificance of the slopes in Table 3.2 suggests 

long-term drift for any given isotope ratio is negligible so long as uncertainty of about 1 permil is 

acceptable (Figure 3.9a, RMSE = 0.839).  

 
 
Table 3.2. Long-term isotopic drift (permil/year) evaluated by fitting a simple linear regression 
to isotopic averages calculated (for various averaging times) immediately following standard-
replacement dates. 
 

Averaging Time (Days) 
Standard 20 30 40 50 60 
Vostok  —  —  — —  — 
Greenland  0.18  0.38  0.38  0.44  0.45 
Antarctica -0.02  0.01  0.02  0.04  0.05 
Boulder -0.07 -0.15 -0.15 -0.15 -0.15 
Florida — — — — — 
p-value legend ***<0.001 **<0.01 *<0.1  
 
 
 

One possible explanation for isotopic variations between standard-replacement dates may 

be that the standards themselves drifted with time. Each week, the Mauna Loa instrument is 

calibrated by pipetting standard water—stored in a glass bottle—into small vials, which are 

loaded onto the autosampler. Over time, weekly opening and closing of the standards allows 

isotopic exchange between the water reservoir and the ambient vapor, which could have caused 

the drift shown in Table 3.1. Though this unfortunately impedes characterization of shorter-term 

instrumental drift, it importantly showcases the susceptibility of standards to drift in the field. 

Long-term campaigns wishing to characterize shorter-term drift will need to replace standards 

sent to the field every few weeks or use an onsite, airtight storage system for standards such as 

that described by Tanweer et al. [2009].  

At Summit, in comparison, after correcting for concentration, the six-hourly calibrations 

show a clear enrichment in δ18O at an approximate rate of 1.4 permil/year (Figure 3.10a). This  
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Figure 3.10. (a) The isotopic drift in δ18O (permil) of the two Summit instruments and (b) the 
difference in isotopic drift (permil) between the two. (c) Ambient temperature changes (°C) 
detected by the two instruments and (d) the temperature change difference (°C) between the two. 
(e) Temperature changes (°C) in the glass bubbler bottle used to calibrate the Summit 
instruments. (f) Changes in δ18O (permil) predicted as a result of bubbler temperature changes. 
 

drift is nearly identical between Spiny and Gulper but for a few exceptional calibration points 

(Figure 3.10b), which suggests a source external to the instruments. Indeed, as water is 

continuously vaporized and removed from the bubbler bottle of the Summit calibration system, 

the isotopic composition of the remaining liquid reservoir should become more enriched, 

following a predictable distillation described by Wang et al. [2009]: 

 

 (3.1) 

 

Here, Rv is the isotope ratio of the vapor produced, Rl0 is the initial isotope ratio of the liquid 
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water, τ is the time necessary to evaporate all liquid from the bottle, t is the time elapsed, and α is 

the temperature-dependent equilibrium fractionation factor. Moreover, as a result of fractionation 

differences, δ18O should increase faster than δD, resulting in a decrease in the deuterium excess 

(d= δD – 8 × δ18O) as the liquid reservoir undergoes evaporation [Craig, 1961; Sharp, 2007].  

Since τ is unknown, a range of possible values is considered by estimating the drift in 

δ18O and d from the distillation model for the period following July 2013, when the glass bottle 

of the calibration system was refilled. These estimates are then compared with the slopes of 

isotopic change observed (for such a short period the observed drift is well-described by linear 

models). τ's spanning 1500-1800 days (or approximately 4-5 years) produce the smallest 

differences in slope between model and observations (e.g. < 0.04 permil/year in δ18O). Figure 

3.11 shows the modeled curves associated with these τ's, normalized and plotted for the last 150 

days of the experiment. This range of τ’s is then used to extrapolate the distillation that would 

have occurred 421-727 days into the experiment, which should approximate the first year of 

calibration points plotted (days 0-306 in Figures 3.10-3.11). (Although the custom dew point 

generator was set up in summer 2011, the first six-hourly instrumental calibrations were not 

made until the following year, hence the discrepancy in dating). Normalizing and plotting these 

extrapolated curves (Figure 3.11) suggests the 1800-day distillation model best explains the drift 

in both isotope ratios and in deuterium excess.  

Assuming the linear enrichment in δ18O in Spiny and Gulper is entirely explained by 

distillation of the calibration system, uncertainty due to imprecision can be estimated once the 

linear trend is removed. For the period following July 2013 the residual standard error is 0.21 

permil. For the period before July 2013 the residual standard error is 0.72 permil.  
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Figure 3.11. Normalized deuterium excess (top), δ18O (middle), and δD (bottom) for Spiny at 
Summit (permil) shown as a function of time. Colored lines represent distillation models where 
τ, the total time required to remove all liquid from the bubbler bottle, equals 1500 (black), 1600 
(blue), 1700 (cyan), or 1800 (red) days. All data, including the modeled data, are normalized. 
 
 

Though previous studies have speculated that ambient temperature changes cause 

instrumental accuracy to change with time [cf. Sturm and Knohl, 2010; Rambo et al., 2011], the 

data presented here do not support this claim. During the summer of 2013 (represented by dark 

gray shading in Figure 3.10), the temperatures of the Summit analyzers plummeted following a 

change in the temperature of the underground chamber in which they were housed (Figure 3.10c-

d). No concurrent change in either isotope ratio occurred, providing evidence that ambient 

temperature is not a strong control on instrumental drift.  

In comparison, changes in the temperature of the bubbler bottle do appear to influence 

the isotopic calibrations. During the fall of 2013 (the period represented by light gray shading in 

Figure 3.10), the bubbler temperature increased from 20°C to 24°C (Figure 3.10e). A change of 
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this magnitude should have altered the rates at which heavy and normal water isotopes change 

phase relative to one another, resulting in an increase in δ18O of about a 0.25 permil (Figure 

3.10f). Such enrichment is evident in the Spiny drift curve of Figure 3.10a. Moreover, the 

dramatic change in bubbler temperature near day 300 coincides with a sharp drop in δ18O in 

Spiny, causing large differences between the two instruments. Thus, changes in bubbler 

temperature of several degrees Celsius or more can have discernible effects on the isotopic 

accuracy of laser-based measurement systems. 

 

 

5. Implications for field calibrations 

There are a number of different factors that need to be considered in calibrating isotope 

ratio data, and, as described in the introduction of this chapter, many of these factors have been 

documented previously [e.g. Sturm and Knohl, 2010; Johnson et al., 2011; Tremoy et al., 2011; 

Aemisegger et al., 2012; Gröning, 2011; Noone et al., 2013; Steen-Larsen et al., 2013]. 

However, only recently are data sets sufficiently long to evaluate the long-term stability of laser 

isotopic analyzers in the field. This analysis has evaluated the stability of the isotopic biases—

beginning with the concentration-dependence, or the change in isotope ratio with vapor volume 

mixing ratio—in three field-operational vapor isotopic analyzers, which use cavity ring-down 

spectroscopy. The instruments, which are deployed at the Mauna Loa Observatory on Hawaii 

and at Summit, Greenland, include both the early model L115-i Picarro and the later L2120-i, 

which have been used in previous studies to study atmospheric hydrological phenomena [e.g. 

Galewsky et al., 2011; Noone et al., 2011; Hurley et al., 2012; Bailey et al., 2013] and water 

exchange between the land surface and atmosphere [e.g. Berkelhammer et al., 2013; Noone et 
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al., 2013; Aemisegger et al., 2014]. While early models tend to exhibit larger concentration-

dependences, factory pre-calibration has helped reduce such biases in the later 2000 series [cf. 

Aemisegger et al., 2012]. 

The results of this work suggest that while these types of laser analyzers exhibit some 

variability in the concentration-dependence with time, there is no long-term drift. Thus, while 

repeated calibrations can reduce uncertainties associated with fitting the data statistically, they 

are not necessary to track long-term changes in the instrumental optics, at least not at relatively 

clean baseline stations like Mauna Loa and Summit. Still, there is always the possibility that 

instrumental biases may drift as the optics dirty, particularly at sites exposed to heavy 

concentrations of pollutants. 

In addition, there is no clear evidence of sensitivity in the concentration-dependence to 

the isotope ratio of the standard used. Therefore, for field campaigns in which it is desirable to 

reduce calibration time and maximize ambient sampling, calibrations for the concentration-

dependence should prioritize making single measurements across a wide range of humidity 

levels rather than repeating measurements at a single humidity level or using multiple standards. 

Maximizing the spread of the calibration points is particularly important for reducing 

uncertainties associated with statistically fitting the concentration-dependence curve.  

How important statistical-fitting is for the overall accuracy of the isotopic measurements 

depends, at least in part, on the calibration system used. The Mauna Loa experiment showed that 

differences in the bias correction derived from fitting different functions to the autosampler data 

were much larger than any differences produced by filtering for memory effects. However, at 

Summit, where a bubbler-based dew point generator was used, the opposite was true. This result 

is likely influenced by two factors: 1) a reduced sensitivity to statistical-fitting associated with 
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the larger number of calibration points at Summit and 2) greater hysteresis associated with the 

bubbler system design, which, unlike the autosampler, does not flush the instrument with dry air 

between calibration points. 

Both the Mauna Loa and Summit experiments suggest that, once the concentration-

dependence is measured, a single global characterization may be used to correct all ambient data. 

Remaining isotopic biases represent deviations from the VSMOW-SLAP scale, and these may be 

corrected either simultaneously with the concentration-dependence or sequentially by fitting a 

simple linear regression between the known values of three or more standards and the 

(concentration-corrected) isotope ratios observed. Unfortunately, neither experiment presented 

here could determine conclusively whether this deviation changes with time. At Mauna Loa, 

while calibration data clearly drifted between the dates on which the standard waters were 

replaced—suggesting the standards themselves drifted—changes in the isotope ratios from one 

replacement date to the next were not significant. There was, however, a tendency toward greater 

enrichment the more depleted the standard. Over time, this would result in a change in the slope 

of the deviation from the VSMOW-SLAP scale, even if the drift associated with any particular 

isotope ratio were not significant. In comparison, at Summit, though the possibility of 

instrumental drift could not be ruled out, changes in the individual isotope ratios and deuterium 

excess of the calibration points were consistent with distillation of water in the bubbler bottle 

with time.  

For future field experiments using laser-based isotopic analyzers, eliminating or 

accurately modeling drift in the standards used to calibrate the instruments will thus be 

paramount. Modeling distillation in a bubbler system, for example, will require knowing the 

exact time to remove all water from the liquid reservoir. This, in turn, depends on the initial 
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volume (or mass) of water and the flow rate of dry air through the bubbler. In contrast, for 

calibrations with an autosampler, large amounts of secondary standards should either be stored 

onsite in an airtight container, such as described by Tanweer et al. [2009], or shipped to the site 

every 2-3 weeks to avoid excessive fractionation associated with opening standard bottles in the 

field. Such precautions will make it possible to evaluate more accurately whether instrumental 

drift exists for laser-based isotopic analyzers or whether changes in deviations from the 

VSMOW-SLAP scale are significant with time. 

 Advancements in commercial technology over the last few years suggest that the 

accuracy and precision of laser isotopic analyzers will continue to improve. Nevertheless, the 

biases examined in this chapter remain critical to evaluate, particularly since they are unique to 

each instrument. To that end, the following recommendations are offered for long-term 

deployments.  

 The ideal calibration system should: 

1. Enable very accurate evaluation of the concentration-dependence. This can only 

be achieved by producing very low and stable volume mixing ratios of water 

vapor for extended periods of time. This study found that a custom dew point 

generator could achieve volume mixing ratios < 0.3 mmol/mol, but that a vapor 

stream of at least 30 minutes was necessary to obtain a stable 10-minute average 

and minimize hysteresis. The autosampler, in contrast, was unable to produce low 

volume mixing ratios reliably. 

2. Exhibit minimal or carefully controlled drift. While the former can be achieved by 

storing standards in specially designed airtight containers [Tanweer et al., 2009], 
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the latter requires both that the liquid reservoir be temperature-controlled and that 

distillation of the liquid be carefully modeled and spot-checked.  

3. Allow multiple standards to be delivered to the instrument. At least three 

standards are recommended for sequential-calibration approaches, in which 

deviations from the VSMOW-SLAP scale are corrected after the concentration-

dependence is accounted for. More standards will be necessary to reduce 

prediction errors associated with correcting the biases simultaneously, such as 

with a local polynomial regression surface. While an autosampler can easily 

accommodate any number of standards, a custom dew point generator would 

require a different bubbler bottle for each standard. 

The ideal calibration approach should: 

1. Characterize the concentration-dependence by sampling a single isotopic standard 

at a large number of humidity levels. Sampling at low humidity (e.g. <1 

mmol/mol) should be repeated in order to bolster the signal-to-noise ratio. While 

frequently repeated characterizations of the concentration-dependence are not 

necessary for verifying the stability of this bias, field programs may nevertheless 

wish to recheck their characterizations every few months, particularly if operating 

in polluted environments. 

2. Choose a statistical-fitting procedure that minimizes the magnitude of fitting 

biases introduced into the data.  

3. Consider whether simultaneously correcting the concentration-dependence and 

deviation from the VSMOW-SLAP scale improves data accuracy. 
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CHAPTER IV 

 
Characterizing precipitation efficiency and distinguishing dynamical and microphysical 

controls on atmospheric constituents using isotope ratios in water vapor 
 

 

1. Introduction 

Shallow convection plays a critical role in climate by regulating the exchange of moisture 

between the boundary layer and free troposphere. While convective mixing results in a net 

upward transport of moisture, precipitation works to dry the atmosphere by removing condensate 

and returning liquid water to the surface [Sherwood et al., 2010]. The efficiency with which a 

convective cloud system produces precipitation (i.e. the precipitation efficiency, or e) thus 

determines the proportion of water detrained above the boundary layer through cloud 

evaporation. Not all studies agree, however, as to how the precipitation efficiency affects low-

level cloudiness. Sherwood et al. [2014], for example, hypothesized that as convective mixing in 

the lower troposphere increases, the bulk precipitation efficiency is reduced, moistening the free 

troposphere at the expense of the boundary layer. Drying of the boundary layer subsequently 

reduces low-level cloud and enhances climate warming. Zhao [2014], in contrast, claimed that 

climate models with lower precipitation efficiency maintain higher liquid water paths and thus 

exhibit greater low-cloud cover, which reduces warming through albedo effects. To help resolve 

these divergent hypotheses, observational assessments of precipitation efficiency and cloud 

fields are needed. 

In addition to modifying moisture exchange in the vertical, precipitation processes 

influence climate by regulating vertical distributions of aerosol. Indeed, precipitation is the 

principal mechanism by which aerosol are cleansed from the atmosphere [Ramanathan et al., 
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2001]; and recent work suggests rain removal is more important than proximity to an emission 

source in determining particle number concentrations near marine low-cloud [Wood et al., 2012]. 

Some particle scavenging may, however, be offset by new particle formation. Indeed, by 

removing pre-exiting particles and reducing the vapor condensation sink for aerosol-forming 

gases like SO2, precipitation may facilitate particle nucleation [Nilsson et al., 2001]. As a result, 

recently formed particles are often observed in the vicinity of precipitating convective systems 

[Clarke, 1993]. In contrast, cloud-processing in the absence of precipitation can enhance particle 

number concentrations above the boundary layer [Ridley et al., 1997] and shift particles toward 

larger diameters [Hoppel et al., 1986]. Since both concentration and size influence aerosol 

optical properties [Yu et al., 2006], and since aerosols also affect the albedo [Twomey, 1977] and 

lifetime [Albrecht, 1989] of clouds, interactions between aerosols, clouds, and precipitation have 

important implications for climate. 

Unfortunately, using observations to quantify precipitation efficiency is no small task. To 

estimate precipitation efficiency using satellite retrievals of rainfall and cloud liquid water 

content, for instance, Lau and Wu [2003] required a weather and climate model parameterization, 

which assumes that the autoconversion of cloud drops to raindrops depends on a critical value of 

cloud water content. Other observational estimates of precipitation efficiency require knowledge 

of large-scale hydrological fields, such as water vapor convergence and surface evaporation [Sui 

et al., 2005; Sui et al., 2007], which cannot be measured directly. To evaluate the relationships 

among convective mixing, precipitation, aerosols, and cloudiness, a much simpler method for 

estimating precipitation efficiency is desirable.  

Isotope ratios in water vapor provide a unique way to characterize the precipitation 

efficiency of convection [Bailey et al., 2013], since heavy isotopes—with their lower saturation 
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vapor pressures—preferentially and predictably condense and rain out [Dansgaard, 1964]. 

Consequently, under conditions in which all condensate is immediately converted to 

precipitation, the depletion of heavy isotopes can be described using a simple Rayleigh 

distillation model:  

 

Ri = R0 f
α−1 , (4.1) 

 

where R is the heavy-to-light isotope ratio of an ascending moist adiabatic parcel, 0 denotes a 

reference level, f is the fraction of water remaining, and α is a temperature-dependent 

fractionation factor. If, in contrast, some condensate remains with the ascending plume (i.e. the 

precipitation efficiency 0<=e<1), isotopic depletion of the air mass will not be as great as 

Equation 4.1 predicts and will instead follow a modified distillation model [Dansgaard, 1964; 

Jouzel and Merlivat, 1984; Noone, 2012]: 

 

Ri = Ri−1
qi +α(1− e)(q0 − qi )
qi−1 +α(1− e)(q0 − qi−1)
"

#
$

%

&
'

αe
1−α (1−e)

−1

, (4.2) 

 

where q represents the vapor volume mixing ratio. By fitting this modified model to vertical 

profiles of q and the heavy-to-light oxygen isotope ratio (18O/16O), Bailey et al. [2013] identified 

diurnal changes in the precipitation efficiency of convection on the Big Island of Hawaii.  

This study seeks to identify the synoptic controls on the precipitation efficiency of strong 

convective events near Hawaii and to determine the influence of dynamical and microphysical 

(precipitation) processes on vertical distributions of atmospheric constituents important for 
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climate. We begin by evaluating the ability of Eulerian measurements of isotope ratios in water 

vapor to characterize the precipitation efficiency of strong convection using three years of 

spectroscopic measurements from the Mauna Loa Observatory (MLO). We then evaluate the 

large-scale dynamics associated with high and low precipitation efficiency events. By linking our 

findings with large-scale fields well resolved by climate models, we reveal how the bulk 

precipitation efficiency of the subtropics may change with climate. Finally, we model the 

strength of convective mixing associated with different precipitation efficiency events in order to 

distinguish dynamical and microphysical controls on vertical distributions of moisture, trace 

gases, and particle pollutants. The results suggest that while variations in synoptic circulation 

clearly influence the trace gas concentrations observed, convective mixing and microphysical 

processes—which also vary by precipitation efficiency—are found to be more important in 

regulating particle scavenging and growth. 

 

 

2. Methods 

2.1. Location 

Mauna Loa Observatory (MLO), located at 3400 m on the Big Island of Hawaii has 

served as a baseline observatory since the 1950s, measuring key climate-altering constituents 

including numerous greenhouse gases. With its remote Pacific setting and high-altitude location, 

the Observatory is often exposed to the free troposphere at night and boundary-layer influenced 

air masses during the day, making it an ideal location for studying convective activity from a 

fixed location. Moreover, the long history of meteorological, trace gas, and particle 
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measurements at MLO provides a rich data context in which to evaluate the new isotopic 

measurements used in this analysis.  

 

2.2. Water vapor volume mixing ratio and isotope ratios 

Since the fall of 2010, a Picarro vapor isotopic analyzer (model L1115-i) has measured 

vapor volume mixing ratios and isotope ratios at MLO. The analyzer samples from a hooded 

stack on the Charles Keeling building through 0.25-inch stainless steel tubing maintained at 

room temperature, which exceeds the ambient dew point. Consequently, the instrument 

essentially measures the total water mixing ratio; however, this chapter follows the tradition of 

previous studies in referring to the observations as vapor volume mixing ratios (q) [cf. Noone et 

al., 2011, Bailey et al., 2013]. Isotopic calibrations, which are described in detail in Chapter 3, 

are performed weekly using a LEAP Technologies PAL (Prep and Load) autosampler. For each 

injection sequence of a liquid standard, the first two injections are eliminated in order to 

minimize memory effects. Additional characterizations of the analyzer’s “concentration 

dependence” [cf. Lis et al., 2008; Sturm and Knohl, 2010; Johnson et al., 2011; Rambo et al., 

2011; Tremoy et al., 2011; Aemisegger et al., 2012; Wen et al., 2012; Bailey et al., 2013; Steen-

Larsen et al., 2013]—which describes changes in isotope ratio caused solely by changes in the 

vapor volume mixing ratio—have been obtained with a syringe-pump system. The q 

measurements are not calibrated, since they are within 0.33 mmol/mol of the volume mixing 

ratios estimated from regular MLO meteorological observations. 

 Three years of the MLO isotopic record, spanning October 2010 – September 2013, were 

selected. Data were first converted to 15-minute, mass-weighted averages before calibration 

corrections were applied. Using both the autosampler and syringe-pump calibration points, 
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isotope ratio observations were simultaneously corrected for their concentration dependence and 

for deviations from the VSMOW (Vienna Standard Mean Ocean Water) – SLAP (Standard Light 

Antarctic Precipitation) scale. This one-step correction was accomplished using a locally-

weighted two-degree polynomial regression (with a spanning parameter of 0.5) [cf. Bailey et al., 

2013]. However, because statistical fitting choices can significantly affect the accuracy of bias 

corrections (see Chapter 3), a series of sensitivity tests was performed prior to choosing this 

particular approach. As described in Appendix A, uncertainties based on calibration choices 

reduce confidence in the selection of high and low precipitation efficiency events to 90%; 

nevertheless, the conclusions of this analysis are robust and insensitive to any of the statistical-

fitting choices considered.  

 A peak q value (qpeak) was calculated for each day by identifying the top 10% of q values 

observed between 1200 HST and 1800 HST and taking the mean for measurements whose δ18O 

values also exceeded the 90th percentile. Similarly, a peak δ18O value (δ18Opeak) was calculated 

for each day by identifying the top 10% of δ18O values observed between 1200 HST and 1800 

HST and taking the mean for measurements whose q values also exceeded the 90th percentile. 

Nighttime q and δ18O values (qnight, δ18Onight) were calculated by averaging observations taken 

between midnight and 0600 HST. 

 

2.3. Aerosols, ozone, and methane 

To evaluate dynamical and microphysical controls on vertical distributions of 

atmospheric constituents, mean values of particle number concentration, total light scattering 

coefficient (σsp), the backwards-hemispheric light scattering coefficient (σbsp), ozone 

concentration, and methane concentration were calculated for each hour of the diurnal cycle from 
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NOAA-Earth System Research Laboratory data collected as part of routine long-term monitoring 

efforts. Particle number concentrations are measured at MLO with a TSI 3760 particle counter. 

One-minute averages of these data [P. Sheridan, personal communication, 2014] were converted 

to STP by assuming an instrument temperature of 12°C and a pressure of 680 hPa (resulting in a 

uniform scale factor of 1.555), and 15-minute-averages were created that aligned temporally with 

the isotopic data. Scattering coefficient and backscattering coefficient are measured at three 

wavelengths (450 nm, 550 nm, and 700 nm) with a nephelometer (TSI 3563). This study utilizes 

one-minute averages of these data [P. Sheridan, personal communication, 2014]—averaged 

again to 15-minutes—and reports scattering and backscattering coefficients measured at the 550 

nm wavelength. Only those nephelometer measurements made with the normal 10 µm cut size 

and corrections for both STP and truncation applied are used. Hourly methane data—measured 

by gas chromatography—are available by anonymous ftp to 

ftp://ftp.cmdl.noaa.gov/data/trace_gases/ch4/in-situ/surface/mlo/ [Dlugokencky et al., 2014]; and 

five-minute surface ozone data—measured by ultraviolet absorption photometer—are available 

by anonymous ftp to ftp://ftp.cmdl.noaa.gov/ozwv/SurfaceOzone/MLO/ [McClure-Begley et al., 

2014]. 

 

2.4. Reanalysis 

To study the large-scale conditions under which different convective events arise, 

composites of horizontal and vertical winds, geopotential height, and total column water were 

created using the 0.75° × 0.75° ECMWF Reanalysis ERA-Interim. The analysis was repeated 

using the 2.5° × 2.5° NCEP-NCAR Reanalysis—which is used to generate the back trajectories 

derived through NOAA’s HYSPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) 
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Model (http://ready.arl.noaa.gov/HYSPLIT.php)—and the results presented here are insensitive 

to the choice of reanalysis data. The three-dimensional back trajectories were calculated using 

vertical velocity reported from the NCEP-NCAR Reanalysis. 

 

2.5. Precipitation efficiency 

Previous studies suggest the precipitation efficiency, or the ratio of the rates at which 

precipitation and condensation form, may be calculated in one of several ways. For example, 

while the ratio of the surface rain rate to the sum of vapor convergence and evaporation rates 

defines a bulk precipitation efficiency, it is typically the ratio of the surface rain rate to the sum 

of vapor condensation and deposition rates that defines the precipitation efficiency in cloud-

modeling studies [Sui et al., 2007]. Yet depending on how these large-scale and microphysical 

efficiencies are estimated, they need not necessarily agree [Sui et al., 2005].  

 Isotope ratios in water vapor offer an independent estimate of precipitation efficiency that 

follows the trajectory of an air mass. Since a Rayleigh model (Equation 4.1) assumes that all 

condensate is immediately removed as precipitation, isotopic observations following such a 

distillation indicate maximal precipitation efficiency (e=1) [Bailey et al., 2013]. If, on the other 

hand, some condensate remains with the ascending moist adiabatic plume, the isotope ratios will 

be less depleted than the Rayleigh model predicts. And, in the extreme case that no precipitation 

occurs (e=0), both the isotope ratio and total water mixing ratio of the ascending parcel will be 

conserved, at least until the cloudy air mass mixes with a drier one. One might thus expect that 

low-precipitation efficiency convective events at MLO would resemble a mixing process in 

which water vapor and cloud condensate are exchanged between the saturated boundary layer 

and the dry subtropical free troposphere. The same mixing line might, of course, also describe 
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the exchange of moisture between two unsaturated air masses in the vertical, however 

differentiating amongst these cases is not critical for the purposes of this study given that 

ventilation of moisture from the boundary layer to the free troposphere would occur regardless.  

Based on their resemblance to either Rayleigh or mixing processes, strong convective 

events near Hawaii are thus classified as having high or low precipitation efficiency, 

respectively. The validity of these definitions will be tested as part of the analysis. The 

resemblance to Rayleigh or mixing processes is determined by identifying anomalies in the peak 

daytime isotope ratio after its dependence on qpeak has been removed. This is accomplished by 

regressing the calibrated δ18Opeak values on 1/qpeak using a simple linear regression (since the 

relationship between δ18O and q is approximately log-linear). Once the predicted q-dependence 

is subtracted from the δ18Opeak values, anomalies are categorized by percentile. Convective 

events whose isotopic anomalies fall below the 25th percentile are considered more Rayleigh-

like, and thus higher in precipitation efficiency; and convective events whose anomalies exceed 

the 75th percentile are considered more mixing-like, and thus lower in precipitation efficiency. 

Bivariate distributions of these populations in δ18O-q space are presented in Section 3 of this 

chapter. 

 

2.6. Mixing model 

A column model with five variable parameters is constructed to 1) capture the mixing 

process associated with convective transport and to 2) distinguish dynamical from microphysical 

controls on atmospheric constituents. Mixing is expressed as non-local entrainment into a 

transition layer, which Bailey et al. [2013] found regularly developed between the boundary 

layer and free troposphere near Hawaii. The model assumes that early in the day, mixing is 
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dominated by turbulent eddies, which carry boundary-layer constituents upward. Later in the 

day, as downslope winds replace upslope winds on the Big Island [Garrett, 1980], the mixing of 

free tropospheric air into the transition layer is assumed to dominate. The five variable 

parameters of the model are the initial boundary layer value of the mixed constituent (in the case 

of vapor volume mixing ratio: q0), the times at which upward mixing starts (tup,start) and peaks 

(tup,peak), the mixing coefficient (m), and the height to which the transition layer—defined as the 

region of mixed boundary-layer and free tropospheric air—grows (ztrans). Optimal values for the 

latter four were selected by reducing the root mean square error (RMSE) between the model 

output and station observations of q. These optimal values were then used to model diurnal 

patterns in other trace gases, including the H2
18O concentration (which is later converted to 

δ18O), and particle number concentration—with only the initial boundary-layer value varying for 

each constituent. 

The mass balance of the column for q is  

 

Dq
Dt

= wupm(q0 − q)+wdownm(qzmax − q)  , (4.3) 

 

where qzmax is a value chosen from nighttime observations to represent the free troposphere and 

wup and wdown are the weighting functions that control whether upward or downward mixing 

dominate, respectively.  

The model is discretized at 79 levels in the vertical, spanning 100-4000 m and spaced 50 

m apart. The top of the boundary layer is set at 2000 m, which is within the range of heights at 

which Ridley et al. [1997] observed the trade wind temperature inversion by aircraft. At model 

initiation, heights spanning 100 to 2000 m are assigned the initial boundary-layer q value, which 
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is chosen by reducing the RMSE between model output and observations, while heights above 

are assigned the free tropospheric value estimated from nighttime observations. The model time 

step is 36 seconds. 

An example of the upward weighting function and its effect on the modeled q profile is 

shown in Figure 4.1. At model initiation, weights at all heights are set to zero. When upward 

mixing commences, weights remain zero above the transition layer but are set to one within the 

boundary layer. The weight at the bottom of the transition layer increases linearly from zero to 

one as a function of time and reaches its maximum when upward mixing peaks (Figure 4.1a, 

solid lines). Weights across the transition layer, meanwhile, decrease linearly with height. After 

upward mixing peaks, the weight at the bottom of the transition layer decreases linearly from one 

to zero until 9 hours past model initiation (1500 HST), and the weights across the transition layer 

decrease accordingly (Figure 4.1a, dashed lines). In this manner, upward mixing gradually ramps 

up and then tails off before the downward mixing phase commences. Wup is zero everywhere 

once upward mixing ends, just as during upward mixing, wdown is zero everywhere.  

To mimic the settling of the atmosphere once the boundary layer is no longer supported 

by active daytime convection, the weighting function for downward mixing is approximately the 

reverse of wup. Once downward mixing commences (after 9 hours past model initiation), weights 

above the transition layer are set to one, while weights within the boundary layer are set to zero; 

and, it is the weight at the top of the transition layer—which increases linearly from zero to 

one—that determines the weights across the transition layer. These decrease linearly to zero at 

the top of the boundary layer with each time step. Downward mixing ramps up until 14 hours 

after model initiation (2000 HST), after which point the weighting function remains constant in 

time. All mixing stops completely 18 hours after model initialization (local midnight).  
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Figure 4.1. Profiles of (a) the upward weighting function (wup) and (b) the modeled vapor 
volume mixing ratio (q) before (solid) and after (dashed) upward mixing peaks. 
 
 

In order to select the best parameters for the model, the following parameter values were 

considered: upward mixing start times were examined for every hour between 0 and 3 hours past 

model initiation, upward mixing peak times were examined for every hour between 4 and 9 

hours past model initiation, mixing coefficients were examined every 0.1 hr-1 between 0.2 and 

1.5 hr-1, and transition layer heights were examined every 100 m between 3400 m (100 m above 

MLO) and 4000 m (the top of the model). The best choice for each of these parameters was 

selected by minimizing the RMSE between model output and q observations—averaged to each 

hour of the day—for high and low precipitation efficiency events separately. The best-fit 

parameters are discussed in Section 3 of this chapter. 
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3. Results 

3.1. Strong and weak convection 

Peak humidity (qpeak) and δ18O (δ18Opeak) values were calculated for 1056 days during the 

three-year experiment (total days = 1096; the instrument did not sample ambient data on the 

remaining 40 days due to calibrations and maintenance).  As Figure 4.2 shows, peak humidity 

exhibits a bimodal distribution at Mauna Loa Observatory (MLO), with a dry mode centered 

around 4 mmol/mol and a larger moist mode near 11-12 mmol/mol. (While the location of the 

moist peak represents an average of winter and summer peaks, the bimodality is present in both 

seasons.) Since strong convection deepens the boundary layer more effectively than weak 

convection, it is expected that higher vapor volume mixing ratios will be recorded at MLO when 

strong convection efficiently lofts boundary-layer moisture upward. (One would expect to see 

strong convection moisten the lower atmosphere off-island as well, though perhaps to a lesser 

extent, since diabatic heating of the Hawaiian landmass amplifies convection and the humidity 

values observed at MLO.) On dry days, in comparison, the fact that the low vapor volume 

mixing ratios are similar to nighttime values (qnight) indicates that little if any boundary-layer 

moisture reaches the height of the Observatory when convection is weak. Consequently, the 

bimodality in qpeak is used to devise an operational definition for strong and weak convection: we 

define moist or strong convective days as those in which qpeak > 7 mmol/mol and dry or weak 

convective days as those in which qpeak <= 7 mmol/mol. Accordingly, 790, or 74.8%, of the 

measurement days are characterized by strong convection at MLO.  
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Figure 4.2. Frequency distributions of the peak daytime (black) and nighttime (red) vapor 
volume mixing ratios (q) at Mauna Loa Observatory for the period October 2010-September 
2013. 
 
 

Using the isotope ratios to further distinguish amongst strong convective days at MLO, 

180 moist days are classified as having low precipitation efficiency (22.8% of moist days) and 

146 moist days as having high precipitation efficiency (18.5% of moist days). Figure 4.3 

illustrates the bivariate distributions in qpeak and δ18Opeak associated with these two types of 

strong convective events, which are henceforth simply referred to as high and low precipitation 

efficiency days. Bivariate distributions for all measurement days and dry days are also shown for 

comparison. Although each day’s classification is based on a single pair of points, the data 

nevertheless cluster around lines representing the temporal evolution of physical processes. 

Indeed, while the peak humidity and δ18O values for all low precipitation efficiency days (low e) 

cluster around the dashed mixing line, the values for all high precipitation efficiency days (high 

e) cluster along the solid Rayleigh distillation line. This finding suggests that a single pair of q 

and δ18O values is both a physically representative and efficient way to distinguish Rayleigh and 

mixing processes during a 24-hour period at MLO. Figure 4.4 lends additional support to this 
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claim by showing three-year means in q and δ18O calculated for each hour of the diurnal cycle 

for high and low precipitation efficiency days. These, too, follow the Rayleigh distillation (solid) 

and mixing (dashed) lines, respectively.  

 

 
Figure 4.3. Bivariate frequency distributions of MLO qpeak and δ18Opeak for (a) all days during 
the three-year measurement campaign, (b) dry days, when convection is weak and boundary-
layer air masses fail to reach the height of the Observatory, (c) low precipitation efficiency days, 
and (d) high precipitation efficiency days. 
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Figure 4.4. The bivariate distributions of q and δ18O values for low precipitation efficiency days 
(black circles), high precipitation efficiency days (red squares), and dry or weak convective days 
(blue triangles). The symbols represent three-year means for each hour of the day. The solid line 
represents a hypothetical Rayleigh distillation process, while the dashed line represents idealized 
mixing between the subtropical boundary layer and free troposphere. 
 
 
3.2. Large-scale controls on MLO convection 

While the Hawaiian Islands are located within or very near the perennial subtropical high, 

differences in large-scale circulation are nevertheless apparent when we distinguish moist days 
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Figure 4.5. Annual composites of (a-c) 200-hPa zonal winds, with mean 200-hPa wind vectors 
represented by arrows, (d-f) total column water (TCW), and (g-i) 1000-hPa meridional winds, 
with mean 1000-hPa wind vectors represented by arrows. Black contours in panels (g-i) 
represent mean 1000-hPa geopotential heights, and the 100-m contour is labeled. Contours are 
every 20 m. From left to right, columns represent low precipitation efficiency days, high 
precipitation efficiency days, and dry, or weak convective, days. In each panel, the Big Island of 
Hawaii is marked by the black star. 
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Figure 4.6. Anomalies of (a-c) 200-hPa zonal winds and wind vectors (arrows), (d-f) total 
column water (TCW), and (g-i) 1000-hPa meridional winds and wind vectors (arrows) for low 
precipitation efficiency, high precipitation efficiency, and dry days (left to right). Anomalies are 
calculated as differences between mean annual composites for each type of convective 
classification and the October 2010 – September 2013 mean. Anomalies that are significant at 
the 95% confidence level are outlined in black. Black contours in panels (g-i) represent 
anomalies in 1000-hPa geopotential heights, with positive contours solid and negative contours 
dashed. Contours are every 2 m. In each panel, the Big Island of Hawaii is marked by the black 
star. 
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which forces the subtropical high eastward (Figure 4.6g). Anticyclonic flow around the high-

pressure region directs easterly (low-level) winds toward Hawaii. With the strengthening of the 

westerlies aloft, wind shear—defined as the magnitude of the vector difference between the 850-

hPa and 200-hPa levels [DeMaria and Kaplan, 1994])—is enhanced, and this likely facilitates 

convection over the Big Island. Indeed, wind shear is significantly stronger at the 95% 

confidence level for low e days (5.7×10-3 s-1) than for high e days (4.8×10-3 s-1) or dry days 

(5.1×10-3 s-1). Yet though convection is strong, the atmospheric column is relatively dry (Figure 

4.6d), which is consistent with the idea that ageostrophic flow near jet exit regions allows dry 

mid-latitude air to descend into the subtropics [Cau et al., 2007]. The mixing of a moist 

convective boundary layer with a drier-than-normal free troposphere would, in turn, likely 

promote cloud evaporation and limit precipitation. Consequently, this circulation pattern lends 

credence to the hypothesis that mixing-like days at MLO represent low e days. 

When the precipitation efficiency is defined as high, there is little anomalous activity at 

the jet level (Figure 4.6b). Instead, the surface high shifts northward, weakening the anticyclonic 

circulation that typically transports dehydrated air from the eastern Pacific towards Hawaii. As a 

result, more tropical air is able to move northeast toward the islands (Figure 4.6h), and an overall 

moistening of the atmospheric column occurs (Figures 4.5e and 4.6e). This pattern, like the jet-

level anomaly pattern associated with low e days, is stronger in winter (DJF) than during other 

seasons.  

Dry days, in contrast, show both a strengthening and northward shift of the mid-latitude 

jet (Figure 4.6c) and the formation of a surface high-pressure anomaly over the Hawaiian Islands 

(Figure 4.6i). As a result of the pressure anomaly, MLO experiences enhanced subsidence, which 

suppresses convection, as well as enhanced northeasterly flow, which transports dehydrated air 
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masses from the eastern Pacific. These weak convective days are, consequently, also associated 

with a drier-than-normal atmospheric column (Figure 4.6f). 

Ensemble back trajectories associated with persistent strong convective events (i.e. those 

lasting three or more days, with no more than one day of separation in between) further illustrate 

the differences between high and low precipitation efficiency days at MLO (Figure 4.7). Air 

masses associated with high precipitation efficiency days are more likely to have originated at 

lower latitudes and to have come from the southeast, in particular. This finding supports the 

previous conclusion that as anticyclonic circulation in the vicinity of Hawaii weakens, moisture-

laden air masses from the tropics are more likely to extend northward. In contrast, for low 

precipitation efficiency days, MLO air masses are more likely to have traveled from the  

 

 
 
Figure 4.7. Three-day ensemble back trajectories calculated from the NOAA HYSPLIT model, 
using the NCEP-NCAR Reanalysis, for air masses arriving at Mauna Loa Observatory on (a) low 
or (b) high precipitation efficiency days. 
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northwest, originating from as far away as the Asian continent. These air masses presumably 

cross the Pacific following the enhanced southern branch of the jet stream depicted in Figure 

4.6a.  

Though higher latitude air masses are typically more depleted than lower latitude air 

masses, the MLO observations reveal higher daytime isotope ratios associated with Figure 4.7a, 

which depicts numerous northwesterly trajectories. Consequently, vertical mixing and 

microphysical processes—which determine how much condensate is removed as rain—appear to 

be more influential in determining the peak water vapor isotope ratio near Hawaii than the zonal 

origin of the air mass. This finding has key implications for paleo-climate research efforts that 

aim to interpret isotopic proxy records in terms of moisture source regions. Indeed, for paleo-

proxies such as speleothems, which are sensitive to the isotopic composition of water vapor 

[LeGrande and Schmidt, 2009], the results here suggest understanding how local hydrological 

processes modify the isotopic signature of the moisture source region will be critical for accurate 

interpretation of past climate. 

  

3.3. Convective transport of atmospheric constituents 

While variations in transport pathways, brought about by differences in large-scale 

circulation patterns, may influence the concentrations of atmospheric constituents at MLO, 

differences in the strength of vertical mixing and microphysical processes may also play an 

important role. To evaluate the relative importance of vertical mixing versus large-scale transport 

in regulating vertical distributions of atmospheric constituents during different precipitation 

efficiency events, we examine the diurnal cycles of eight variables measured at MLO: q, δ18O, 

precipitation, particle number concentration, aerosol scattering coefficient (550 nm), aerosol 
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backscattering coefficient (550 nm), ozone, and methane. Figure 4.8 shows three-year means of 

each of these variables for each hour of the day during high e, low e, and dry events.  

Weak convective or dry days at MLO serve as a helpful reference for variations in 

atmospheric constituents observed during high and low e days. As expected, they show the least 

variation in all eight variables and are characterized by very low values in q, δ18O, and particle 

number concentration. Relatively high ozone values, meanwhile, confirm that the Observatory 

lies within the free troposphere on these days, which supports our interpretation that convection 

is too weak to mix boundary-layer moisture upward. Yet though convection is weak during dry 

days, Figures 4.8b and 4.8d indicate some vertical motion occurs. Indeed, while q and ozone are 

nearly constant throughout the 24-hour period, the isotope ratio and particle number 

concentration both increase during the afternoon, demonstrating their greater efficacy in tracing 

free tropospheric air masses.  

During strong convective days, much higher values of q, δ18O, and particle number 

concentration are observed, and large differences between nighttime and daytime concentrations 

indicate a clear transition from free tropospheric to boundary-layer air. As shown in Figure 4.8a, 

the large diurnal variations in humidity for low precipitation efficiency days signify a substantial 

jump in q between a relatively moist boundary layer and very dry free troposphere. Mixing 

between such air masses would dehydrate the boundary layer and limit precipitation. It is 

therefore no surprise that, on average, precipitation is zero at MLO on low e days (Figure 4.8c). 

In contrast, when e is high, measurable precipitation is evident, and elevated humidity during 

both day and night suggests sustained convective activity. Small variations in isotope ratio 

support this claim: Noone et al. [2011] observed similar isotopic enrichment over the course of 

several nights when a tropical plume crossed the Hawaiian Islands and generated heavy 



! 93!

 
Figure 4.8. Three-year means for each hour of the day representing diurnal cycles for low 
precipitation efficiency (black circles), high precipitation efficiency (red squares), and dry, or 
weak convective, days (blue triangles). Diurnal cycles are shown for the following variables: (a) 
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the water vapor volume mixing ratio (q), (b) the isotope ratio (δ18O), (c) precipitation, (d) 
particle number concentration, (e) aerosol total scattering coefficient, (f) aerosol backscattering 
coefficient, (g) ozone, and (h) methane. Standard errors for each mean are represented by vertical 
lines; however, in many cases, the symbols are larger than the errors. 
 
 
precipitation.  

Absolute differences in nighttime isotope ratios among high e, low e, and dry days 

(Figure 4.8b) are consistent with the different transport pathways identified prevously. High 

precipitation efficiency nights, which are often influenced by tropical moisture, exhibit the 

highest isotope ratios. Meanwhile weak convective nights—during which enhanced anticyclonic 

circulation channels dry and depleted eastern Pacific air toward the islands—exhibit the lowest 

isotope ratios. Low e nights are more depleted than high e nights, due to the fact that low e air 

masses often originate north of Hawaii. However, they are less depleted than weak convective 

nights since low e air masses are more likely to have traveled directly from the comparatively 

enriched western Pacific, instead of undergoing extensive mixing with even higher-latitude air 

masses. 

  Similar conclusions may be drawn from the diurnal plots of ozone and methane (Figures 

4.8g-h). Concentrations of both trace gases are lowest for high e days, consistent with relatively 

clean tropical outflow. In contrast, they are highest for low e days, when enhanced westerly 

winds are able to transport pollutants from the Asian continent towards the Hawaiian Islands. 

Other studies based at MLO have likewise observed high methane or ozone concentrations with 

westerly or northerly trajectories and low concentrations with southerly trajectories [Harris et 

al., 1992; Lin et al., 2014; Oltmans et al., 1996; Ridley et al., 1997]. Ozone and methane thus 

clearly reflect the distinct transport pathways created by the large-scale circulation differences 

observed.  
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Aerosol properties, in contrast, are quite similar among the three convective cases at 

night but exhibit stark differences during the day (Figures 4.8d-f). High precipitation efficiency 

days show relatively high particle number concentrations during the rise and fall of the boundary 

layer but lower concentrations (than low e events) at midday. One possibility, which may be 

supported by observed precipitation patterns (Figure 4.8c), is that aerosol are effectively 

scavenged during higher precipitation efficiency conditions. Such findings would support the 

hypothesis that precipitation processes are more important than proximity to the emission source 

in controlling number concentrations of particulates [Wood et al., 2012]. A second possibility is 

that these differences in tracer concentration reflect differences in boundary layer height: were 

the boundary layer to remain elevated throughout a high e diurnal cycle but peak at a lower 

altitude than a low e event, this could explain the diurnal patterns in number concentrations 

observed.  

 

3.4. Modeling convective transport for different precipitation efficiency 

To better evaluate whether microphysical processes influence differences in particle 

number concentration at MLO, we consider whether the mixing model, described in Equation 

4.3, can explain the diurnal variations observed. It is assumed that if mixing can fully replicate 

the diurnal patterns for both high and low e days, then precipitation scavenging and other 

microphysical processes are likely negligible. If, on the other hand, mixing can replicate the 

pattern on low e days but not high e days, then microphysical processes may contribute to the 

tracer concentration differences evident for the two types of strong convective events.   

 As described in Section 2.6 of this chapter, we use a column model, in which the initial 

boundary-layer value, the times marking the start and peak of upward mixing, the mixing 
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coefficient, and the height of the transition layer are allowed to vary. Optimal values for the last 

four parameters are selected by fitting the model to the q observations, while initial boundary 

layer values are selected independently for each tracer by reducing the RMSE between the 

hourly-averaged model output and the corresponding diurnal pattern. Initial free tropospheric 

values are set to the nighttime values observed. The best-fit parameters for high and low 

precipitation efficiency days are listed in Table 4.1. 

 
 
Table 4.1. Best parameters for modeling high and low precipitation efficiency days. 
 

 Low e High e 
m 0.7hr-1 0.6hr-1 
tup,start 0700 HST 0600 HST 
tup,peak 1200 HST 1000 HST 
ztrans 3700 m 3500 m 
qBL 16 mmol/mol 22 mmol/mol 
qFT 2 mmol/mol 6.5 mmol/mol 
δ18OBL -13 permil -17 permil 
δ18OFT -30 permil -27 permil 
O3BL 27 ppb 14 ppb 
O3FT 50 ppb 33 ppb 
NCBL 2400 cm-3 3100 cm-3 
NCFT 380 cm-3 380 cm-3 

m = mixing coefficient, tup,start = start of upward mixing, 
tup,peak = peak of upward mixing, ztrans = height at the top of 
the transition layer, BL= initial concentration of the boundary 
layer, FT = initial concentration of the free troposphere, and 
NC = particle number concentration 

 
 

 

Although precipitation processes will reduce q so that it no longer serves as a conserved 

tracer in the strictest sense, such reductions should be negligible compared to the hourly changes 

brought about by vertical mixing near Hawaii. The q observations should thus effectively track 

mixing during both high and low precipitation efficiency days; and several findings give us 

confidence that this is the case. First, comparison of the initial model q profiles with mean 
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profiles derived from Hilo radiosondes for October 2010-September 2013 (available at 

(http://weather.uwyo.edu/upperair/sounding.html) suggests the model initiation is physically 

reasonable (Figure 4.9). Second, ozone, unlike the moisture variables or particle number 

concentrations, should be insensitive to cloud and precipitation processes. Therefore, the model’s 

ability to reproduce ozone patterns for both types of strong convective events (Figure 4.10c) 

suggests the relevant processes are adequately resolved for characterizing vertical motions near 

Hawaii.  

 
Figure 4.9. Initial vapor volume mixing ratio (q) profiles used to model vertical mixing during 
high (red) and low (black) precipitation efficiency convection. Mean 0Z (solid gray) and 12Z 
(dashed gray) q profiles derived from Hilo, Hawaii upper air radiosondes for October 2010-
September 2013 are shown for comparison. 
 

 
As indicated by Figure 4.10, vertical mixing readily explains the diurnal variations in q, 

δ18O, and ozone observed during both high and low precipitation efficiency days. (As with q, 

large variations in δ18O across the diurnal cycle will first and foremost reflect the transition from 

free troposphere to boundary layer and back.) While mixing on low e days begins later than on 
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high e days, the mixing coefficient is higher and the transition layer is deeper (Table 4.1). Thus 

even though the atmospheric column is drier, vertical transport of atmospheric constituents is 

slightly stronger for a punctuated period of time. 

 

 
Figure 4.10. Observed and modeled diurnal cycles for (a) the water vapor volume mixing ratio 
(q), (b) the isotope ratio (δ18O), (c), ozone, and (d) particle number concentration on high (red) 
and low (black) precipitation efficiency days. Lines represent results from the single-column 
mixing model. 
 
 

The mixing model also does a fair job of replicating the aerosol diurnal cycle on low e 

days; however, it underestimates the peak number concentration (Figure 4.10d). Since there is 

little or no precipitation when e is low, vertical mixing should indeed be the principal process 

regulating MLO number concentrations during these times. Nevertheless, particle nucleation and 

growth—which are not included in the model formulation—may amplify the boundary-layer 

concentrations observed in the early afternoon.  
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In contrast, the model cannot reproduce the observed diurnal pattern on high e days: the 

particle number concentration peaks at 1300 HST, well before the predicted peak at 1500 HST, 

and then declines slowly throughout the afternoon and evening. The model, meanwhile, follows 

a steeper hyperbolic curve. These discrepancies suggest particles are scavenged from boundary-

layer air, which reaches MLO near midday, and produced at altitudes above the Observatory, 

creating the appearance of higher-than-expected number concentrations at night. Together, these 

findings provide evidence that microphysical processes may be particularly active in shaping 

vertical distributions of aerosols on high e days. 

Finally, while it is possible to reproduce diurnal patterns in q, δ18O, and ozone by treating 

the top of the boundary layer as a material surface that moves up and down over the course of the 

day, this is only the case so long as a transition layer—in which mixing between the boundary 

layer and free troposphere has previously occurred—is included in the initial tracer profile.  

Consequently, not all of the vertical mixing influencing the diurnal patterns discussed need have 

occurred on a single day; mixing may have occurred over the course of several days.  

 

 

4. Discussion 

This chapter has used isotope ratios in water vapor to characterize the precipitation 

efficiency (e) of strong convective events at the Mauna Loa Observatory (MLO) and to examine 

how large-scale circulation, vertical mixing, and microphysics vary between high and low 

precipitation efficiency days. The analysis shows that while high precipitation efficiency days 

are associated with a weakening of anticyclonic circulation that allows moist tropical air to reach 

the Hawaiian Islands, low precipitation efficiency days are associated with strengthened westerly 
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flow and enhanced wind shear. These results are consistent with model studies of deep 

convection by Ferrier et al. [1996], which found higher precipitation efficiency where 

atmospheric moistening was greater and upshear convection reduced. The circulation patterns 

identified, as well as the associated background concentrations of methane and ozone, are also 

consistent with what previous studies report. Several papers, for example, have studied the 

westerly transport pathway—which is found here to be associated with low e and higher 

concentrations of ozone and methane—[Harris and Kahl, 1990; Merrill et al., 1989; Ridley et 

al., 1997]. Westerlies not only transport high concentrations of trace gases and particles from 

Eurasia [Harris et al., 1992; Ridley et al., 1997; Perry et al., 1999], but they also tend to occur 

more frequently in winter, when emissions of pollutants like methane are higher [Harris et al., 

1992].  In addition, cyclonic variability associated with enhanced jet flow may encourage 

stratosphere-troposphere exchange, which has been linked to high ozone at Hawaii [Oltmans et 

al., 2004]. Importantly, if the circulation patterns that channel westerly flow toward Hawaii 

become more frequent, either as a result of climate forcing or decadal climate variability, as 

recent work has suggested possible [Oltmans et al., 2006; Lin et al., 2014], this chapter’s 

findings indicate lower precipitation efficiency events will become more prevalent. Since the 

position of the subtropical high—a well-resolved climate model feature—appears to be a 

distinguishing characteristic of the circulation patterns identified, future work might effectively 

use general circulation model simulations to test how the frequency of high and low precipitation 

efficiency events near Hawaii will change with future warming.  

Despite clear differences in methane and ozone concentrations between high and low 

precipitation efficiency days, background (nighttime) particle number concentrations for the two 

types of strong convection were quite similar. This is not surprising: previous research suggests 



! 101!

high particle and trace gas concentrations do not always coincide [Ridley et al., 1997]. Indeed, 

while westerly flow often transports high ozone concentrations toward Hawaii, cloud and 

precipitation processes may wash out aerosol en route. Similarly, low-ozone air from the tropics 

may be characterized by higher-than-expected particle number concentrations due to recent 

vertical mixing between boundary-layer and free tropospheric air. Thus, both mixing and 

microphysical processes can obfuscate the expected positive correlation between trace gas and 

particulate concentrations, which highlights the value of the isotopic measurements in 

distinguishing these processes. 

Vertical mixing and microphysical processes also clearly regulate daytime particle 

number concentrations at MLO, with microphysical processes more influential on high e days. 

As discussed by Clarke [1993] and Nilsson et al. [2001], scavenging of aerosol—for example by 

clouds and precipitation—reduces the condensation sink for particle-forming gases like SO2, 

which may ultimately facilitate new particle formation. Scavenging could therefore explain the 

unexpected decline in particle number on high e days, while subsequent nucleation could account 

for the higher-than-expected concentrations observed later during boundary-layer collapse. 

Convective activity may also enhance particle formation by lofting pre-cursor gases [Nilsson et 

al., 2001]—a mechanism that may be particularly effective in nucleating sulfate particles over 

volcanic islands like Hawaii [Thornton et al., 1997]—or by increasing the environmental relative 

humidity [Hegg et al., 1990; Perry and Hobbs, 1994].  

Disparities in particle size provide further evidence of microphysical differences between 

high and low e days. The Angstrom exponent, which is calculated, following Bodhaine [1996], 

from the scattering coefficients measured at three wavelengths, gives a very approximate 

indication of particle size distribution [Schuster et al., 2006]. (To minimize uncertainties in the 
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data, mean scattering is first calculated for all three wavelengths for each hour of the day and the 

Angstrom exponent estimated from these averages.) During low e nights and when convection is 

weak, the Angstrom exponent is close to the free tropospheric baseline value of 0.77 reported by 

Kaufman et al. [2001], indicating older particles (Figure 4.11). Uncertainties in the measurement 

of the total scattering coefficient (see Figure 4.8g) likely influence the outlier at 1400 HST. In 

contrast, when e is high, values near 2.0 are observed throughout the 24-hour period, indicating 

that at least half the aerosol concentration is composed of fine mode particles with an effective 

radius less than 200 nm [cf. Schuster et al., 2006]. Smaller radii are consistent with recent 

nucleation and support the idea that precipitation processes associated with convective mixing 

facilitate new particle formation.  

 

 
Figure 4.11. The Angstrom exponent on low precipitation efficiency days (black circles), high 
precipitation efficiency days (red squares), and dry, or weak convective, days (blue triangles), 
calculated from three-year means in the total scattering coefficient at three wavelengths for each 
hour of the diurnal cycle. 
 
 

Though Hawaii’s unique topography no doubt enhances convective activity on the island, 

the fact that the convective events evaluated in this chapter are associated with robust large-scale 

circulation features suggests the results presented here are representative regionally. Note, too, 

6am 12pm 6pm 12am 6am0

0.5

1

1.5

2

2.5

3

 

An
gs

tro
m

 E
xp

on
en

t

 

 

Low e
High e
Dry



! 103!

that increases in total column moisture during high e days occur over a much larger geographic 

area than the Hawaiian archipelago (Figure 4.6e). Nevertheless, a global evaluation of large-

scale controls on precipitation efficiency is still needed. With satellite-borne instruments like 

NASA’s Tropospheric Emission Spectrometer able to retrieve isotope ratios from space [e.g. 

Worden et al., 2012], future studies could expand the present analysis to a much larger 

geographic area and link precipitation efficiency and cloud and moisture fields on a global scale. 

 

 

5. Conclusion 

This chapter has used a three-year time series of measurements of the water vapor 

18O/16O ratio to characterize the precipitation efficiency of convective activity at the Mauna Loa 

Observatory (MLO) on the Big Island of Hawaii. Of the 74.8% of observational days during 

which boundary-layer growth was significant and convection defined as strong, 22.8% exhibited 

low precipitation efficiency (low e) and 18.5% high precipitation efficiency (high e). Events with 

medium values of precipitation efficiency were excluded from the analysis in order to emphasize 

differences between microphysical processes. Diurnal patterns of MLO measurements—

comprised of means calculated for each hour of the day—confirm that precipitation is only 

measureable for high e days. 

Using the isotopic information to identify synoptic drivers of strong convection, two 

distinct large-scale circulation patterns were identified. These suggest low precipitation 

efficiency days are associated with a branching of the subtropical jet and strengthened westerly 

winds, which facilitate the transport of pollution from Eurasia. In contrast, high precipitation 

efficiency days are associated with enhanced tropical outflow, resulting in relatively clean and 
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moist conditions. While concentrations of ozone, methane, and the nighttime (background) 

isotope ratios reflect these distinct transport pathways, particle number concentrations are more 

sensitive to local vertical mixing and microphysical processes. 

A single column model demonstrated that while vertical mixing associated with strong 

convective activity explains most of the diurnal variations in particle number concentration on 

low e days, it cannot replicate the diurnal patterns observed on high e days. During high e events, 

number concentrations declined before the peak in boundary-layer growth and around times 

when precipitation was typically observed at MLO. In contrast, later in the evening, number 

concentrations were higher than model predictions. These discrepancies suggest precipitation 

scavenging may play a key role in removing pre-existing aerosol and facilitating particle 

nucleation at altitudes above the Observatory. 

If westerly transport patterns continue to become more frequent, for example as a result 

of decadal climate variability [Lin et al., 2014], the results of this work suggest precipitation 

scavenging and its associated enhancement of new particles will become less prevalent at MLO. 

Since both the concentration and size of particles regulate aerosol direct and indirect effects, 

these changes could have important implications for climate. Moreover, if precipitation 

efficiency also influences low-cloud cover by altering vertical distributions of moisture, as recent 

studies claim [e.g. Stevens et al., 2014; Zhao, 2014], these circulation changes could further 

modify the shortwave cloud feedback on climate. It is still unclear, however, whether reductions 

in precipitation efficiency will increase or decrease shortwave cloud forcing. With isotopic 

tracers an effective tool for characterizing precipitation efficiency and global observations of 

isotope ratios in water vapor available through remote-sensing, future work will be well poised 

to evaluate the relationships between precipitation efficiency and cloud properties from an 
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observational perspective. 

 
 
  



! 106!

CHAPTER V 
 

Linking precipitation efficiency and low-cloud cover using remotely-sensed isotope ratios in 
water vapor 

 

 

1. Introduction 

Cloud processes in climate models continue to contribute large uncertainties to 

predictions of future climate [Boucher et al., 2013]. In particular, differences in how models 

represent lower-tropospheric mixing—the process by which low-level clouds mix with and 

evaporate into their free tropospheric environment—may explain the large spread in global 

temperature rise predicted by models [Sherwood et al., 2014]. Because such mixing reduces the 

bulk precipitation efficiency and moistens the lower free troposphere at the expense of the 

boundary layer, Sherwood et al. [2014] claimed it is responsible for decreasing low-cloud cover. 

This hypothesis complements earlier studies that suggest enhanced dry air entrainment with 

warming will reduce boundary layer humidity and inhibit low-cloud formation [Rieck et al., 

2012; Brient and Bony, 2013].  

 Yet not all studies support the idea that more mixing and lower precipitation efficiency 

reduce low-level cloudiness. In a series of sensitivity tests and global warming experiments, 

Zhao [2014] showed that models with more mixing and lower precipitation efficiency have 

higher, not lower, fractions of low-level cloud. The increased cloud fraction strengthens 

shortwave cloud radiative forcing, resulting in greater cooling of Earth’s surface. Such 

discrepancies underscore the need for observations that can verify the relationships among 

mixing, precipitation efficiency, and cloudiness and ultimately help evaluate the accuracy of 

general circulation model simulations. 
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Isotope ratios in water (e.g. D/H, 18O/16O) provide such an observational tool. Since 

heavier isotopes condense more readily than their lighter counterparts, the isotope ratio of water 

vapor in a convective plume follows a predictable distillation. When moisture ascends 

pseudoadiabatically, such that all condensate immediately rains out, the isotopic profile follows 

the well-known Rayleigh distillation: R = R0(q/q0)α-1, where R is the ratio of heavy-to-light 

isotopes, q is the vapor mixing ratio, 0 represents a reference level, and α is a temperature-

dependent fractionation factor [Dansgaard, 1964]. When the precipitation efficiency, or the 

conversion of condensate to precipitation, is less than 100%, the distillation process is modified 

such that isotopic depletion of the air mass will not be as great [Dansgaard, 1964; Jouzel and 

Merlivat, 1984; Noone, 2012]. And, in the case that no precipitation forms, the isotopic 

composition of the ascending parcel is conserved, until mixing with another air mass takes place. 

Hence, while convection with high precipitation efficiency should, by definition, adhere to a 

Rayleigh model, empirical evidence suggests low precipitation efficiency convection will 

resemble a mixing process, in which moisture is exchanged between a cloudy boundary layer 

and a dry free troposphere (see Chapter 4). Isotopic theory places constraints on the bivariate 

distributions of specific humidity and vapor isotope ratios expected in both cases [Worden et al., 

2007; Noone, 2012].  

Exploiting such constraints, Lee et al. [2011] used remotely sensed estimates of the D/H 

isotope ratio from NASA’s Tropospheric Emission Spectrometer (TES) aboard the Aura 

spacecraft to qualify the importance of mixing between the boundary layer and free troposphere 

in regulating humidity patterns across the tropics. Because they observed that clear sky regions 

were isotopically similar to regions with non-precipitating cloud, they surmised that detrainment 

from low-level clouds broadly influences free tropospheric humidity—a conclusion also backed 
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by other TES-based work [Brown et al., 2013]. Yet no research to date has directly compared 

TES isotope ratios with observations of cloud fraction to link lower-tropospheric mixing, 

precipitation efficiency, and shortwave cloud feedbacks.  

With global observations spanning the last decade, TES retrievals of water vapor isotope 

ratios are well suited for examining climatologies of lower-tropospheric mixing and precipitation 

efficiency across broad regions. This study pairs TES retrievals with observations of cloud 

properties from MODIS (the Moderate Resolution Imaging Spectroradiometer) to evaluate 

whether isotopically-derived estimates of vertical mixing and precipitation efficiency are 

correlated with low-cloud fraction. The analysis considers four Pacific regions: the northern mid-

latitude storm track, the northern subtropics near Hawaii, the warm pool region, and the southern 

subtropics off the coasts of Peru and Chile (Figure 5.1). Ground-based measurements of water 

vapor isotope ratios from the Mauna Loa Observatory (MLO) on the Big Island of Hawaii are 

also used to verify the relationships observed by satellite. These measurements provide an 

 

 
Figure 5.1. Map of the four study regions: the mid-latitude storm track region (ML), the western 
Pacific warm pool region (WP), the northern subtropics near Hawaii (NS), and the southern 
subtropics (SS). Each region spans 20° of latitude and 40° of longitude. 
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independent evaluation of the relationship between precipitation efficiency and cloud cover in 

the northern subtropical region while also helping verify that the TES retrievals effectively 

distinguish high and low precipitation efficiency convection. 

 

 

2. Data Sets 

2.1. Remotely sensed isotope ratios 

NASA’s Tropospheric Emission Spectrometer (TES), aboard the Aura spacecraft, is a 

step-and-stare instrument, which has operated predominately in nadir-viewing mode since its 

launch in 2004. The combined horizontal footprint of the infrared detectors is 5.3 km by 8.4 km 

[Worden et al., 2006]. Approximately every two days, Aura completes a global survey, during 

which time TES retrieves 500-2000 atmospheric profiles, including profiles of the water vapor 

volume mixing ratio and the HDO/H2O ratio.  

The new version 5 data, which have increased the vertical resolution and information 

content of the lower atmosphere, make it possible to measure H2O and HDO variability in both 

the boundary layer and free troposphere—even when there is only one degree of freedom 

associated with HDO [Worden et al., 2012]. Consequently, it is possible to derive not only a 

mean isotope ratio for the lower free troposphere, as previous studies have done [Worden et al., 

2007; Brown et al., 2008; Lee et al., 2011; Brown et al., 2013], but also an isotopic gradient in 

the lower atmosphere. This study uses version 5 H2O and HDO volume mixing ratios from 

global surveys and special observations spanning 22 August 2004 through the end of 2012. 

For the purposes of this analysis, the data are quality-controlled by selecting daytime 

profiles with at least one degree of freedom in HDO and at least three degrees of freedom in 
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H2O. Furthermore, because the height at which the retrieval sensitivity peaks changes under 

cloudy conditions [Lee et al., 2011], only profiles with an effective cloud optical depth < 0.2 are 

considered. Though such filtering limits the analysis to clear-sky conditions, the isotopic profiles 

still provide information about recent cloud and precipitation formation, since isotope ratios 

record the condensation history of air masses [Gat, 1996]. The selected HDO data are corrected 

for a 6.3% bias, as recommended by Worden et al. [2011, 2012] based on comparison with 

Mauna Loa in situ data. Although a height-varying bias correction has recently been proposed 

for the version 5 data, this update is based on isotopic measurements made inflight in Alaska 

[Herman et al., 2014]. Given this study’s focus on latitudes south of 50°N (with a primary focus 

on the tropics and subtropics), the older Hawaii correction is preferred. The corrected HDO data 

are then averaged for a given region and time period and converted to delta notation following 

Worden et al. [2012]:  δD =1000[HDO/ H2O /(3.11×10-4)-1], where HDO and H2O are the 

volume mixing ratios of each species. 

 

2.2. Ground-based isotope ratios 

Both δD and δ18O have been measured continuously at Mauna Loa Observatory (MLO) 

since the fall of 2010 with a Picarro water vapor isotopic analyzer (model L1115-i). Using the 

peak daytime δ18O values observed by the Picarro analyzer during the period October 2010-

September 2013, Chapter 4 characterized the precipitation efficiency (e=P/C, where P=the rate 

of precipitation and C=the rate of condensation) of strong convective events near Hawaii. While 

the specific humidity at MLO was used to define the strength of convection, relatively enriched 

humid days were classified as having low precipitation efficiency and relatively depleted humid 

days were classified as having high precipitation efficiency. Since this characterization was 
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extensively evaluated, it provides a unique opportunity to independently test the relationship 

between precipitation efficiency and cloud fraction near Hawaii and to evaluate the ability of 

TES profiles to distinguish high and low precipitation efficiency events. 

 

2.3. Remotely sensed cloud properties 

Mean daytime cloud fraction, cloud water path (liquid and ice), cloud top pressure, and 

cloud optical depth (liquid and ice) are investigated for the period 22 August 2004 through the 

end of 2012 using the level 3 daily data from MODIS on Aqua. MODIS, or the Moderate 

Resolution Imaging Spectroradiometer, scans across a 2330-km swath, with spectral bands 

ranging from 0.4 µm to 14.4 µm. Because Aqua is part of the same satellite constellation as 

Aura, it too provides global coverage every 1-2 days. While parts of this analysis use the native 

1°×1° grid of the level 3 data, others average the data to a 5°×5° grid for a more robust statistical 

comparison with TES. Low-level cloud cover is evaluated by isolating those scenes in which the 

cloud top pressure exceeds 680 hPa—the pressure of the Mauna Loa Observatory. 

 

 

3. Results 

3.1. Linking precipitation efficiency and cloud cover near Hawaii 

To test whether precipitation efficiency is strongly correlated with cloud cover, we first 

investigate MODIS cloud properties near Hawaii for the high and low precipitation efficiency (e) 

days defined in Chapter 4. Figure 5.2—which shows differences in total-column cloud properties 

for high minus low e—suggests that the higher the precipitation efficiency, the larger the mean 

daytime cloud fraction over the Hawaiian Islands. Cloud water path near the archipelago is also 
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greater for high e and is strongly correlated with a higher cloud optical depth, suggesting an 

enhanced shortwave cloud feedback. These findings are consistent with the idea that more 

mixing and lower precipitation efficiency should reduce cloud cover.  

 

 
Figure 5.2. Differences for high minus low precipitation efficiency days at Mauna Loa 
Observatory in the following cloud properties: (a) total-column cloud fraction, (b) cloud water 
path, (c) cloud top pressure, and (d) cloud optical depth. Since pressure decreases with altitude, 
negative differences indicate higher cloud tops. 

 
 
However, as Figure 5.1c demonstrates, increases in cloud fraction on MLO’s high e days 

are also correlated with reductions in cloud top pressure, which indicates deeper convection. 

These high clouds develop along a southwesterly trajectory, stretching from the Intertropical 

Convergence Zone (ITCZ) toward the United States. The pattern is reminiscent of tropical 

plumes and, in their more extreme manifestation, atmospheric rivers, which are known to induce 
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intense precipitation along the US West Coast [Ralph et al., 2006; Neiman et al., 2008; Leung 

and Qian, 2009; Dettinger et al., 2011]. Consequently, it is not clear whether the positive 

correlation between precipitation efficiency and cloud cover simply reflects variations in the 

depth of convection. Limiting the analysis to low-clouds (cloud top > 680 hPa) results in a 

weaker correlation, and the plume-like pattern is no longer apparent. Nevertheless, high e days 

still show greater cloud cover and cloud water path over Hawaii (Figure 5.3). Therefore, 

precipitation efficiency and low-cloud fraction appear to be positively correlated near Hawaii, 

which suggests the same relationship ought to be observed when comparing TES and MODIS. 

 
Figure 5.3. Differences for high minus low precipitation efficiency days at Mauna Loa 
Observatory in (a) the fraction and (b) cloud water path of low-level clouds (cloud top > 680 
hPa) . 
 
 

To verify that TES is also able to distinguish high from low e days at MLO, the remotely 

sensed isotopic retrievals are averaged across a 10°×10° box with the Big Island at its center. 

When the ground-based measurements suggest the precipitation efficiency is high, TES detects a 

moister atmospheric column between approximately 950-600 hPa (Figure 5.4a). More moisture 

in the lower atmosphere is consistent with the notion that convective activity transports 

boundary-layer moisture upwards. TES also sees a more depleted atmospheric column between 

approximately 700-450 hPa (Figure 5.4b), suggesting a total water removal process (such as 
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precipitation) in the lower and mid-free troposphere.  

 

 
 
Figure 5.4. For the region spanning 15° to 25°N and 150° to 160°W, mean TES profiles of (a) 
the vapor volume mixing ratio (q) and (b) the isotope ratio (δD) for high (red) and low (black) 
precipitation efficiency days observed at the Mauna Loa Observatory between October 2010 and 
December 2012.  
 
 

Plotting bivariate distributions of the TES vapor volume mixing ratio (q) and isotope 

ratio profiles in δD-q space helps accentuate the differences between high and low e days (Figure 

5.5). On low e days, the isotope ratio changes gradually at high humidity but rapidly at low 

humidity, as one would expect during a mixing processes. In contrast, on high e days, the isotope 

ratio changes more nearly linearly with q, as might occur during Rayleigh distillation 

[Dansgaard, 1964]. Though not as distinct in their curvature as isotopic theory would predict, 

the average TES curves are nevertheless clearly distinguishable, which suggests TES is well-

suited for classifying high and low precipitation efficiency across the four study regions (Figure 

5.1).  
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Figure 5.5. Bivariate distributions of the q and δD profiles shown in Figure 5.4 for high (red) 
and low (black) precipitation efficiency days at Mauna Loa Observatory. 
 
 
 
3.2. Linking precipitation efficiency and cloud cover across four regions 

Since the largest isotopic difference between the TES profiles near Hawaii occurs 

between approximately 3 and 5 mmol/mol (Figure 5.5), the precipitation efficiency of all TES 

profiles is characterized using the mean δD value of this humidity range. (For most profiles this 

involves only one data point.) Near Hawaii, 3-5 mmol/mol corresponds to the lower free 

troposphere (~750-650 hPa, Figure 5.4). Therefore, for brevity’s sake, the analysis refers to the 

associated δD value as δDLFT.  

An intercomparison of TES profiles under various cloud conditions provides additional 

justification for this choice. Figure 5.6 shows boxplots of δDLFT for TES profiles associated with 

clear sky, non-precipitating cloud, and precipitating cloud. As explained in Section 2.1 of this 

chapter, an effective cloud optical depth less than 0.2 is used to define the clear-sky profiles. 

Non-precipitating and precipitating clouds are defined using the same International Satellite 

Cloud Climatology Project classifications as Lee et al. [2011]: non-precipitating cloudy 

conditions are those in which the optical depth exceeds 0.2 but is less than 3.6, while 
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precipitating cloudy conditions are those in which the optical depth exceeds 3.6. In both cases, 

the cloud top pressure is required to exceed 680 hPa so that the focus of the analysis is on low-

level clouds. As Figure 5.6 demonstrates, in all four study regions, the median δDLFT is lower 

under precipitating conditions than under non-precipitating conditions—a finding that is 

consistent with the prediction that higher precipitation efficiency convection should result in a 

lower δD value in the 3-5 mmol/mol humidity range.  

 

 
Figure 5.6. Distributions of the lower free tropospheric δD value (δDLFT) under clear sky (clear), 
non-precipitating cloud (cloud), and precipitating cloud (rain) in the four study regions: (a) the 
northern subtropics, (b) the mid-latitude storm track, (c) the western Pacific warm pool, and (d) 
the southern subtropics. Blue boxes mark the 25th (P25) and 75th (P75) percentiles, while red lines 
indicate the median. Whiskers extend to the most extreme points not considered outliers. Outliers 
are defined by P75+1.5(P75- P25) and P25-1.5(P75- P25). 
 
 

While the δDLFT is used to characterize the precipitation efficiency of the study regions, a 
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considered as a possible correlate of low-level cloud cover. Since the isotope ratio will act as a 

conserved variable under mixing conditions [Bailey et al., 2013], the isotopic profile should 

become more homogenous as mixing strengthens. Berkelhammer et al. [2012] provide additional 

evidence for this claim: they showed that as mixing strengthens during the buildup of the 

Madden Julian Oscillation (MJO)—a mesoscale convective feature known to drive intraseasonal 

variability in the tropics—the isotopic vertical gradient relaxes. They defined their vertical 

gradient by pairing TES free tropospheric retrievals with SCIAMACHY δD estimates for the 

boundary layer. When mixing and shallow convective detrainment during MJO increased, a 

smaller absolute δD difference with height was observed. This analysis defines a similar δD 

gradient by subtracting the TES δD estimate at 825 hPa from the estimate at 680 hPa. Thus, the 

more negative the gradient (the larger the absolute difference), the less active mixing is assumed 

to be. 

Figure 5.7 shows 5°×5° averages of the δD gradient and δDLFT for the period 22 August 

2004 through the end of 2012, with low-cloud fraction derived from MODIS averaged to the 

same grid in panel c. While the tropical warm pool region and the northern reaches of the mid-

latitude storm track region exhibit the least negative gradients in δD, indicating the most mixing, 

the subtropical regions exhibit the most negative gradients. These negative gradients likely 

reflect the juxtaposition of a very dry free troposphere and moist tropical boundary layer, which 

is characteristic of trade wind regimes. In comparison, while the δDLFT lies between -170 and -

220 permil in most grid boxes, it is noticeably lower between 0° and 10°N in the warm pool 

region. Low-cloud fraction, meanwhile, tends to increase to the east in the subtropics, as one 

might expect with the transition from trade wind cumulus to stratocumulus; decrease to the north 

in the warm pool region, away from the ITCZ; and increase to the north in the mid-latitudes. 
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Figure 5.7. (a) The mean TES δD difference between 825 hPa and 680 hPa, (b) the mean TES 
δD value of the lower free troposphere (δDLFT), (c) the mean fraction of low-level cloud (cloud 
top > 680 hPa) from MODIS, and (d) the mean 700-hPa vertical pressure velocity (omega) from 
the NCEP-NCAR Reanalysis. The isotope ratios and cloud fraction are shown for the period 22 
August 2004 through 2012 and are mapped to a 5°×5° grid across the four study regions, while 
the vertical velocity is shown for the period 2004-2012 and mapped to the native NCEP-NCAR 
Reanalysis 2.5°×2.5° grid. 
 
 

Initially, these geographic patterns suggest the δD gradient correlates more strongly with 

low-cloud fraction (Figure 5.8) than δDLFT (Figure 5.9) across all four regions. Yet the 

relationship is not the one anticipated. Recall that the MLO data showed that when the 

precipitation efficiency is low, and convection resembles a mixing process, low-cloud fraction is 

also low, compared with high e days. However, Figure 5.8 suggests low-cloud cover increases as 
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mixing strengthens.  

In contrast, δDLFT appears to correlate poorly with low-cloud cover in all regions but the 

warm pool (Figure 5.9). There, the relationship between δDLFT and low-cloud fraction is as 

expected: the lower the precipitation efficiency, the less low-level cloud. These findings suggest 

1) that TES estimates of precipitation efficiency and mixing must capture distinct processes and 

2) that variations in precipitation efficiency only correlate with low-cloud cover in regions 

typified by deep convection. As shown in Figure 5.7d, the warm pool is the only region studied 

in which the mean 700-hPa vertical pressure velocity reaches values lower than -20 hPa/day. We 

thus consider the possibility that the mean vertical velocity of a region influences the extent to 

which TES profiles are able to predict low-cloud fraction.  

 
 
Figure 5.8. Low-level cloud fraction from MODIS versus the TES δD gradient across the four 
study regions: (a) the northern subtropics, (b) the mid-latitude storm track, (c) the western Pacific 
warm pool, and (d) the southern subtropics. Simple linear regressions are shown in red and the 
associated r2 values are listed on each panel. 
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Figure 5.9. Low-level cloud fraction from MODIS versus the TES lower free tropospheric δD 
value (δDLFT) across the four study regions: (a) the northern subtropics, (b) the mid-latitude 
storm track, (c) the western Pacific warm pool, and (d) the southern subtropics. Simple linear 
regressions are shown in red and the associated r2 values are listed on each panel. 
 
 
 

To determine whether the relationship between precipitation efficiency and low-cloud 

cover is sensitive to vertical ascent, convective periods are identified for each 5°×5° grid box in 

the mid-latitude, northern subtropics, and southern subtropics regions. Using the higher 

resolution ECMWF Reanalysis ERA-Interim, days and grid boxes in which the mean vertical 

velocity is less than -20 hPa/day are selected. Mean δD profiles and low-level cloud fraction are 

then recalculated for these convective periods, and the relationships between the δD gradient and 

cloud cover and δDLFT and cloud cover are reassessed. The results are shown in Figures 5.10 and 

5.11, respectively.  
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Figure 5.10. Low-level cloud fraction from MODIS versus the TES δD gradient for periods and 
grid boxes in which the mean daily vertical pressure velocity is less than -20 hPa/day. Results are 
shown for three of the four study regions: (a) the northern subtropics, (b) the mid-latitude storm 
track, and (c) the southern subtropics. Simple linear regressions are shown in red and the 
associated r2 values are listed on each panel. 
 
 

 
 

 
Figure 5.11. Low-level cloud fraction from MODIS versus the TES lower free tropospheric δD 
value (δDLFT) for periods and grid boxes in which the mean daily vertical pressure velocity is 
less than -20 hPa/day. Results are shown for three of the four study regions: (a) the northern 
subtropics, (b) the mid-latitude storm track, and (c) the southern subtropics. Simple linear 
regressions are shown in red and the associated r2 values are listed on each panel. 
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process described by Sherwood et al. [2014]. In contrast, the relationship between δDLFT and 

low-cloud fraction changes little, except in the northern subtropics. There, the correlation 

becomes negative and more significant. The resulting relationship between precipitation 

efficiency and cloud cover is consistent both with expectation and with earlier observations of 

the warm pool region (Figure 5.9b). The new Pearson r value of -0.42, however, is still much 

lower than the warm pool value of -0.89, which indicates that precipitation efficiency is not as 

strongly correlated with low-cloud fraction outside of deep convective regions.  

 

 

4. Discussion  

While some argue that reducing the precipitation efficiency (e) decreases the amount of 

low-level cloud [Sherwood et al., 2014], not all studies agree [Zhao, 2014]. This study finds 

evidence that higher e is associated with lower fractions of low-level cloud, but only in the 

western Pacific warm pool region. Interestingly, Sherwood et al. [2014] also demonstrated a link 

between lower-tropospheric mixing and cloudiness only in regions of mean ascent; however, 

they did not discuss whether this was because their metric for mixing was less robust in areas of 

large-scale subsidence.  

The fact that the isotopic metric highlighted in this research works best in broadly 

ascending regions may not be particularly surprising. After all, isotopic models of precipitation 

efficiency assume that the modeled air masses undergo moist adiabatic convection [Dansgaard, 

1964; Jouzel and Merlivat, 1984; Noone, 2012; Bailey et al., 2013]. Variations in δDLFT in areas 

of large-scale subsidence, meanwhile, may simply reflect variations in the isotopic values of the 

boundary layer and free troposphere. For example, if the free troposphere is moister and the 
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boundary layer more depleted than on average, vertical mixing between such air masses will 

reduce the δDLFT even under non-precipitating conditions.  

Although TES failed to detect a strong relationship between precipitation efficiency and 

cloud cover in the subtropics, ground-based instrumentation did identify differences in 

cloudiness for high and low precipitation efficiency events near Hawaii. There are at least two 

possible explanations for these divergent findings. The first may be related to the fact that strong 

convection appears to be a necessary criterion for linking precipitation efficiency and low-cloud 

cover. Since daytime heating of the Hawaiian landmass amplifies local boundary-layer growth, 

and since the ground-based observations were used to classify high and low e days near Hawaii 

during strong convection only, the average daytime vertical velocity for these events was almost 

assuredly negative. In comparison, estimates of mean vertical ascent from the comparatively 

low-resolution NCEP-NCAR Reanalysis may not have represented the atmospheric columns 

profiled by TES as accurately as desired. In addition, the synoptic-scale systems that form 

convective features like atmospheric rivers are less common in the southeast Pacific than in the 

northern subtropics near Hawaii [Zhu and Newell, 1998], which may explain why the southern 

subtropics failed to exhibit a measureable correlation between e and cloudiness, even after 

controlling for mean vertical ascent. Second, Chapter 4 defined high and low e days using only 

the tails of the observational data distribution, while TES estimates of precipitation efficiency 

were calculated along a continuum; therefore the latter may not have distinguished high and low 

e as precisely. Notably, were only the more extreme of the TES δDLFT considered, the variance 

in cloud fraction explained would be much higher for the northern subtropics, since most of the 

residual error appears associated with the center of the δD distribution (Figure 5.11a).  

This analysis also considered whether the δD gradient of the lower atmosphere might 
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characterize mixing processes and serve as yet another indicator of low-cloud fraction. At first, 

the gradient appeared positively correlated with low-cloud fraction; however, this correlation 

vanished once mean vertical ascent was controlled for, implying that a relaxed δD gradient, in 

effect, reflects strong convective activity. Since stronger convection will enhance the vertical 

moisture fluxes necessary to sustain low-cloud fields, this could explain the positive correlation 

initially observed between the δD gradient and low-level cloudiness. 

 

 

5. Conclusion 

This chapter has examined the link between precipitation efficiency and low-cloud cover 

from an observational perspective using both ground-based and satellite measurements of the 

heavy-to-light isotope ratio in water vapor. The ground-based measurements indicated a positive 

relationship between precipitation efficiency and cloud cover near Hawaii, which was amplified 

when the total-column cloud cover was considered. These findings suggest that as cloud 

evaporation is favored over precipitation, the magnitude of the shortwave cloud forcing is 

reduced, and more sunlight reaches and warms Earth’s surface. 

Remote-sensing observations similarly identified a positive relationship between 

precipitation efficiency and low-cloud cover, but only in the western Pacific warm pool region. 

There, the strong correlation between the lower free tropospheric δD value (δDLFT) and low-

cloud fraction suggests that this isotopic metric could readily serve as a diagnostic of low-cloud 

variations in regions of mean vertical ascent. Remotely sensed observations of δDLFT might also 

serve as an independent evaluation of Sherwood et al. [2014]’s hypothesis that inter-model 

variations in precipitation efficiency—caused by variations in lower-tropospheric mixing—
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create the large spread in climate model sensitivity. With several isotopically-enabled models 

currently in use or development [e.g. Risi et al., 2012], a robust isotopic indicator of low-cloud 

cover—that can be verified with observations—would provide a powerful tool for fine-tuning 

model predictions of future climate. 
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CHAPTER VI 
 

Conclusion 
 

 

Using a novel atmospheric tracer—isotope ratios in water vapor—this thesis has 

evaluated how shallow convective mixing and precipitation processes influence cloud cover and 

vertical distributions of atmospheric constituents important for climate. Beginning with a case 

study, it was shown that isotopic tracers successfully model mixing between the boundary layer 

and free troposphere while identifying residual layers that modify the exchange of material in the 

vertical. Subsequent research characterized important biases and verified the long-term stability 

of new commercial isotopic measurements, lending confidence to new multi-year analyses. A 

three-year data set was then used to identify more than 1,000 strong convective events near 

Hawaii and characterize their precipitation efficiency—the efficiency with which cloud 

condensate is converted to precipitation. A clear link was made not only between the 

precipitation efficiency of convection and large-scale circulation, but also between precipitation 

processes and vertical distributions of atmospheric tracers. Finally, the effects of vertical mixing 

and precipitation efficiency on cloud fields were also investigated. A positive correlation was 

demonstrated between precipitation efficiency—as derived from satellite—and low-level cloud 

cover in regions of mean vertical ascent. Since low-level clouds continue to contribute large 

uncertainties to our understanding of climate [Bony and Dufresne, 2005], identifying metrics that 

can serve as diagnostics for low-cloud cover may prove particularly useful for improving model 

simulations of future change. 

Although many tracers are capable of tracking large-scale transport pathways and airmass 

mixing, it was shown that isotope ratios in water vapor exhibit a dynamic range at low humidity 
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that more traditional tracers like ozone typically lack. Moreover, as a result of their sensitivity to 

water phase changes, isotopic tracers proved capable of distinguishing microphysical differences 

between convective events. By exploiting this unique attribute, the analysis identified two very 

distinct circulation patterns associated with strong convection near Hawaii, which water vapor 

measurements alone would have failed to detect. In addition, it was found that though mixing 

processes near Hawaii primarily influence vertical distributions of particle number concentration 

on low precipitation efficiency days, precipitation processes likely play a role in scavenging pre-

existing aerosol and facilitating new particle formation when the precipitation efficiency is high.  

Importantly, not only are isotopic tracers well suited for studying mixing and 

microphysical processes associated with convection, but also the technology to measure them is 

steadily improving and expanding. Field-deployable laser absorption instruments such as the 

Picarro analyzer, which only became commercially available in the last five years, continue to 

demonstrate reduced measurement biases and improved long-term precision with each new 

model version. These analyzers are thus creating numerous opportunities to study hydrological 

processes and their feedbacks on climate, albeit typically from a fixed point. (Airborne 

platforms, of course, allow sampling over a larger domain.) Meanwhile, satellite retrievals have 

created new opportunities to characterize isotope ratios over much larger geographic expanses. 

While the resolution of these measurements is still coarse, recent improvements in the vertical 

retrieval of NASA’s Tropospheric Emission Spectrometer [Worden et al., 2012] have increased 

their information content in the lower atmosphere, making it possible to evaluate key hypotheses 

about shallow convective mixing processes. 

With expanding networks of satellite and ground-based isotopic instrumentation, a 

promising way forward for future research is to use the link between precipitation efficiency and 
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low-cloud cover to evaluate general circulation models and investigate cloud feedbacks on 

climate. Several well-known models now include isotopic tracers, including the National Center 

for Atmospheric Research’s and the Goddard Institute for Space Studies’. Specifically, by 

comparing observed correlations between precipitation efficiency and low-cloud cover with 

those simulated, one might verify whether these models accurately capture key relationships 

between convection and clouds. The model environment would also provide the opportunity to 

study how variations in low-cloud cover influence shortwave cloud radiative forcing. In this 

manner, it would be possible to investigate how changes in the balance of cloud detrainment and 

precipitation influence cloud feedbacks and climate sensitivity. Ultimately, identifying which 

climate sensitivity is most representative of the Earth system is critical for narrowing the range 

of predicted future global temperatures. This thesis brings us one step closer to this goal by 

demonstrating a new observational approach for studying how convective mixing and 

microphysical processes influence spatiotemporal distributions of water vapor, aerosol, and low-

level clouds.  
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APPENDIX A 
 

Uncertainties related to calibration choices 
 

 

Because statistical fitting choices can significantly affect the accuracy of bias corrections 

(see Chapter 3), a series of sensitivity tests was performed prior to conducting the analysis 

presented in Chapter 4. The control test—designated as 2D Surface (15) in Table A1—is the 

locally-weighted regression ultimately chosen to correct the MLO total isotopic bias. A second 

test—3D Surface (15)—added time as a third predictor and applied an additional concentration 

correction (once the predicted values from the 3-dimensional surface were subtracted from the 

data) to address remaining biases at low humidity. This test was designed to determine whether 

accounting for possible long-term drift significantly changes the scientific results presented. A 

third test—Sequential (15)—corrected the concentration dependence first (using a locally-

weighted regression) and subsequently quantified the deviation from the VSMOW-SLAP scale 

using a simple linear regression [cf. Steen-Larsen et al., 2013]. To minimize possible time-

dependent biases, isotopic data were normalized in three-month segments. This third test was 

designed to evaluate if correcting the biases simultaneously or individually impacts the results. 

Finally, a fourth test—2D Surface (5)—investigated the importance of changing the data 

averaging time from 15 to 5 minutes. Otherwise, the statistical fitting procedure was the same as 

for the control.  

Each calibration method was then used to generate a dataset from which strong 

convective events with either high or low precipitation efficiency could be identified (the 

selection procedure is discussed in the Methods and Results of Chapter 4). For each test, Table 

A1 shows the percentage of events selected by one method and shared with another. For all 
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pairings, the percentage of shared events is 90% or greater; and none of the large-scale 

composites or diurnal patterns presented in Chapter 4 changes qualitatively between tests. Thus, 

while uncertainties in the selection of high and low precipitation efficiency conditions may be at 

least 10%, the results presented throughout the chapter are robust. The advantage of the 2D 

Surface (15) method, which was ultimately selected to calibrate the ambient data, is that it 

involves a single calibration step (unlike the 3D Surface and Sequential methods), and it is 

computationally less intense than the 2D Surface (5) method.  

 
 
Table A1. Percentage of the high or low precipitation efficiency events for the calibration 
methods listed in column 1 that are shared with methods in other columns. 

 
 2D Surface (15) Sequential (15) 2D Surface (5) 

3D Surface (15) 89.7 94.3 89.9 

2D Surface (15) --- 93.4 95.2 

 
 


