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Chip-scale integrated photonic circuits provide an attractive platform for the implementation

of many quantum photonic technologies ranging from precise metrology to secure communication

and quantum computation. In particular, silicon photonic platforms support micron-scale nonlinear

optical sources of non-classical light which can be mass manufactured using the robust fabrication

processes pioneered by the CMOS microelectronics industry. Integration of these quantum photonic

sources with high-performance classical photonic devices on the same chip is required for truly

scalable quantum information technologies. Integrated nonlinear resonators are investigated as

sources of quantum mechanically correlated photon pair sources. An all-order dispersion engineering

method is presented as a robust design synthesis for micoring sources. In addition, a novel concept

of coupled mode dispersion compensation is proposed and demonstrated, providing significantly

improved performance characteristics of resonant four-wave mixing sources. Next a photon pair

source is demonstrated in a commercial CMOS microelectronics process opening the door to future

integration of quantum photonics with electronic logic and control circuits. Classical nonlinear

optical measurements of stimulated four-wave mixing are used for the first time to accurately predict

the quantum correlations from the same device operating in the photon pair regime. Next the first

demonstration of fully on-chip pump rejection is demonstrated with over 95 dB pump extinction

improving the figures of merit from previous demonstrations by multiple orders of magnitude,

including losses, detected pair rates and size. Finally, proposals for introducing novel degrees of

freedom provided by an integrated platform are presented for further improving the performance

of both photon pair and classical nonlinear optical sources.
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Chapter 1

Introduction

Research in both quantum optics and on-chip integrated photonics have experienced signifi-

cant progress over the last few decades. However most of the achievements in each of these fields

have, for the most part, been accomplished independently. For example, arguably no quantum op-

tics experiment has been implemented to date, where on-chip integration has enabled performance

exceeding results of equivalent experiments utilizing bulk optical components. Yet, there is still

much interest in the potential of large scale quantum photonic applications which can benefit from

the small footprint, stability, and mass manufacturing provided by integrated photonics. Integrated

photonic circuits have the potential to scale to systems containing millions of interconnected op-

tical components on a single centimeter-scale chip, while a comparable system constructed from

bulk optical components could fill a building. In addition to footprint, the resources required for

manufacturing scale much more reasonably with integrated photonics. While doubling the size of

a free space optical system requires approximately twice the time, effort, and cost, it is relatively

simple to double the number of components lithographically patterned on a single chip without

incorporating additional fabrication equipment to the process.

Development of large photonic systems that can manipulate the quantum properties of light

could lead to revolutionary technological advancements with unforeseen capabilities analogous to

how controlling the flow of electrons in integrated electronic circuits led to the revolution of the

digital microprocessor. This thesis presents work where the fundamental principles of integrated

photonics and the implementation of state-of-the-art CMOS photonics are applied to the devel-
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opment of quantum photonic sources. By demonstrating low power and small footprint quantum

correlated photon sources, the work presented here represents significant progress towards future

implementations where thousands of such sources can be built on a single silicon chip. In addi-

tion, record performance classical photonic devices such as high extinction filters are developed to

demonstrate the scalability of quantum photonic systems.

1.1 Evolution of quantum optics and quantum photonic systems

Investigation of the spectra of light emanating from heated objects led to the first theoretical

support, provided by Planck [115], that light is emitted and absorbed in discrete values of energy

which we now refer to as photons. Einstein’s study of the photoelectric effect [32], the thermody-

namics of radiation fluctuations [33], and the processes of spontaneous and stimulated emission [34]

(all while concurrently developing the theories of special and general relativity) provided further

evidence that the classical Maxwell’s equations did not completely describe the observed properties

of light. It was not until 1927 that Dirac provided the first true description of the quantized electro-

magnetic field [29], definitively attributing the process of spontaneous emission to the interaction

of the vacuum field with an atom. During the decades following Dirac’s theoretical development,

the study of quantum electrodynamics regularly utilized the quantized electromagnetic field to de-

scribe its interaction with matter (such as relativistic corrections to the optical spectra emitted by

atoms), yet the consequences which quantization imposed on the properties of light itself were not

significantly investigated until the late 1950’s.

Experimentally, one of the first attempts to measure light intensities at which only one photon

was under test at any time was Taylor’s 1909 measurement of interference fringes from the shadow

cast by a needle illuminated by a flame [148]. Taylor expected to observe a diminishing visibility of

the interference phenomenon as he added more attenuation through the addition of smoked glass

panes. Instead, he found the visibility of the fringes had no dependence on the intensity of light

used, even for the weakest of light where the exposure spanned approximately three months. Hardly

consisting of more than a single page, Taylor’s paper [148] is an illuminating example of the initial
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forays into experimenting with faint light. In a similar attempt to disprove the hypothesis that

optical energy is comprised of discrete quanta, R. A. Millikan instead provided evidence in favor of

Einstein’s photoelectric effect explanation in 1914 [102].

Interestingly, an intensity interferometer for stellar astronomy, developed by R. Hanbury

Brown and R. Q. Twiss (HBT) in 1956 [17], became the experiment to spark new theoretical

investigations into quantum optics. HBT interference was easily explained by classical Maxwell’s

equations [18] but resulted in much controversy over the quantum mechanical description, since it

suggested two photons originating from vastly distant locations on a star can be correlated. This

led to in-depth theoretical investigation on the coherence properties in quantized light and was first

pioneered by Fano [36], Sudarshan [137], and Glauber [52] in the early 1960’s. That same decade,

John S. Bell published his groundbreaking paper [10] proposing an experimental procedure for which

the predictions of quantum mechanics would disagree with those of any local hidden variable theory.

Local hidden variable models permit the formulation of a so-called “Bell inequality,” providing an

experimental bound for a measurable parameter, which predictions from a quantum mechanical

model can exceed. A measurement of this type is typically referred to as a “Bell test,” whereas a

violation of a Bell inequality provides evidence against a local realistic universe.

Construction of the experimental systems for implementing Bell test type experiments led to

the first demonstrated entangled photon pair source by Freedman and Clauser in 1972 [38]. The

particular source in [38] utilized an atomic cascade process for photon pair generation. We note

that photon pairs, correlated in time, had already been produced through similar atomic cascade

processes [65]. Photon pairs originating from a parametric nonlinear process were first generated

using spontaneous parametric downcoversion in 1970 [19], only 10 years after the demonstration

of the first functioning laser [92]. After Freedman and Clauser’s initial experiment, entanglement-

based tests of local realism set on a 43 year journey removing various so-called “loopholes” which

could nefariously expose non-ideal experimental conditions to conceal local realistic mechanisms.

Aspect et al’s measurement [5] of each photon of an entangled pair separated by a sufficient distance

to require a signal faster than the speed of light (assuming the photons had a mechanism to com-
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municate regarding their experimental outcomes) closed the locality loophole in 1981. Experiments

continued to remove additional loophole until all reasonable loopholes were removed in 2015 in the

three monumental experiments [64], [132], and [51]. The latter two of these experiments benefited

greatly from spontaneous parametric down-conversion (SPDC) sources, which since 1995 [78] have

become arguably the best sources of photon pairs, due to their ability to support large generation

rates at high purity. This spontaneous parametric process is very similar to spontaneous four-wave

mixing (FWM), the nonlinear process central to the work of this thesis.

Fig. 1.1 shows a comparison of the three classes of photon pair sources mentioned. While

all three techniques necessarily generated photon pairs stochastically, the atomic cascade process

suffers from photon pair emission in all directions, making it infeasible to capture all photons.

Alternatively SPDC sources are engineered such that photon pair emission occurs in predictable

atomic cascade process spontaneous parametric down-conversion

χ(2)

pump

photon
pair

arc lamp

pump

Ca Oven

photon pair emission 

in all directions

collection 
optics

collection 
optics

(a) (b)

photon pair
pump χ(3) pump

filter

micron-scale on-chip spontaneous four-wave mixing source(c)

Figure 1.1: Example of three generations of photon pair sources: (a) Atomic cascade process
used in the pioneering Bell tests [38, 5], (b) Spontaneous parametric down-conversion (SPDC)
[19, 132, 51, 78], (c) Spontaneous four-wave mixing.
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beams. On-chip spontaneous FWM sources are comprised of waveguides which along with phase-

matching allows for deterministic direction for photon pair emission. One primary challenge with

four-wave mixing is that removing the pump from the generated photons is very difficult, not only

because they are collinear but because they generated photons wavelengths are much closer to the

pump than in the case of atomic cascade or SPDC.

1.2 Photonics for quantum information technology

While the previous section briefly summarized significant demonstrations of fundamental

physical properties of quantized light, we now explore the subsequent advancements in the devel-

opment and implementation of information technologies which leverage these physical principles.

A particularly noteworthy example is the ability to create a cryptographic protocol [12] for dis-

tributing a key which is completely secure due to the laws of physics. Quantum key distribution

(QKD) relies on the destruction of a quantum mechanical state during measurement to safeguard

against potential eavesdroppers in the communication channel. The protocol proposed in [12]

specifically relied on encoding the states of single photons. The QKD concept was then demon-

strated in 1992, using weak coherent light from an attenuated laser in lieu of true single photons

[11]. While QKD protocols relying on single photons are inherently limited in distance due to loss

[112], entanglement-based protocols have the potential to extend the distance if reliable quantum

repeaters can be built. However, demanding specification for effective quantum repeaters such as

long photon storage time and high retrieval efficiency have prevented any useful implementation of

an entanglement-based protocol to date [165].

Quantum properties of light can also be used for ultra precise measurements using highly

entangled states [14] and squeezed states [20]. Fig. 1.2 shows how interference of a so-called “N00N”

state (a particular entangled state consisting of N photons), can increase the phase sensitivity of

an interference compared to a classical Mach-Zhender interferometer. In addition to metrology

and cryptography, quantum photonic states have enormous potential as resources in quantum

information processing systems as well. While it had been previously accepted that single photon
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Figure 1.2: Illustration comparing the interference in a classical Mach-Zehnder interferometer with
the relatively higher phase sensitivity interference from a quantum entangled 2-photon N00N state.

nonlinearities would be required to build a photonic quantum computer, in setting out to prove this

Knill, Laflamme and Milburn demonstrated that it was in principle possible to build a quantum

computer using only linear optics, single photon sources, and single photon detectors [76]. Soon

after, basic demonstrations of photonic quantum computing gates were achieved [108, 107, 106].

There have been additional advancements in linear optical quantum computing architecture through

the use of cluster states and measurement based quantum computing, thereby greatly reducing the

necessary overhead for number of physical components [122, 50]. In addition, there has been work

towards building a photonic system which could sample a distribution which is classically hard to

solve on a computer [1], and is commonly referred to as “Boson Sampling”. While such system

would not be a general purpose (universal) quantum computer, it could provide the first evidence

of “quantum supremacy” over classical computing and demonstrate a violation of the extended

Church-Turing thesis [2], a central tenet in theoretical computer science.

Quantum photonic technology has also benefited greatly from recent advancements in sin-

gle photon detectors. While the detection of single photons has been possible since the 1930’s

due to the availability of photomultiplier tubes [99], advancements in avalanche photodiodes and

eventually superconducting detectors such as transition edge sensors (TESs) with near unity de-

tection efficiencies [85] and superconducting (SNSPDs) with up to 93% detection efficiencies [94],
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have contributed greatly to both fundamental experiments and new quantum photonic information

technologies.

1.3 Silicon photonics

While dielectric waveguides had been greatly studied in the field of fiber optics, the first

rectangular dielectric waveguides based on total internal reflection were proposed and demonstrated

in the mid-1960’s, primarily through the use of liquids and air as a dielectric materials [72, 73, 128].

These were motivated by attempts to provide a guide with less attenuation than fibers, which at

the time were quite lossy. Of course, today optical fibers have become ubiquitous with long range

and high-bandwidth information transfer due to their excellent transmittances with attenuation of

the order of 0.2 dB/km. Meanwhile integrated optical systems built from on-chip lithographically

patterned waveguides likely began with Miller’s paper [100] proposing many of the integrated

photonic devices available today, evening coining the term “Integrated optics” only a decade after

Kilby and Noyce had patented the first integrated electronic circuits [75, 105]. Miller was well ahead

of his time and his motivations for proposing such a revolutionary technology are still integral to

the motivations behind the work comprising this thesis. In his own words Miller championed that

integrated photonics would “facilitate isolating the laser circuit assembly from thermal, mechanical,

and acoustic ambient changes through small overall size” [100]. He also recognized its application to

nonlinear optics due to the strong confinement of microphotonic waveguides “giving relatively high

fields and low absolute power levels... [and] it would be feasible to have long interaction lengths not

feasible in unguided beams”[101]. If we include the additional benefits of low-cost and high-yield

to Miller’s stability and strong confinement, we now have the motivations behind essentially all

integrated photonic devices today.

Silicon photonics became a mainstream technology at the beginning of the 21st century when

corporations began taking interest, with the noteworthy demonstration by Intel of the first GHz

speed silicon modulator [87]. Silicon photonics processes support high-performance classical devices

such as filters [117, 161, 109], switches [156, 79], and delay lines [97, 74, 80]. Recently, monolithic
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integration of classical photonics in commercial CMOS processes has been pursued in the context

of enabling energy efficient optical interconnects between processors and memory [9] resulting in

the demonstration of a chip-to-chip optical link [139] and the first single chip microprocessor to

communicate directly using light [141].

1.4 Silicon quantum photonics

Quantum photonics experiments tend to involve large numbers of optical components and

can easily span multiple optical tables. Linear optical quantum computing specifically entails the

use of millions of photonic components necessitating the implementation of such a system in an

integrated platform [126]. Less ambitious, but still useful, applications such as the construction

of an “on-demand” single photon source which multiplexes many photon pair sources [98] could

benefit from the scalability of on-chip photonics.

The prospect of building many photon pair sources led to Lin and Agrawal’s 2006 proposal

of using spontaneous four-wave mixing in a high-index contrast silicon waveguide [83] to gener-

ate photon pairs on-chip. Within that same year, Sharping et al. demonstrated the first silicon

waveguide photon pair source [134]. After many more demonstrations of photon pairs from silicon

waveguides [144, 56, 162, 95], sources were made even smaller and more efficient through the use of

coupled resonator optical waveguides [27, 96] and microresonators [23, 8, 35]. Recently, time-energy

[144, 56, 143, 53, 142, 159, 124] and polarization entanglement [95, 142] have both been shown be-

tween photon pairs generated in silicon sources. Systems have continued to scale to include on-chip

interference between multiple integrated photon sources [135, 136], demultiplexing of signal and

idler photons [77, 25], and multi-chip high-extinction pump rejection [57, 114].

While size and scalability are attractive features of the silicon photonic platform, the stability

provided by a monolithic solid state material also provides many advantages to quantum photonic

systems. To maintain stability, having a source is necessary but not sufficient. On-chip detectors are

also required such that the photons are generated and detected without ever leaving the chip and

are then not subject to air currents in free space propagation or temperature and strain fluctuations
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in optical fiber. Superconducting nanowire single photon detectors have been implemented in both

silicon [113, 103] and silicon nitride waveguides [129]. An added advantage of having an all on-chip

quantum photonic circuit is that the entire chip would be placed at cryogenic temperatures (to

ensure operation of the superconducting nanowire detctors) and therefore would be shielded from

room temperature blackbody radiation which is typically the dominant background source when

using superconducting detectors to measure single photons [94].

1.5 Outline of thesis

In this thesis we explore the theoretical development and experimental investigation of small

footprint and low-power quantum nonlinear sources of light which can be fabricated using standard

microelectronics processing techniques enabling ultra-large scale quantum photonic systems able

to support the rapid grown of quantum information technologies such as quantum computing and

quantum communication.

In Chapter 2, the theoretical background of integrated photonics and the important concepts

in the design of photonic devices are presented. The physical concepts of electromagnetic propaga-

tion and dispersion are presented. We also introduce the tool box of components available in the

silicon photonic platform, including waveguides, directional couplers, and ring resonators. We then

introduce the coupling of modes in time formalism which most of the resonant analysis of sources

is described by in this thesis.

In Chapter 3, we introduce nonlinear optics and specifically the four-wave mixing process. We

discuss the intrinsic challenges which dispersion presents by looking at the simple case of classical

four-wave mixing in a waveguide geometry. Following the methods established in Chapter 1, we

build the waveguides into resonator devices demonstrating the improved efficiency and footprint

provided by these devices while analyzing the additional design constraints they introduce. We

describe the resonant four-wave mixing process using both transfer matrix and coupling in modes in

time analysis and compare and contrast the results. We next present a discrete resonance disperison

engineering technique for designing efficient four-wave mixing resonators. We next propose and
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demonstrate four-wave mixing in dual coupled cavity configuration where dispersion can be actively

tuned to phase match the nonlinear process.

In Chapter 4, we theoretically explore the production of photon pairs through the spon-

taneous four-wave mixing process using a quantized coupling of modes in time model. We then

experimentally demonstrate the first photon pair source fabricated within a commercial CMOS pro-

cess on the same wafer as billions of electronic transistors. Here we show that classical four-wave

mixing experiments can be used to accurately predict the efficiency of the spontaneous four-wave

mixing process.

In Chapter 5, we study the noise properties present in on-chip silicon photon pair sources and

specifically discuss the contribution of excess pump accompanying the pairs to the single photon

detectors. We demonstrate the first single chip system of photon pair source with monolithic pump

rejection and measure a pump extinction of over 95 dB. In addition to a coincidences-to-accidentals

ratio, we measure the time-energy entanglement of the photons to establish the sufficient enough

of pump filtering for multiple applications.

Chapter 6 investigates the application and implementation of engineering the resonance

linewidths of photon pair sources. Methods for increasing efficiency, reducing losses, and engi-

neering photon frequency correlations are shown. In addition, the concept is extended to the

classical regime in the proposal of a novel “dark state” laser configuration.

Chapter 7 concludes the thesis and summarizes the results found through the research com-

prising it. We establish potential future work than can be built off of the work presented here and

give a general overview of the current state of the field.



Chapter 2

Principles of integrated photonics and quantum optics

This chapter will provide the theoretical background as well as establish the conventions and

notation used in the thesis. I debated whether this information was necessary for a chapter of its

own as I have made it here or whether it should be a series of appendices referred to throughout the

thesis. In the end, the consideration of who the likely audience to be reading this thesis convinced

me to include this theoretical background as its own chapter. Since the work of this thesis refers

both to optoelectronic engineering principles likely to have been studied by photonics engineers

and also quantum optical concepts likely only to have been thoroughly studied by physicists, this

chapter, while far from comprehensive, is intended to provide the needed background to readers

from one of these communities.

2.1 Maxwell’s equations

Maxwell’s equations are the backbone describing of all the physics of electromagnetic ra-

diation. In integrated photonics, and specifically using high-index contrast waveguides, rigorous

simulation of Maxwell’s equations is essential to the design and characterization of high-performance

devices. These equations describe how time varying magnetic fields ~B(~r, t) generate electric fields
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~E(~r, t) and vice versa. In isotropic media, the macroscopic equations can be written as

Faraday’s Law:

∇× ~E(~r, t) = − ∂

∂t
~B(~r, t) (2.1)

Ampere’s Law:

∇× ~H(~r, t) =
∂

∂t
~D(~r, t) (2.2)

Gauss’s Law for the Electric Field:

∇ · ~D(~r, t) = 0 (2.3)

Guass’s Law for the Magnetic Field:

∇ · ~B(~r, t) = 0 (2.4)

where the electric displacement field ~D(~r, t) is related to the dielectric polarization density ~P (~r, t)

and the electric field by

~D(~r, t) = εo ~E(~r, t) + ~P (~r, t). (2.5)

Here, εo is the permittivity of free space related to the permeability of free space µo, defined (in SI

units) as

µo = 4π × 10−7 V · s/(A ·m) (2.6)

and the speed of light in a vacuum c = 299 792 458 m/s by the equation

εo = 1/(µoc
2) ≈ 8.854× 10−12A · s/(V ·m). (2.7)

In general, ~B(~r, t) = µo
~H(~r, t) + ~M(~r, t), however in the scope of this thesis we will work strictly

with nonmagnetic media allowing us to take the magnetization density ~M(~r, t)→ 0 and ~B(~r, t) =

µo
~H(~r, t).

Since optical frequencies cycle at much faster time scales than typically experienced in every-

day life, we are often interested in the so-called “steady state” behavior of many optical processes.

In addition, there is a large availability of high performance lasers providing nearly single fre-

quency light sources, making it convenient to work in the frequency domain in many situations.
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The frequency domain fields are related to the time domain fields by a Fourier transform

~E(~r, ω) =
1√
2π

∫ ∞

−∞
~E(~r, t)eiωtdt (2.8)

with corresponding inverse Fourier transform

~E(~r, t) =
1√
2π

∫ ∞

−∞
~E(~r, ω)e−iωtdω, (2.9)

where we use a bold vector for the frequency domain representation to emphasize that the fields

are, in general, complex numbers. The unitary form of the Fourier and inverse Fourier transform

are used for aesthetic reasons to maintain a unitary transformation on L2 and to preserve the

symmetry between the two transformations. At relatively low optical intensities we can make the

assumption that the polarizability in the frequency domain ~P(ω, t) is linear with respect to electric

field such that

~P(~r, ω) = εoχ
(1)(~r, ω)~E(~r, ω), (2.10)

where χ(1) is the linear electric susceptibility. In the next chapter we will see that this is not always

the case and specifically engineering structures and applying high enough optical powers where this

assumption does not hold is essential to the work presented in this thesis. For monochromatic light

at a specific vacuum wavelength λo with radial frequency ω = 2πc/λo, Maxwell’s equations in a

linear isotropic medium can now be written as

Faraday’s Law:

∇× ~E(~r, ω) = iωµo
~H(~r, ω) (2.11)

Ampere’s Law:

∇× ~H(~r, ω) = −iωε(~r, ω)~E(~r, ω) (2.12)

Gauss’s Law for the Electric Field:

∇ · ε(~r, ω)~E(~r, ω) = 0 (2.13)

Guass’s Law for the Magnetic Field:

∇ · µo
~H(~r, ω) = 0 (2.14)
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We chose to represent the magnetic field using the “H-Field” rather than the “B-Field” out of

aesthetic preference for the symmetry seen between equations above. The spatial dependence of

ε(~r, ω) describes a distribution of optical materials which we can characterize by their refractive

indices n(~r, ω), a measure of the speed of a light wave within a large homogeneous sample of

that material, defined such that ε(~r, ω) = n2(~r, ω)εo. In general, a propagating light wave will

span more than two materials often requiring a rigorous solution of Maxwell’s equation to find the

corresponding wave velocity.

2.2 Dielectric waveguides and their guided modes

A particularly advantageous distribution of refractive indices occurs when we surround a

higher index material, referred to as the “core”, by materials of lower index, referred to as “cladding.”

This allows light to be guided in the structure through total internal reflection, thereby resulting in

a device referred to as a ‘’dielectric waveguide”. A strip waveguide, illustrated in Fig. 2.1, can be

readily fabricated on-chip through standard CMOS fabrication techniques. Such a waveguide relies

on a higher index of refraction core of silicon (nsi ≈ 3.48 at 1550 nm) on top of a slab of lower index

thermal silicon oxide (nsi ≈ 1.45 at 1550 nm), which along with air acts as the cladding. Often an

upper cladding is deposited to isolate the waveguide from the air and protect the structure from

water vapor, dust, or other contaminants which could alter the waveguide’s designed properties.

Consider a dielectric distribution which only varies in two cartesian directions (we will refer

to as the x-y plane) but is invariant in one direction which we want to transmit light and will refer

to, by convention, as z. Since, the z-direction is special in the case we are considering, we can

reformulate the Maxwell curl equations (Eq. 2.1 and Eq. 2.2) to have all the z operations on one

side of the equation as so:

∂

∂z




0 −ẑ×

ẑ× 0






~E

~H


 =




0 ∇t×

−∇t× 0






~E

~H


− ∂

∂t






εo 0

0 µo






~E

~H


+



~P

0





 . (2.15)

Here, we define a transverse differential vector operator ∇t such that it is related to the familiar
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Figure 2.1: Example cross-sectional schematic of an air-cladded strip waveguide fabricated from a
silicon-on-insulator wafer. The higher refractive index of the silicon waveguide compared to the air
and buried oxide allows the guidance of light on chip through total internal reflection. The buried
oxide is typically greater than 1.5µm thick preventing light from leaking from the silicon waveguide
to the support silicon handle wafer.

nabla operator by ∇ = ∇t + ∂
∂z ẑ. The transverse curl can be written in cartesian coordinates as

∇t× ≡




0 0 ∂
∂y

0 0 − ∂
∂x

− ∂
∂y

∂
∂x 0



. (2.16)

In Eq. 2.15, we have explicitly included the polarizability ~P to allow for the inclusion of nonlinear

optical effects in subsequent chapters. For now we can assume the dielectric materials comprising

the waveguide are isotropic and linear (see Eq. 2.10), so that moving to the frequency domain and

multiplying by −i gives

−i ∂
∂z




0 −ẑ×

ẑ× 0






~E

~H


 =



ωε(~r, ω) −i∇t×

i∇t× ωµo






~E

~H


 . (2.17)

We can expand the total guided electric field into a summation of normal modes with each mode

having a dependence in z by a complex exponential, such that

~E(~r, ω) =
∑

j

aj~ej(x, y;ω)eiβjz. (2.18)
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βj is referred to as a propagation constant for the j-th mode and describes the spatial frequency at

which the mode acquires phase in the guided direction. Inserting Eq. 2.18 into Eq. 2.17, we obtain

the generalized eigenvalue equation



ωε(~r, ω) −i∇t×

i∇t× ωµo






~ej

~hj


 = βj




0 −ẑ×

ẑ× 0






~ej

~hj


 . (2.19)

While it is possible to formulate Maxwell’s equations in a z-invariant medium as a standard eigen-

value problem, we have intentionally set up the generalized eigenvalue problem in Eq. 2.19 such

that the two operators are self-adjoint (Hermitian) under the assumption that ε(~r, ω) is real over

the infinite cross-section A∞ (i.e., all dielectrics comprising the waveguide are lossless). Using the

properties of an eigenvalue problem constructed with self-adjoint operators [71], we can readily find

the orthogonality condition

4Pjδjk =

∫

A∞



~ek

~hk




†


0 −ẑ×

ẑ× 0






~ej

~hj


 da

=

∫

A∞

(~ej × ~h∗k + ~e∗k × ~hj) · ẑda (2.20)

where δjk is the Kronecker delta and Pj is a scalar constant representing the power flowing in mode

j with fields {~ej , ~hj} in the ẑ direction. Note that if this were a homogeneous medium invariant

in all directions, we could assign corresponding “propagation constants” in all three orthogonal

directions and build up eigenmodes which are the familiar plane waves. Here, we only have the

convenience of this simplification in the z-direction.

The formulation of the eigenvalue problem in Eq. 2.19 can help illuminate many features of

guided waves including aiding the derivation of the strength of four-wave mixing-based frequency

conversion in Chapter 3. However, when a numerical mode solver is implemented, one typically

uses a simplified formulation where Eq. 2.19 can be reduced to only two polarization components

of a single field (here we choose the electric) using Maxwell’s divergence equations (Gauss’s laws).

Therefore, we expand out the modal field into a transverse component ~et(x, y;ω) = ex(x, y;ω)x̂+

ey(x, y;ω)ŷ and a longitudinal component ez(x, y;ω)ẑ such that ~e(x, y;ω) = ~et(x, y;ω)+ez(x, y;ω)ẑ.
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Meanwhile, the magnetic components are recoverable from Faraday’s law. Here, we demonstrate

that all the necessary information describing a mode can be determined by the transverse electric

field and the propagation constant β (assuming we have already defined that the mode is propa-

gating in the z-direction, as an equivalent mode travelling in the −z-direction would have the same

~et(x, y;ω) profile with a negative corresponding transverse h-field). Eq. 2.19 can then be reduced

to a standard eigenvalue equation with only two of the total field components [22]

[
∇t

1

ε(x, y;ω)
∇t · ε(x, y;ω)−∇t ×∇t ×+ω2µoε(x, y;ω)

]
~et(x, y;ω) = β2(ω)~et(x, y;ω) (2.21)

where ~et(x, y;ω) is explicitly written to include a null z-component as

~et(x, y;ω) ≡




ex

ey

0



. (2.22)

The transverse gradient and divergence can be explicitly written as

∇t ≡




∂
∂x

∂
∂y

0



, ∇t· ≡

(
∂
∂x

∂
∂y 0

)
. (2.23)

In general, a rectangular dielectric waveguide, such as that shown in Fig. 2.1, will support

a number of guided propagating modes. It is often convienient to describe the modes using an

effective refractive index defined such that

nj,eff = βj
c

ω
(2.24)

where vj,phase = c
nj,eff

is the phase velocity of the particular mode, j. As an example, in Fig. 2.2 (a)

we consider a standard 220 nm thick silicon strip buried within a silicon dioxide cladding and plot

the effective indices of all guided modes over a range of waveguide widths using a finite-difference

numerical mode solver [116]. In this geometry, we can classify the modes into two categories, quasi-

transverse electric (TE) where the majority of the electric field is parallel to the surface of the

chip and quasi-transverse magnetic (TM) where the majority of the magnetic field is parallel to the
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Figure 2.2: Mode effective indices at a wavelength of 1550nm versus waveguide width for the
waveguide dielectric distributions illustrated in the insets for (a) a vertically symmetric waveguide
displaying both quasi-transverse electirc (TE) and quasi-transverse magnetic (TM) modes at all
widths and a (b) vertically non-symmetric waveguide displaying a cutoff width near 520 nm where
only a single TE mode is guided

surface of the chip. If the thickness (dimension out of the plane of the structure) is smaller than the

width of the waveguide, the boundary conditions of Maxwell’s equations necessarily require a TM

mode to have a lower effective index than the corresponding TE mode of the same order. Below
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a certain waveguide width [≈450 nm in the example considered in Fig. 2.2 (a)], the waveguide can

support only a single TE and single TM mode. We refer to this width as the single-mode cutoff

width. It is important to note that since the waveguide is symmetric across a horizontal axis and

vertical axis, it will always support these two modes [93]. If instead we want to ensure there is truly

only a single optical mode at a given frequency, we can break the symmetry across the horizontal

axis, for instance by using air-cladding on the top section of the waveguide, as shown in Fig. 2.2

(b), where the waveguide is now only 180 nm thick. As we can see in the figure, below a cutoff

width around 530 nm, there is only a single TE mode. In Chapter 5, we will find that using a

geometry similar to this, where there are no guided TM modes, will be advantageous for ultra-high

extinction wavelength filtering.

By simply restricting the geometry to widths below the single mode cutoff we can permit

the waveguide to a single mode which we can then use to route light around a chip while only

acquiring phase eiβz along the way. If the geometry of the waveguide varies slowly along z we can

approximate the total effect as only a phase progression given by ei
∫ z
0 β(z′)dz′ . In reality waveguides

are not perfectly invariant in the z direction and will often have small fluctuations in width due

to imperfections in fabrication referred. Typically, the largest perturbations to a the waveguide’s

geometry are on the sidewalls which are defined by lithography, giving the structure a “sidewall

roughness.” The top and bottom surfaces are usually much smoother in comparison, as they are

often planarized using chemical mechanical polishing during wafer fabrication. Sidewall roughness

can scatter power from the fundamental mode to non-guided (radiation) modes resulting in loss

as light propagates down the waveguide. Assuming that this loss per unit length is approximately

uniform and also consistent across the chip, as it typically is in practice (at least for a given

waveguide width), we can model this scattering loss as an imaginary part of the propagation

constant βcomplex = β+ iα. This way we can keep track of only a single amplitude A(z), normalized

such that |A(z)|2 is the optical power for a single mode as it propagate through a waveguide.

When exploring effects intrinsically sensitive to phase such as the interference between two or

more optical modes, we will implicitly include the phase progression in the amplitude and will
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notationally distinguish this amplitude by using a lowercase letter such that a(z) = A(z)eiβz.

Fig. 2.3 illustrates how we model a mode in an ideal lossless waveguide propagates compared to
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Intensity
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Amplitudes

Lossless Waveguide
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       ~

        ~
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z x 

y

z x 

y
sidewall 

roughness

eiβze−αz

e−αz

a(z)a(z)

A(z)
A(z) =

Figure 2.3: Schematic comparison of a guided mode in an ideal lossless waveguide and a lossy
waveguide illustrated using rough sidewalls and modeled using a complex propagation constant.
The loss is greatly exaggerated to illustrate the decay of power amplitude along the propagation
direction z. Note that this approximation ignores optical powers after it has left the guided mode
and assumes all scattering due to roughness is perfectly uniform.

that of a fairly lossy waveguide. In practice, the loss in a waveguide mode is negligible over the

handful of optical periods illustrated in the figure and will typically be experienced after thousands

of optical cycles using standard silicon processing techniques today. Note that in Fig. 2.3, after the

attenuation of the guided mode is considered, the power scattered into radiation modes is ignored

when using a complex propagation constant. This model is necessarily not power conserving and

is phenomenologically equivalent to a waveguide with absorption.

2.3 Dispersion

In free space, light of all frequencies travels at 299 792 458 m/s. However, when propagating

through a dielectric medium, electromagnetic waves of different frequencies can travel at different
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velocities. If we consider a pulse centered around a particular frequency as shown in Fig. 2.4, the

longer wavelengths of light often propagate faster resulting in the pulse width widening and the

instantaneous frequency becoming chirped. We refer to this effect as dispersion, since the pulse

becomes dispersed as it propagates. The particular case in which the longer wavelengths travel

faster is often referred to as “normal” dispersion, while a situation where longer wavelengths travel

slower is referred to as “anomalous dispersion.” Since nonlinear optical sources generally involve the

interaction of multiple frequencies of light, dispersion becomes an important property to consider

in their design and implementation.

shorter wavelengths 

travel slower

longer wavelengths 

travel faster

chirping due to normal disperison

pulse spreading
gaussian 

pulse

z

propagation through dispersive medium

Figure 2.4: Illustration of a Gaussian pulse before and after propagation, displaying how a dispersive
medium can cause pulse spreading and chirping.

2.3.1 Material dispersion

In a homogeneous medium, dispersion is a direct result of the frequency dependence of the

electric permittivity ε(~r, ω). In the time domain, this manifests as a non-instantaneous response of

the electric polarizability of a medium to an applied electric field. In a linear isotropic material,

this can be described by the convolution of an electric susceptibility χ(1)(~r, t) with the electric field
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at prior times, i.e.

~P (~r, t) = εo

∫ t

−∞
χ(1)(~r, t− t′) ~E(~r, t′)dt′. (2.25)

From the convolution theorem, the polarizability in the frequency domain is

~P(~r, ω) = εoχ
(1)(~r, ω)~E(~r, ω). (2.26)

As a result, the refractive index is also a function of frequency n(ω) =
√
ε(ω)/εo. In Fig. 2.5

we plot the measured refractive index of crystalline silicon from a sample of sources from the

literature [54, 66, 111, 39, 127, 119, 147] over wavelengths ranging from 1.2µm to 1.9µm. Due

to the advanced performance requirements of modern microelectronic devices, crystalline silicon is

produced at extremely high purity, resulting in reasonably consistent refractive index and dispersion

properties between separate samples. For example, Fig. 2.5 shows that there is an uncertainty in

refractive index of approximately 0.0025, which at a refractive index of ≈3.48 at 1.55µm is less

than 0.1%, which is typically much lower than the uncertainty in the parameters of a waveguide’s

geometry. For all other optical materials considered in this thesis, this degree of certainty in

refractive index will not be available as there are many different types and methods of production

of amorphous material such as silica (SiO2) and silicon nitride (SiN).

2.3.2 Dispersion in a single mode waveguide

As we have seen in the case of a dielectric waveguide, in general, the refractive index “expe-

rienced” by an optical mode in an integrated photonic device will not be homogeneous, but will be

a distribution across various positions ~r such that n(~r, ω) =
√
ε(~r, ω)/εo. While the dispersion of

each individual dielectric material contributes to the overall dispersion of an optical mode, there is

an additional contribution resulting from a waveguide mode’s tendency to change shape with fre-

quency. Guided modes in integrated optics rely on the principle of total internal reflection, where

light within a material with higher refractive index completely reflects off a boundary with a lower

index. Due to the boundary conditions defined by Maxwell’s equations there is an evanescent (ex-

ponentially decaying) field extending into the lower index material (cladding). Since the photonic
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Figure 2.5: Refractive index of crystalline silicon, nsi, measured by various literature sources [54,
66, 111, 39, 127, 119, 147], demonstrating normal dispersion (i.e., d

dλnsi < 0) across the entire
wavelength range. All refractive indices for silicon in this thesis use the Palik Handbook Fit [111].

devices of interest are often fabricated to a scale much smaller than the wavelength, a significant

portion of a mode experiences both the core material and the cladding material. For instance, a

shorter wavelength mode could be more confined within the core compared to a longer wavelength
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mode, resulting in an effective dispersion.

The dispersion in a straight waveguide can be characterized by a mode’s propagation constant

dependence on angular frequency ω. It is common to Taylor series expand β with respect to a

frequency we will call ωp (where ‘p’ will represent the ‘pump’ in future chapters) to the second

order:

β(ω) =
∞∑

n=0

1

n!

∂nβ

∂ωn

∣∣∣∣
ωp

(ω − ωp)n

≈ β
∣∣∣∣
ωp

+
∂β

∂ω

∣∣∣∣
ωp

(ω − ωp) +
1

2

∂2β

∂ω2

∣∣∣∣
ωp

(ω − ωp)2. (2.27)

The term ∂2β
∂ω2 is often called the group velocity dispersion (GVD) as it is the first derivative of

the inverse of the group velocity, i.e, GVD ≡ ∂
∂ω ( 1

vg
). The wavelength at which it is zero is

therefore referred to as the zero group velocity dispersion (ZGVD) wavelength. It is important

to note that this is not necessarily a wavelength where the group velocity does not dependent on

frequency, since there could potentially be non-zero higher order dispersion terms. In optical fiber,

this effect is sometimes instead described by a dispersion parameter, D, which is related to the

GVD as D = −2πc
λ2 GVD [4]. The dispersion parameter is often expressed in units of ps/(nm km)

to signify how separated in time (in picoseconds) pulses at wavelengths differing by 1 nm will be

after propagating 1 km.

It is interesting to note that modal dispersion will be present even if the individual materials

used were not dispersive. As an example, we show the dielectric cross-section for a single mode air-

cladded waveguide on a buried oxide in Fig. 2.6. Included is the mode profile for the fundamental

mode at the center of the O-band (1310 nm) and center of the C-band (1550 nm). Of course

this wavelength range is much larger than what is typically explored for a particular device, but it

accurately illustrates how a waveguide mode can “experience” a different proportion of the cladding

material at different wavelengths. This effect allows a waveguide mode to have an effective modal

dispersion even if all the dielectrics have zero dispersion.

We have noted that there are two contributors to waveguide dispersion: modal and material.

It is interesting to explore which, if either, of these effects dominates the other. In Fig. 2.7 we have
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Figure 2.6: Fundamental mode for a 380 nm wide, 220 nm thick air-cladded waveguide on oxide for
the O-band and C-Band. Note how the mode shape changes causing it to “experience” more of the
cladding at the longer wavelength resulting in a lower effective index. We refer to the dependence
of effective index on wavelength as “modal dispersion.”

plotted both the group index and the group velocity dispersion versus wavelength for the same

waveguide geometry used in in Fig. 2.6 but with and without including material dispersion. When

material dispersion is included, the ZGVD wavelength shifts over 75 nm in wavelength, making it

evident that both contributing factors to dispersion in a single-mode waveguide are imperative to

consider when designing a device.

2.4 Directional couplers

Waveguides are convenient for transporting light around a chip and for maintaining a small

modal shape and thereby permitting higher intensities over larger distances compared to bulk

optical systems. In order to “distribute” light from one waveguide to additional waveguides we need

multi-port couplers. A fairly simple method for coupling a fraction of light from one waveguide to

another operates based on “dragging” the evanescent field from the mode of one waveguide through

the other. Fig. 2.8 shows how this can be done to create a 4-port device. We can often make these

4-port devices in a manner in which the ports have negligible amounts of reflection, reducing them
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Figure 2.7: (a) Group index of an oxide cladded silicon waveguide of dimensions 220 nm by 420 nm
versus wavelength where both modal and material dispersion are used and where only modal dis-
persion is assumed (using the refractive indeces at 1550 nm). (b) Similar plot for the group velocity
dispersion (GVD) showing that the zero group velocity dispersion wavelength is significantly af-
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to an equivalent 2-port device [118].

We can describe the transmission matrix (T-matrix) of this device by a matrix transformation

¯̄T, of the input field amplitudes a1 and a2 and corresponding output amplitudes b1 and b2 such
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that

~b = ¯̄T~a


b1

b2


 =



t11 t12

t21 t22






a1

a2


 . (2.28)

If the directional coupler is symmetric about a horizontal axis, like the one depicted in Fig. 2.8

and also power conserving (i.e., light only leaves through the defined output ports) we can reduce

2 x 2 Couplers
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1 − κ i

√
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κ
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e−i∆ei∆
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√
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κ

√
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Figure 2.8: (a) Illustration of a lossless directional coupler allowing the distribution of power from
one waveguide to two. (b) Schematic and form of the T-matrix for a 2x2 coupler which is symmetric
about the horizontal axis with (c) demonstrating that shift in reference planes can remove the global
phase θo. (d) represents a generalized lossless coupler with corresponding reference plane shifts (e)
allowing it be define equivalently to the symmetric coupler.
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the matrix down to the form [118]

~b = ¯̄Tsym~a


b1

b2


 = eiθo



√

1− κ i
√
κ

i
√
κ

√
1− κ






a1

a2


 , (2.29)

where κ is the power cross-coupling ratio from input port 1 to output port 2 (due to symmetry,

also the ratio from input port 2 to output port 1) and θo is a global phase. A convenient result of

formulating a coupler in this manner is that a π/2 phase shift for the light cross-coupled is explicitly

revealed in the off diagonal components of the matrix (i.e., i = eiπ/2).

While Eq. 2.29 specifically describes a lossless coupler with symmetry across a horizontal axis,

it can also be used as a convention for any lossless 2-by-2 coupler with properly chosen reference

planes. For instance, consider a generalized coupler where we only assume power conservation, re-

ducing the degrees of freedom in the transmission matrix from 8 real numbers (4 complex numbers)

down to 5. We can now reformulate the matrix, ¯̄Tgen, in a way that explicitly depicts additional

phases described by ψ and ∆, which distinguish it from the matrix of the symmetric coupler in

Eq. 2.29.

¯̄Tgen = eiθo



eiψ
√

1− κei∆ eiψi
√
κe−i∆

e−iψi
√
κei∆ e−iψ

√
1− κe−i∆


 (2.30)

Since the propagation through a waveguide provides only a phase shift (assuming negligible losses),

we can simply redefine the reference frames which we are considering for our general coupler to

compensate for these phases and recover exactly the T-matrix of the symmetric coupler as shown in

Fig. 2.8. Therefore, for the remainder of this thesis, we will describe lossless 2-by-2 couplers using

the convention of the symmetric coupler (Eq. 2.29 with θo = 0), even in the cases of non-symmetric

couplers with the understanding that a simple shift in reference planes makes this assumption

rigorously correct.
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2.5 Ring resonators

By looping one of the outputs from a directional coupler back into an input, say b2 to a2 as

shown in Fig. 2.9, we can create a feedback which will allow the light to constructively interfere at

specific wavelengths in order to create a large field enhancement (and therefore power enhancement).

This allows light to effectively propagate long distances while using only a small area of a chip. By

implementing the transfer matrix for a symmetric coupler and the propagation of light through a

waveguide we can reduce the relevant physics of this process down to the three equations:

b1 =
√

1− κa1 + i
√
κa2 (2.31)

b2 = i
√
κa1 +

√
1− κa2 (2.32)

a2 = b2e
(iβ−α)L, (2.33)

where L is the length of the loop. Solving for ratio of the field amplitudes in the ring compared to

the input waveguide (i.e., b2/a1) we can find the field enhancement provided by the ring resonator

b2
a1

=
i
√
κ

1−
√

1− κe(iβ−α)L
. (2.34)

The power enhancement would then be

∣∣∣∣
b2
a1

∣∣∣∣
2

=
κ

1 + (1− κ)e−2αL − 2
√

1− κe−αL cos (βL)
. (2.35)

The maximum power will occur at frequencies which would provide and integer number of wave-

lengths around the ring, (i.e, where βL = 2πm, where m is the corresponding mode order). This

is the resonance condition and only at frequencies near this condition will the field be significantly

enhanced. The power enhancement on resonance [i.e., where cos(βL) = 1] then becomes

∣∣∣∣
b2
a1

∣∣∣∣
2

resonant

=
κ

(1−
√

1− κe−αL)2
. (2.36)

To find the coupling condition for maximum power enhancement, we can perform a first

derivative test with respect to κ and find that to couple to a ring resonator with a given waveguide

loss α, a power coupling ratio equal to the round trip loss is required (i.e., κ = 1 − e−2αL) to
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maximize power enhancement. Here, α is related to the loss in dB/cm by α = ln(10)/0.2× LdB/cm

with units of inverse meters [m−1]. This condition is known as the “critical coupling” condition.

2.5.1 Simplification near resonance

Often the physical phenomena under study are of interest only near the resonance condition,

where fields are significantly enhanced. We can approximate the cosine function near a particular

resonance frequency as a quadratic function of frequency. The resonant frequency we are interested

in exploring is ωo = βoc/neff(ωo) where the resonant propagation constant is βo = 2πm/L, for the

m-th order resonance. Initially assuming there is no group velocity dispersion over the range of

frequencies we are exploring, we can expand the propagation constant such that

β ≈ βo +
∂β

∂ω

∣∣∣∣
ωo

(ω − ωo) = βo +
1

vg(ωo)
(ω − ωo). (2.37)

Ring Resonator

point symmetric coupler

a1

a2

b1

b2

e(iβ−α)z e−iψ e−i∆




√
1 − κ

i
√
κ

√
1 − κ




√
κi

phases can be added to 

propagation to account for 

asymmetry of actual coupler

Figure 2.9: Ring resonator constructed from a general 2 by 2 coupler can be modeled as a symmetric
(about horizontal axis) point coupler with the additional phases ψ and ∆ in a general coupler added
to the propagation.
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Here ∂β
∂ω

∣∣
ωo

is the inverse of the group velocity vg(ω) evaluated at ωo. We can now Taylor series

expand the cosine function in Eq. 2.35 around the resonance frequency ωo as

cos(βL) ≈ 1− L2

2v2
g

(ω − ωo)2 = 1− 1

2ν2
FSR

(ω − ωo)2, (2.38)

where the free spectral range in frequency is νFSR = vg/L and is the inverse of the round trip time

τrt, in the absence of dispersion. The power enhancement relation of Eq. 2.35 becomes a Lorentzian

function of detuning ∆ω from the resonance frequency such that ∆ω ≡ ω − ωo and

∣∣∣∣
b2
a1

∣∣∣∣
2

=
κ

(1−
√

1− κe−αL)2 +
√

1− κe−αL∆ω2/ν2
FSR

. (2.39)

Now as we will find later, it will often be useful to characterize the total energy in a resonator

Wenergy. As such, we can convert the power distributed throughout the resonator to energy by

multiplying it by the round trip time τrt = L/vg (i.e., Wenergy = τrtPavg). Pavg is the average power

around the entire ring and can be calculated by

Pavg =
1

L

∫ L

0
P (z)dz =

1

2αL

(
1− e−2αL

)
P (0), (2.40)

where P (0) (equivalent to |B2|2 in the Fig. 2.9) is the power in the ring just after it has been

coupled in from the bus and before it has propagated far enough to experience intrinsic loss. The

full equation for the ratio of the energy in the ring to the power input becomes

Wenergy

Pin
=

νFSR
κ√
1−κ

1
αL sinh(αL)

[2 sinh(αL/2) + κ
2 cosh(αL/2)]2ν2

FSR + ∆ω2
(2.41)

and is of Lorentzian shape with respect to the frequency detuning ∆ω.

2.6 Coupling of modes in time

There is another approach to treating the properties of resonators which, although requiring

more assumptions (namely high-Q), can often be much more general and powerful, as long as we

are working within the a region of parameters where the assumptions are justified. Previously we

had assumed some fairly general properties of waveguides and couplers and pieced them together to

form a resonator. Here, we will consider a resonator as its own component and then piece it together
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with an input waveguide. Maxwell’s equations can be arranged, with no regard for symmetry in

any particular direction to obtain

i
∂

∂t






εo 0

0 µo






~E(~r, t)

~H(~r, t)


+



~P (~r, t)

0





 =




0 i∇×

−i∇× 0






~E(~r, t)

~H(~r, t)


 (2.42)

which in the linear regime is

i
∂

∂t



ε(~r) 0

0 µo






~E(~r, t)

~H(~r, t)


 =




0 i∇×

−i∇× 0






~E(~r, t)

~H(~r, t)


 . (2.43)

Using the expansion into frequency modes



~E(~r, t)

~H(~r, t)


 =

∑

j

aj(t)



~ej(~r)

~hj(~r)


 (2.44)

where aj(t) = Aje
−iωjt leads to the generalized eigenvalue problem




0 i∇×

−i∇× 0






~ej(~r)

~hj(~r)


 = ωj



ε(~r) 0

0 µo






~ej(~r)

~hj(~r)


 . (2.45)

If the dielectric permittivity is completely real, then the eigenvalue equation contains two

self-adjoint (Hermitian) operators and therefore all the frequencies are real. Though, in general,

the frequency modes (eigenfunctions) will span all real space. However, it is possible to construct

specialized dielectric distributions which can create bound modes spanning a finite mode volume.

For instance, a waveguide with perfect electric conductors at each end would support standing

wave modes which are finite and oscillate at a real resonance frequencies indefinitely. Of course,

this example is somewhat artificial as perfect electrical conductors are unphysical, but we can often

describe the properties of “leaky” quasi-modes by referring to their fictitious lossless cousins. An-

other example would be a ring resonator. In reality, any curvature of a waveguide is a perturbation

which introduces loss by coupling the guided mode and radiation modes. Typically, the radii of

ring resonators are chosen large enough that this loss is far less than the roughness loss intrinsic

to a particular fabrication process. The precise radii for which this approximation is valid depends

on the resonators geometry and the refractive index contrast of the materials comprising it.
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We consider modes with a modal amplitude aj , normalized such that |aj |2 is the energy in

the resonator mode. First, we consider a lossless mode which would simply oscillate in time at its

resonant frequency ωo such that

d

dt
a = −iωoa. (2.46)

The effect of a bus waveguide, where power can evanescently couple out of the resonator and to

the bus, can be modelled by an exponential decay of the energy in the resonator. The resulting

loss rate due to this external coupling is denoted by re.

d

dt
a = (−iωo − re)a (2.47)

The power amplitude in the output of the resonator, sout, will be related to energy amplitude of

the resonator mode by a constant factor, we will refer to as D, such that

sout = Da. (2.48)

From basic power conservation (i.e., making sure that the same amount of power leaving the

resonator is equal to the power gained by the output bus d|a|2/dt = |sout|2), we find

2re = |D|2. (2.49)

Similarly, we can consider a power amplitude from the input of the waveguide, sin, that has the

potential to add energy to the resonator at a constant rate K and to the output waveguide at

fraction C such that

d

dt
a = (−iωo − re)a+Ksin (2.50)

sout = Csin +Da. (2.51)

Time reversal symmetry constrains K = D and CD∗ = −D [138] . In a process similar to our

treatment of directional couplers, we simplify notation by defining reference frames such that C

is both real and unity (i.e., C = 1 ) necessarily making D = ±i√2re, for which we choose the

positive relation, D = i
√

2re, for the remainder of this thesis. We have chosen this convention
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out of symmetry to our convention for 2-by-2 couplers, where reference planes are set such that

the cross-coupled field is π/2 behind the input field for the resonance condition. Inserting these

conventions for K, D, and C, along with an included intrinsic loss rate ro due to factors such

as roughness loss, radiation loss, and material absorption, into Eq. 2.50 and Eq. 2.51 we find the

simple equations for the dynamics of a single mode resonator [59]

d

dt
a = (−iωo − re − ro)a+ i

√
2resin (2.52)

sout = sin + i
√

2rea. (2.53)

2.6.1 Comparison to t-matrix

We can now compare the coupling of modes in time (CMT) model to the transfer matrix

model. Solving the equations above in the steady state (i.e., d/dt→ −iω) we find the ratio between

the energy in the resonant mode and the input waveguide power as

∣∣∣∣
a

sin

∣∣∣∣
2

=
2re

(re + ro)2 + ∆ω2
, (2.54)

where ∆ω = ω − ωo is the detuning from resonance. While also a Lorentzian function, there

are significant differences between this equation and Eq. 2.41. The numerator of Eq. 2.54 only

depends on the coupling to the waveguide and not on any intrinsic loss. Secondly, the factors

relating coupling and loss on the left hand side of the denominator are separable by addition, in

contrast to the denominator in Eq. 2.41. Despite these seemingly significant differences, a very

interesting case occurs at small coupling and low waveguide loss. By Taylor series expanding to

first-order in α and κ, we find we can approximate

sinh(αL) ≈ αL (2.55)

sinh(αL/2) ≈ αL/2 (2.56)

cosh(αL/2) ≈ 1 (2.57)

κ√
1− κ ≈ κ, (2.58)



35

and reduce Eq. 2.41 to

Wenergy

Pin
=

νFSRκ

[(αL+ κ/2)νFSR]2 + ∆ω2
, (2.59)

leaving us with exactly the relationship we found from the coupling of modes in time model

(Eq. 2.54) under the variable substitutions:

κ =
2re

νFSR
(2.60)

αL =
2ro

νFSR
. (2.61)

While this is a specific example relating these two formulations, it is helpful in understanding the

additional assumptions required for describing a resonant system using CMT, namely that the loss

in a single round trip is small enough that Eqs. 2.55 to 2.57 are valid and that we are working

relatively near resonance (i.e., the detuning ∆ω/2π is much smaller than the free spectral range

νFSR).

2.6.2 Resonators with gain

While all resonators have intrinsic losses resulting from various mechanisms, some resonators

can generate light through a property we refer to as “gain.” We can phenomenologically include a

gain rate rg to the coupled mode equations

d

dt
a = (−iωo − re − ro + rg)a+ i

√
2resin (2.62)

sout = sin + i
√

2rea. (2.63)

If the gain is fixed and larger than the losses of the resonator, i.e. rg > ro + re, as is the necessary

condition for a laser, then our model will experience exponential growth of energy amplitude in

the resonator tending towards infinity, which is obviously unphysical. To more accurately model

a real world situation like a laser, we will add in gain saturation which reduces the gain as the

modal energy increases, described by a small signal gain rssg which is the initial gain rate before

saturation becomes significant. We define a saturation energy |asat|2 as the cavity energy where
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the gain becomes half of the small signal gain such that

rg =
rssg

1 +
∣∣ a
asat

∣∣2 . (2.64)

In maximizing the output power |sout|2, there exists an optimal coupling rate re,opt, where

re,opt =
√
rssgro − ro. (2.65)

2.6.3 Quantized coupled mode theory

Classical formulations of the electromagnetic field fall short in accurately predicting the cor-

relations and photon pair generation efficiencies we plan to describe and measure in the following

chapters. For this reason, we will require a quantum description of light in waveguides and res-

onators. When moving to the quantum domain, we can describe the dynamics of photons in a

resonant cavity using coupled mode equations which are very closely related to their classical coun-

terparts (Eq. 2.52 and Eq. 2.53). The primary difference is that we must promote the complex

energy amplitudes, a and its complex conjugate a∗, to their corresponding quantum operators â(t)

and â†(t) which instead will be normalized such that â(t)†â(t) = N̂ is the photon number operator.

Here we explicitly write the time dependence to emphasize that we are working in the so-called

“Heisenberg Picture” where operators rather than states carry the time dependence [133]. The

expectation value 〈N̂〉 is the “expected” number of photons in the corresponding mode. Since â(t)

and â†(t) are conjugate operators, they do not commute and we can postulate the commutation

relations

[â(t), â†(t)] ≡ â(t)â†(t)− â†(t)â(t) = 1. (2.66)

This approach is heuristic and unfortunately many interesting details beyond the scope of this thesis

are seemingly “swept under the rug.” The more formal and enlightening (but also laborious) method

of formulating these equations is often called “canonical quantization” and relies on considering

Maxwell’s equations as being derived variationally from a more fundamental Lagrangian [24]. This

approach allows for a deeper understanding for why a and a∗ are conjugate variables which are
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promoted to operators that satisfy Eq. 2.66 and provides a general method for quantizing any

classical field (with gravitational field theory being the only exception).

The relation of a resonant optical mode to a harmonic oscillator can be found by inspecting

the dynamics of a lossless resonator mode Eq. 2.46. This becomes apparent by simply using the

Hamilitonian of the harmonic oscillator,

Ĥ =
~ω
2

[â†(t)â(t) + â(t)â†(t)] = ~ωâ†(t)â(t) +
1

2
(2.67)

and the commutation relation from Eq. 2.66 in Heisenberg’s dynamical equation

d

dt
â(t) = − i

~
[â(t), Ĥ], (2.68)

to find

d

dt
â(t) = −iωoâ(t). (2.69)

This is exactly Eq. 2.46, with the classical mode amplitudes replaced with quantum operators. In

fact, quantization of a classical field simply relies on quantizing the frequency eigenmodes of the

given field (in our case described by Eq. 2.45) as a collection of harmonic oscillators [166]. In a

resonator for which we want to describe multiple modes the Hamiltonian becomes a summation of

all the individual modes’ corresponding Hamiltonians such that

Ĥ =
∑

j

(~ωj â†j(t)âj(t) +
1

2
). (2.70)

It is often convention to omit the scalar 1
2 from the Hamiltonian since it does not contribute to

the dynamical equations when applied to the equation of motion Eq. 2.68. This omission is valid

since the difference in energy, rather than the total energy itself, is more fundamental in describing

physical phenomena. Similarly, we can extend the optical cavity (such as a ring resonator) to infinite

size to describe a waveguide. In this case, what were formerly referred to as resonance frequencies

transition from being discrete to continuous and Eq. 2.70 becomes and integral equation rather

than a summation. Dropping the scalar 1
2 terms, the Hamiltonian for a waveguide becomes

Ĥ = ~
∫
ωŝ†(ω)ŝ(ω)dω, (2.71)
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where we have used ŝ(ω) to describe the modes of a waveguide in an attempt both to provide

symmetry to the classical equations in Section 2.6 and to emphasize that the units of 〈â(t)†â(t)〉

are number of photons and 〈ŝ†(t)ŝ(t)〉 are number of photons per second, where ŝ(t) is the Fourier

transform of ŝ(ω)

ŝ(t) =
1√
2π

∫
ŝ(ω)e−iωtdω (2.72)

such that we can now refer to the “photon flux operator” in the waveguide as

photon flux operator ≡ 1

2π

∫ ∫
ŝ(ω)†ŝ(ω′)dωdω′

≡ ŝ†(t)ŝ(t). (2.73)

At first glance, one might attempt to perform a direct conversion of the classical coupled

mode dynamics (Eq. 2.47 and Eq. 2.48) to quantum dynamics of an undriven cavity by only the

promotion of mode energy amplitudes to operators like so:

d

dt
â(t) = (−iωo − ro)â(t) (2.74)

ŝout(t) = i
√

2reâ(t). (2.75)

Unfortunately, this does not accurately model the physical situation since the commutation relation

for the mode creation and annihilation operators would not be conserved in time, as they must

to obey the Heisenberg uncertainty principle [60]. For instance, if we simply solve for the time

derivative of the commutation relation using Eq. 2.74 we find

d

dt
[â(t), â†(t)] = [

d

dt
â(t), â†(t)] + [â(t),

d

dt
â†(t)]

= −2ro[â(t), â†(t)], (2.76)

which would result in an exponentially decaying value of the commutator (i.e., [â(t), â†(t)] ∝ e−2rot)

and the two conjugate operators commuting as time approached infinity. Of course this is not the

case, and we need to include additional terms to conserve the commutator.

Since the cavity modes are lossy, they are coupled to external radiation modes which have

vacuum fluctuations that can couple into the resonator. These Langevin noise terms can be added
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to the coupled mode equations to conserve the commutators (defined in Eqs. 2.79−2.82) and in

fact, for the purposes of this thesis, behave equivalently to an additional external port such as an

evanescently coupled bus waveguide, as shown in [155]. Our linear resonator dynamics become

d

dt
â(t) = (−iωo − ro − re)â(t) + i

√
2reŝin(t) + i

√
2ron̂in(t) (2.77)

ŝout(t) = ŝin(t) + i
√

2reâ(t). (2.78)

where n̂in is the before mentioned Langevin noise source. The operators obey the commutation

relations

[â(t), â†(t′)] = δ(t− t′) (2.79)

[ŝin(t), ŝ†in(t′)] = δ(t− t′) (2.80)

[n̂in(t), n̂†in(t′)] = δ(t− t′) (2.81)

[ŝout(t), ŝ
†
out(t

′)] = δ(t− t′). (2.82)

These same dynamics can be alternatively found from a phenomenological Hamiltonian [40]

Ĥlinear = ~ωâ†(t)â(t) + ~
∫
ωŝ†(ω)ŝ(ω)dω

+i
~√
2π

∫
[κeŝ(ω)â†(t)− κ∗e â(t)ŝ†(ω)]dω

+i
~√
2π

∫
[κon̂(ω)â†(t)− κ∗oâ(t)n̂†(ω)]dω. (2.83)

The input field ŝin(t) and output field ŝk,out(t) are related to the bus and reservoir modes as

following

ŝin(t) =
1√
2π

∫
ŝ(ω)

∣∣∣∣
t=tin

e−iω(t−tin)dω (2.84)

ŝout(t) =
1√
2π

∫
ŝ(ω)

∣∣∣∣
t=tout

e−iω(t−tout)dω, (2.85)

where tin < t < tout. At first sight, it might seem strange to evaluate a frequency distribution at

a particular time as we have done for ŝ(ω) in Eqs. 2.84−2.85. However, it is clear that at a time

long before the quantized electromagnetic field in the waveguide has interacted with the resonator
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that it can be described by a Fourier superposition of waveguide modes as in Eq. 2.84. Similarly

after this field has interacted with the resonance and possibly some has coupled to the reservoir

n̂, we may have a different frequency distribution which is described by Eq. 2.85. After solving

the Heisenberg dynamical equation for the modal annihilation operator â(t) given by Eq. 2.68 we

recover the coupled mode equations above under the substitution of κo = i
√

2ro and κe = i
√

2re.

2.7 Summary

Within this chapter, we have summarized the theoretical background to which derivations in

the proceeding chapters will rely upon. We presented Maxwell’s equations and how they permit

guided modes within z-invariant structures. Dispersion, an important property in the design of

devices relying on nonlinear parametric processes, was also introduced. We briefly investigated di-

rectional couplers so that we could combine their properties with waveguides to describe compound

structures such as ring resonators.

Ring resonators have proved to be promising structures for enhancing optical fields on-chip

and increasing the efficiency of nonlinear processes. In addition, ring resonators provide a frequency

response which will allow for the creation of photonic filters. The coupling of modes in time model

was introduced and will act as the backbone of most the theoretical analysis we investigate in the

remaining chapters. A quantum analogue of this model was also presented, which will be pivotal

in understanding how the spontaneous generation of photon pairs are a result of amplified vacuum

fluctuations.

It was the intention of this chapter to cover material which while important for understanding

derivations would otherwise be distracting if included in proceeding chapters. With any introduc-

tion of theoretical background, much analysis was necessarily left out for the sake of brevity and we

direct the reader to the references for more in-depth discussions of any specific topic. In addition, to

providing theoretical background, this chapter is intended to serve as a reference for the particular

notation and conventions used within the thesis.



Chapter 3

Four-wave mixing and dispersion engineering

3.1 Introduction and background

At low intensities it is often safe to assume that the polarizability of a material depends

linearly on an applied electric field as we did when we introduced Maxwell’s equations in the

previous chapter. In these cases, the light at a specific frequency can scatter into many spatial

modes but will consistently stay at the same optical frequency. With the invention of the laser it

became much easier to work in a regime where the polarizability of a material responds to higher

powers of the electric field thus allowing the transfer of energy between different frequencies of light.

In this thesis we are interested in the production of photon pairs from such a nonlinear process.

Before diving fully into the quantum mechanical treatment of the nonlinear optical process, it will

be helpful to understand, at the classical level, practical design considerations for supporting an

efficient nonlinear interaction.

Historically, the most common nonlinear conversion process used for photon pair generation

is spontaneous parametric down-conversion (SPDC). SPDC results in the annihilation of a pho-

ton from an input pump beam and the subsequent creation of two photons (the photon pair).

The corresponding classical nonlinear optical process is difference frequency generation, where the

pump light “mixes” with an input “signal” light to produce an output “idler” field at the dif-

ference frequency of the pump and signal. SPDC occurs when the signal input is removed and

quantum vacuum fluctuations “seed” the process, thereby spontaneously generating photon pairs.

This process relies on specific 2nd-order nonlinear crystals, which although are quite successful at
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efficiently supporting these processes, are expensive and not readily available at mass production in

way similar to the mass manufacturing of silicon microelectronic circuits. Despite these challenges,

second-order nonlinear materials in chip-based quantum optical circuits are readily being explored

[145, 21, 55]. The work in this thesis will focus on silicon as a nonlinear optical medium due to

the maturity of fabrication processes and the ease of integration with classical electronic logic and

control circuits. Silicon, as all transparent materials, supports the third-order nonlinear optical

process of four-wave mixing, where instead of one pump photon, two pump photons annihilate to

generate a photon pair.

In this chapter, we investigate the four-wave mixing process in on-chip integrated waveguides

and resonators, while also quantifying the effect dispersion plays in each of these devices. In addi-

tion, we introduce a novel dispersion engineering method for single-ring resonators and also propose

and demonstrate a tunable method of compensating for dispersion in ring resonators through the

coupling of additional resonator modes.

3.2 Nonlinear optics

Many of the characteristic features of nonlinear optics can be described by a power series

expansion of the polarizability with respect to electric field

~P (~r, t) = εo[χ(1)(~r) ~E(~r, t) + χ(2)(~r) ~E2(~r, t) + χ(3)(~r) ~E3(~r, t) + ...] (3.1)

In general all order of the susceptibilities χ(k) are tensoral in nature and can represent anisotropic

characteristics of their respective materials. In general, if a material has inversion symmetry at near

the atomic scale it will have vanishing second order nonlinearity χ(2). This includes all amorphous

materials and crystals which are centrosymmetric such as silicon [84]. For the purpose of this thesis

we can describe the polarizability as

~P (~r, t) = εo[χ(1)(~r) ~E(~r, t) + χ(3)(~r) ~E3(~r, t)]

~P (~r, t) = ~Plin(~r, t) + ~Pnl(~r, t). (3.2)
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We note that it is possible to obtain a quasi-second order nonlinearity in silicon [150] which could

potentially be used for spontaneous parametric down-conversion, but this requires large a DC field

near the breakdown of many materials and its support of SPDC has not been tested at this time.

Let’s consider the situation where all relevant frequencies will be near the primary input

frequency which we will henceforth refer to as the pump at radial frequency ωp. We will also

consider light at two other frequencies ωs and ωi though at much lower optical powers. We can

now see how the polarizability responds to an electric field comprised of these three modes, by

expanding the electric field into its complex frequency components

~E(~r, t) =
1

2
(~Epe

−iωpt + ~Ese
−iωst + ~Eie

−iωit) + c.c. (3.3)

where c.c. is shorthand for the complex conjugate. The corresponding polarizability contains 22

different frequency components [15]. Considering only frequencies near the input pump frequency

ωp, results in three distinct frequencies: ωp, ωs, and ωi, where we have assumed that 2ωp = ωi +ωs.

Despite containing only three distinction frequencies the nonlinear polarizability ~Pnl(~r, t) contains

contributions from multiple different nonlinear optical processes:

~Pnl(~r, t) =
1

8
εoχ

(3)[(3~Ep|~Ep|2 + 6~Ep|~Ei|2 + 6~Ep|~Es|2)e−iωpt+

(6~Es|~Ep|2 + 6~Es|~Ei|2 + 3~Es|~Es|2)e−iωst+

(6~Ei|~Ep|2 + 3~Ei|~Ei|2 + 6~Ei|~Es|2)e−iωit+

6~Es
~Ei
~E∗pe

−iωpt + 3~E2
p
~E∗i e

−iωst + 3~E2
p
~E∗se

−iωit] + c.c. (3.4)

where the first three terms are due to phase modulation and the last three result from the four-

wave mixing process with a degenerate pump. Here, a degenerate pump refers to the fact that two

identical pump photons are converted to a signal and idler photon pair. Since photon pairs are

generated at power levels much lower than typical laser powers, we can ignore the phase modulation

terms where there is more than one non-pump field term. For example, the phase modulation terms

at the signal frequency ωs can be well approximated as

1

8
εoχ

(3)(6~Es|~Ep|2 + 6~Es|~Ei|2 + 3~Es|~Es|2)e−iωst ≈ 3

4
εoχ

(3)~Es|~Ep|2e−iωst (3.5)
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since

~Es|~Ep|2 � ~Es|~Ei|2 (3.6)

� ~Es|~Es|2. (3.7)

Therefore, the resulting nonlinear polarizability becomes

~Pnl(~r, t) =
1

8
εoχ

(3)[3~Ep|~Ep|2e−iωpt + 6~Es|~Ep|2e−iωst + 6~Ei|~Ep|2e−iωit+

6~Es
~Ei
~E∗pe

−iωpt + 3~E2
p
~E∗i e

−iωst + 3~E2
p
~E∗se

−iωit] + c.c.. (3.8)

Through a Fourier transform we can represent the nonlinear polarization in the frequency domain

~Pnl(~r, ω) such that

~Pnl(~r, t) =
1

2
[~Pnl(~r, ω) + ~P∗nl(~r, ω)] (3.9)

and

~Pnl(~r, ω) = ~Pnl,p(~r) + ~Pnl,s(~r) + ~Pnl,i(~r) (3.10)

where

~Pnl,p(~r) =
1

4
εoχ

(3)[3~Ep|~Ep|2 + 6~Es
~Ei
~E∗p] (3.11)

~Pnl,s(~r) =
1

4
εoχ

(3)[6~Es|~Ep|2 + 3~E2
p
~E∗i ] (3.12)

~Pnl,i(~r) =
1

4
εoχ

(3)[6~Ei|~Ep|2 + 3~E2
p
~E∗s ]. (3.13)

3.3 Four-wave mixing in a waveguide

In general, we can describe the four-wave mixing process in a waveguide by expanding the

electric field into a basis of linear guided modes. Explicitly adding the nonlinear polarizability to

Eq. 2.15, we find

∂

∂z




0 −ẑ×

ẑ× 0






~E

~H


 =




0 ∇t×

−∇t× 0






~E

~H


− ∂

∂t






ε(x, y) 0

0 µo






~E

~H


+



~Pnl

0





 .

(3.14)
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which in the frequency domain is

−i ∂
∂z




0 −ẑ×

ẑ× 0



∑

k=p,s,i



~Ek

~Hk


 =

∑

k=p,s,i






ωkε(~r, ωk) −i∇t×

i∇t× ωkµo






~Ek

~Hk


+ ωk



~Pnl,k

0





 . (3.15)

We now represent the waveguide mode at each frequency as



~Ek

~Hk


 = ak(z)



~ek(x, y)

~hk(x, y)


 = Ak(z)



~ek(x, y)

~hk(x, y)


 eiβkz (3.16)

where |ak(z)|2 = |Ak(z)|2 is the power of each mode k at position z along the waveguide. Note that

in the nonlinear regime we are investigating, the amplitudes Ak(z) have an explicit dependence

on z, whereas in the lossless linear regime of Chapter 2, they were constant. Since the nonlinear

polarizability couples different frequencies, this is no longer the case. Applying the orthogonality

relation given by Eq. 2.20 to Eq. 3.15 we find the spatial coupled mode equations

d

dz
ap(z) = iβpap(z) + iγ|ap(z)|2ap(z) + 2iγa∗p(z)ai(z)as(z) (3.17)

d

dz
as(z) = iβsas(z) + 2iγ|ap(z)|2as(z) + iγa2

p(z)a∗i (z) (3.18)

d

dz
ai(z) = iβiai(z) + 2iγ|ap(z)|2ai(z) + iγa2

p(z)a∗s (z), (3.19)

with

γ ≡
3
16εoωχ

(3)
∫
A∞
|~ep|4da

[1
4

∫
A∞

(~ep × ~h∗p + ~e∗p × ~hp) · ẑda]2
. (3.20)

We have assumed that all three frequencies are near each other such that ω = ωp ≈ ωs ≈ ωi

and that the transverse mode shapes are not significantly different between the three modes. We

can phenomenologically include losses by substituting βk with its complex value βk + iαk. In the

approximation that self- and cross-phase modulation is not significant, the coupled mode equations
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become

d

dz
ap(z) = (iβp − αp)ap(z) + 2iγa∗p(z)ai(z)as(z) (3.21)

d

dz
as(z) = (iβs − αs)as(z) + iγa2

p(z)a∗i (z) (3.22)

d

dz
ai(z) = (iβi − αi)ai(z) + iγa2

p(z)a∗s (z). (3.23)

When working with low conversion rates, such that the pump power, throughout the entire

length of the waveguide, is much larger than the signal and idler mode powers, we can implement

the undepleted pump approximation. In this approximation, a negligible fraction of the pump

power is converted to the signal and idler modes, making it sufficient to model the pump mode’s

spatial dependence in a linear fashion and the pump modal equation becomes

d

dz
ap(z) = (iβp − αp)ap(z). (3.24)

The validity of the undepleted pump approximation can usually be checked by plugging in the

actual parameters in the device under test. For instance, if the resulting analysis determines that

the output power of the idler is a significant fraction of the pump, then the undepleted pump

approximation was likely not valid.

In addition to simplifying to an undepleted pump, we can also consider a sufficiently small

idler, where the idler powers being generated are much smaller than the input signal light, through-

out the length of the waveguide. Therefore, the signal equation, similar to the pump, can be

approximated as linear such that

d

dz
as(z) = (iβs − αs)as(z). (3.25)

Since Eq. 3.24 and Eq. 3.25 model the propagation of the pump and signal modes, respectively,

as a simple linear waveguide mode with loss, their modal amplitudes as a function of propagation

distance, z, are readily found to be

ap(z) = ap(0)e(iβp−αp)z (3.26)

as(z) = as(0)e(iβs−αs)z. (3.27)
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The solution to Equation 3.23 can be found by direct integration to be

ai(L) = e(iβi−αi)L

[
ai(0) + iγa2

p(0)a∗s (0)

∫ L

0
e(αi−αs−2αp)zei∆βz

]
, (3.28)

where we have defined a phase mismatch parameter ∆β as

∆β ≡ 2βp − βs − βi. (3.29)

In this situation we are assuming the initial condition that we have no input idler light such that

ai(0)→ 0 and we find that the small-signal conversion efficiency ηst-fwm,wg for stimulated four-wave

mixing to be

ηst-fwm,wg ≡
Pi,out

Ps,in
≡ |ai(L)|2
|as(0)|2

= (γPpL)2e−(2αp+αs+αi)L

[
sin2 (∆βL/2) + sinh2 [(2αp + αs − αi)L/2]

(∆βL/2)2 + [(2αp + αs − αi)L/2]2

]
. (3.30)

In many situations, the pump, signal, and idler frequencies are very near to each other, such that

their propagation losses are nearly identical. Assuming that the propagation losses are all equal

(i.e., α ≡ αp = αs = αi) the conversion efficiency becomes

ηst-fwm,wg ≡
Pi,out

Ps,in
≡ |ai(L)|2
|as(0)|2

= (γPpL)2e−4αL

[
sin2 (∆βL/2) + sinh2 (αL)

(∆βL/2)2 + (αL)2

]
. (3.31)

In Fig. 3.1 we plot the normalized FWM efficiency,
(
α
γPp

)2
ηst-fwm,wg, versus ∆βL/2 and αL to

demonstrate the dependence on both phase mismatch and loss. At zero phase mismatch, the

normalized conversion efficiency is optimized at a length corresponding αL = ln(3)
2 . We see that

the efficiency in Fig. 3.1(a) and (b) is greatest as the phase mismatch ∆β → 0 and tends to zero

as the phase mismatch gets large.

3.3.1 Dispersion and phase matching in a waveguide

Until now, we have modelled the four-wave mixing process in a waveguide and have found

that the efficieny depends strongly on the phase mismatch parameter ∆β, defined in Eq. 3.29. We
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now investigate the physical origin of this deleterious effect. Reformulating Eq. 3.29 with respect

to the effective index of each mode rather than propagation constants provides the first clue that
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Figure 3.1: (a) The normalized conversion efficiency in a lossy waveguide for stimulated four-wave
mixing (Eq. 3.31) versus waveguide length (scaled by the propagation loss) and phase mismatch
(scaled by the waveguide length, L) demonstrates optimal efficiency at zero phase mismatch. (b)
Plot of efficiency at zero phase mismatch displaying an optimum waveguide length, where loss
becomes dominating the efficiency in waveguides exceeding this length. (c) Conversion efficiency
versus scaled phase mismatch at the optimal waveguide length.
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dispersion is the culprit contributing to the phase mismatch.

∆β ≡ 2βp − βs − βi =
1

c

[
2ωpneff(ωp)− ωsneff(ωs)− ωineff(ωi)

]
(3.32)

Through inspection of Eq. 3.32, it is evident that when the effective indices of the three modes are

equal [i.e., neff(ωp) = neff(ωs) = neff(ωi)], the phase matching condition ∆β = 0 is equivalent to

energy conservation (i.e., 2ωp − ωs − ωi = 0).

If we Taylor series expand the propagation constant β to the 2nd-order in detuning around

the pump frequency ωp we find

β(ω) ≈ βp +
∂β

∂ω

∣∣∣∣
ωp

(ω − ωp) +
1

2

∂2β

∂ω2

∣∣∣∣
ωp

(ω − ωp)2 (3.33)

and therefore the phase mismatch becomes

∆β ≈ −∂β
∂ω

∣∣∣∣
ωp

(ωs + ωi − 2ωp)− 1

2

∂2β

∂ω2

∣∣∣∣
ωp

[(ωi − ωp)2 + (ωs − ωp)2]. (3.34)

Energy conservation sets the signal detuning from the pump, which we will call ∆ω, to be equivalent

to the negative of the idler detuning from the pump such that ∆ω ≡ ωs−ωp = −(ωi−ωp), reducing

Eq. 3.34 to

∆β ≈ −∂
2β

∂ω2

∣∣∣∣
ωp

∆ω2. (3.35)

Since Eq. 3.35 gives the relationship between phase mismatch and signal detuning, we can

investigate the frequency bandwidth of the stimulated four-wave mixing process in a waveguide

for a particular pump frequency with group velocity dispersion ∂2β
∂ω2

∣∣
ωp

. Assuming no losses (i.e.,

α = 0) and substituting the approximate phase mismatch from Eq. 3.35 into the efficiency relation

given by Eq. 3.31, we arrive at

ηst-fwm,wg = (γPpL)2sinc2

(
− 1

2

∂2β

∂ω2

∣∣∣∣
ωp

∆ω2L

)
, (3.36)

where we have used the non-normalized convention for the sinc function [specifically, sinc(x) ≡
sin(x)
x ]. The non-normalized sinc(x) function falls to 3 dB of its peak value when x ≈ ±1.39.
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Therefore, we find that to the second order in detuning, the 3 dB angular frequency bandwidth

∆ω3 dB is

∆ω3 dB ≈

√√√√2.78

L

(
∂2β

∂ω2

∣∣∣∣
ωp

)−1

. (3.37)

From Eq. 3.37, it is evident that to increase the bandwidth of the four-wave mixing process, we can

either decrease the length of the waveguide (though reducing the overall efficiency) or minimize the

group velocity dispersion at the pump frequency.

While it is, in principle, possible to simulate the propagation constant β(ω) in a modesolver

for all frequencies, it is also computationally intensive to do so over the large parameter space of

waveguide geometries. The process of Taylor series expansion of β(ω) around the pump frequency

simplifies the dispersion design process since only the group velocity dispersion at a single frequency

(the pump) is required. Although a very good approximation when the signal detuning ∆ω is fairly

small, analysis following Eq. 3.36 can often lead to misleading results when investigating frequencies

significantly detuned from the pump, for which the expansion approximation is no longer valid. To

increase the model’s accuracy at larger signal detunings we expand the propagation constants for

the signal an idler out to all orders of detuning and find the full formula for the phase mismatch

∆β = −
∞∑

n=2,4,6,...

2

n!

∂nβ

∂ωn

∣∣∣∣
ωp

∆ωn

= −∂
2β

∂ω2

∣∣∣∣
ωp

∆ω2 − 1

12

∂4β

∂ω4

∣∣∣∣
ωp

∆ω4 +O(∆ω6). (3.38)

Since the signal and idler detuning differ in sign, only the even order derivatives of the propagation

constant are relevant to phase matching as explicitly shown in Eq. 3.38. The odd orders derivatives

are still important for finding the exact propagation constants at the detuned frequencies but have

no effect on the phase matching condition.

It is helpful to consider an example to investigate the level of contribution from the different

orders of dispersion. Consider a silicon strip waveguide on a silica slab that is 220 nm thick and

370 nm wide as shown in the inset of Fig. 3.2(a). Fig. 3.2(b) shows the group velocity dispersion

(i.e., ∂2β
∂ω2 ) with a zero crossing at a wavelength of 1558.44 nm. Fig. 3.2(c) shows that there is a
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Figure 3.2: (a) Modesolver simulation of the propagation constant versus frequency for a 220 nm
thick 370 nm wide silicon strip waveguide on a silica slab. (b) Corresponding group velocity disper-
sion displaying a zero crossing at 1558.44 nm. (c) Fourth-order derivative of propagation constant
with respect to angular frequency which contributes to the phase mismatch as described in Eq. 3.38

still a finite fourth-order dispersion term at that zero group velocity dispersion (ZGVD) wavelength

which will contribute to a phase mismatch. Purposely evaluating the approximation in Eq. 3.37
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velocity dispersion (ZGVD) wavelength at 1558.44 nm, (b) corresponding stimulated four-wave
mixing efficiency profile

outside the bounds for which it is valid, we find that pumping at the ZGVD wavelength would

permit an infinite bandwidth, allowing conversion at an arbitrarily large signal detuning as shown

in Fig. 3.3(a). Obviously, this is unphysical and a more precise formulation of the phase mismatch

(i.e., using higher order terms from Eq. 3.38) is required to quantify the four-wave mixing bandwidth

when pumping at the ZGVD wavelength of this structure.

In Fig. 3.3(a), we assume a pump at the ZGVD wavelength of 1558.44 nm and calculate
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Figure 3.4: (a) phase mismatch at pump set to 1550 nm with (b) corresponding efficiency profile
showing that pumping at the ZGVD wavelength does not necessarily result in the largest bandwidth.

the frequency dependence of the phase mismatch approximated by truncating the Taylor series in

Eq. 3.38 to both the 2nd-order and 4th-order in detuning. We also compare the approximations

to the rigorously calculated phase mismatch, found by numerical modesolver simulations of β(ω)

over frequencies from 175 THz to 210 THz. Fig. 3.4(a) presents the same comparison with the

exception of having the pump wavelength set to the center of the C-Band (1550 nm). For both

pumping scenarios, it is evident that the 4th-order expansion in detuning is nearly equivalent to

the rigorous calculation, while the 2nd-order expansion becomes significantly inaccurate at large
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detunings. We compare the corresponding normalized four-wave mixing efficiency versus frequency

plots (i.e., gain profiles) in Fig. 3.3(b) and Fig. 3.4(b). We see that for this particular waveguide,

pumping away from the ZGVD wavelength actually increases the gain bandwidth of the four-wave

mixing process. The increase in bandwidth from pumping at a wavelength with non-zero group

velocity dispersion is a consequence we would not have expected using the 2nd-order expansion

relation found in Eq. 3.37. By blue-shifting the pump a mere 8.44 nm from the ZGVD wavelength

to 1550 nm, the bandwidth is significantly expanded due to the zero crossings of the phase mismatch

at frequencies nearly 10 THz away [Fig. 3.4 (a)], a region of signal detuning where the 2nd-order

expansion could lead one to believe had negligible gain [Fig. 3.3 (b)].

The phase mismatch analysis presented in this section demonstrates the need for careful

consideration of dispersion properties at signal and idler wavelengths significantly detuned from

the pump. When making photon pair sources based on four-wave mixing, it is imperative to

have the photon pairs generated far enough away from the pump in wavelength to facilitate pump

rejection filters with sufficient extinction to detect the photon pairs.

3.4 Four-wave mixing enhancement in a ring resonator: T-matrix

The analysis used for waveguides in the previous section can be extended to model the

corresponding process in a ring resonator [3, 82]. We treat the ring as a section of waveguide with

length L and assume that each mode has the same loss (i.e., α ≡ αi = αp = αs). After applying

the undepleted pump and small-idler approximations, the pump and signal mode propagation are

described by

ap(z) = ap(0)e(iβp−α)z (3.39)

as(z) = as(0)e(iβs−α)z. (3.40)

with corresponding idler equation found from Eq. 3.28 to be

ai(L) = e(iβi−αi)L

(
ai(0) + iγa2

p(0)a∗s (0)
1

i∆β − 2α

[
e(i∆β−2α)L − 1

])
. (3.41)
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Figure 3.5: Schematic of the four-wave mixing transfer matrix (T-matrix) model where we investi-
gate the coupling of power amplitudes propagating around the ring and use the vertically symmetric
convention for the waveguide to ring point coupler.

A characteristic difference between the analysis of resonant and non-resonant four-wave mixing

arises in the boundary condition for the idler amplitude at z = 0. In a straight waveguide, we

assumed the idler amplitude was null at the beginning of the waveguide. The idler light was then

generated along the waveguide’s propagation length. Alternatively, for the steady-state four-wave

mixing condition in a ring resonator, there will be finite idler light present at z = 0 from the

previous round-trips. We use the T-matrix formulation of the directional coupler (Eq. 2.31 and

Eq. 2.32) with cross-coupling power coefficient κ to relate the intra-ring modal amplitudes to the

waveguide bus amplitudes (sk,in and sk,out at the input and output, respectively) by

sk,out =
√

1− κsk,in + i
√
κak(L) (3.42)

ak(0) = i
√
κsk,in +

√
1− κak(L), (3.43)
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where k ∈ {p, s, i}. The analysis is illustrated schematically in Fig. 3.5. Solving for the resonantly

enhanced four-wave mixing efficiency we find

ηst-fwm,ring =
Pi,out

Ps,out
≡
∣∣∣∣
si,out

ss,out

∣∣∣∣
2

= (γPpL)2e−4αL

[
sin2 (∆βL/2) + sinh2 (αL)

(∆βL/2)2 + (αL)2

]
|FEp|4|FEs|2|FEi|2, (3.44)

where |FEk| is the field enhancement (ie., |FEk|2 is the power enhancement given by Eq. 2.35) for

each mode such that

|FEk|2 =
κ

1 + (1− κ)e−2αL − 2
√

1− κe−αL cos (βkL)
. (3.45)

Comparing Eq. 3.44 and Eq. 3.31, we find that the stimulated four-wave mixing efficiency

in a ring resonator with circumference L is equivalent to the efficiency in a waveguide of length L

scaled by a factor, |FEp|4|FEs|2|FEi|2, comprised of the product of the power enhancements of the

three optical modes, such that

ηst-fwm,ring = ηst-fwm,wg|FEp|4|FEs|2|FEi|2. (3.46)

Note, that the factor includes the power enhancement of the pump twice to account for the fact

that the pump is degenerate. As a consequence of Eq. 3.44, we find that the maximum four-wave

mixing efficiency is achieved at the critical coupling condition for each resonance, where the power

enhancements are maximized for a given propagation loss α.

3.4.1 Dispersion and phase matching in a ring

Previously, we investigated the effect dispersion has on the phase matching condition for

four-wave mixing in a waveguide. The formula for stimulated four-wave mixing in a ring resonator

(Eq. 3.44) suggests that dispersion has the additional effect of influencing the power enhancement

of the three interacting modes. When working in the regime where the Q is high enough that

negligible power is lost after a single round trip, we can simplify Eq. 3.44 to

ηst-fwm,ring = (γPpL)2|FEp|4|FEs|2|FEi|2sinc2(∆βL/2). (3.47)
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Note that in this approximation, we only set αL→ 0 in the phase matching component of Eq. 3.44.

Attempting to do so in the power enhancement factors would allow for an unphysical infinite

efficiency, since it would be possible to reduce the coupling κ arbitrarily towards zero and thereby

support an infinite quality factor.

The pump and signal power enhancements are maximized by placing the two laser inputs at

the center of their corresponding resonances. In order to mitigate the effects of dispersion, it is often

convenient to utilize two resonances separated by a single free spectral range (FSR) for the pump

and signal modes. The frequency at which the idler is generated will then be determined by energy

conservation in addition to the the pump and signal input frequencies (ωp and ωs, respectively), such

that ωi = 2ωp − ωs. Therefore, if the two free spectral ranges adjacent to the pump resonance are

equal, the idler will be generated at the peak of its corresponding resonance as shown in Fig. 3.6(a).

However, dispersion (in addition to inducing a phase mismatch) can result in the FSR’s on either

side of a resonance to differ as shown in 3.6(b). We define the “adjacent FSR mismatch” (in Hz)

as

∆νFSR ≡
1

2π

[
(ωp,o − ωs,o)− (ωi,o − ωp,o)

]

≡ 1

2π

(
2ωp,o − ωs,o − ωi,o

)
, (3.48)

where the pump, signal, and idler angular resonance frequencies are ωp,o, ωp,o, and ωp,o, respec-

tively. In the case we are considering, where the pump and signal are on resonance, the energy

matching condition sets the frequency ωi of the generated idler detuned from its corresponding res-

onance by ωi − ωi,o = 2π∆νFSR. Therefore, the power enhancement of the idler mode contributes

an approximately Lorentzian dependence on ∆νFSR to the four-wave mixing efficiency given by

Eq. 3.47.

To quantify the degree to which dispersion affects the spacing of adjacent free spectral ranges,

we expand the resonance mode order m around the pump resonance frequency ωp,o such that we



58
Power Enhancement of Modes for Resonant Four-Wave Mixing

Ring without Dispersion

Ring with Dispersion

equally spaced FSRs
(a)

(b)

unequally spaced FSRs

ωp,o ωs,o

ωs,oωp,oω i,o

ω i,o

∆νFSR2π

ω

ω

P
o

w
e

r 
E

n
h

a
n

ce
m

e
n

t
P

o
w

e
r 

E
n

h
a

n
ce

m
e

n
t

Angular Frequency

Angular Frequency

Figure 3.6: Plots demonstrating the resonant enhancement provide by a ring resonator with corre-
sponding power enhancement for the signal, idler, and pump frequencies illustrated by arrows. (a)
Dispersionless ring with equal adjacent free spectral ranges allowing all modes to be on peak reso-
nance. (b) Ring resonator modelled with dispersion such that the resonances exhibit a significant
difference in free spectral range of ∆νFSR, forcing the idler to be substantially off peak resonance
when the signal and idler enhancements are maximized.

can approximate

m(ω) ≈ m(ωp,o) +
∂m

∂ω

∣∣∣∣
ωp,o

(ω − ωp,o) +
1

2

∂2m

∂ω2

∣∣∣∣
ωp,o

(ω − ωp,o)2. (3.49)

Since the pump mode order is related to the propagation constant β and the ring radius R by

m(ωp,o) = β(ωp,o)R, (3.50)
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we can readily find

∂m

∂ω

∣∣∣∣
ωp,o

= R
∂β

∂ω

∣∣∣∣
ωp,o

=
R

vg(ωp,o)
(3.51)

and

∂2m

∂ω2

∣∣∣∣
ωp,o

= R
∂2β

∂ω2

∣∣∣∣
ωp,o

. (3.52)

Defining the signal resonance such that ωs,o > ωp,o > ωi,o, the difference in signal and pump mode

order is unity (when pump resonance and signal resonance are separated by a single FSR), such

that

m(ωs,o)−m(ωp,o) = 1

≈ R

vg(ωp,o)
(ωs,o − ωp,o) +

1

2
R
∂2β

∂ω2

∣∣∣∣
ωp,o

(ωs,o − ωp,o)2. (3.53)

Similarly, the difference in idler mode order and pump mode order becomes

m(ωi,o)−m(ωp,o) = −1

≈ R

vg(ωp,o)
(ωi,o − ωp,o) +

1

2
R
∂2β

∂ω2

∣∣∣∣
ωp,o

(ωi,o − ωp,o)2. (3.54)

Defining the average of the two adjacent free-spectral ranges νFSR,avg such that

νFSR,avg ≡
1

2π
(ωp,o − ωi,o)−∆νFSR/2

≡ 1

2π
(ωs,o − ωp,o) + ∆νFSR/2 (3.55)

which can be approximated by the FSR in absence of dispersion

νFSR,avg ≈
vg(ωp,o)

2πR
. (3.56)

We evaluate the sum of Eq. 3.54 and Eq. 3.53 and drop all quadratic ∆νFSR terms to give the

approximation of the FSR mismatch [6, 70]

∆νFSR ≡ 2ωp,o − ωi,o − ωs,o ≈ 2πvg(ωp,o)
∂2β

∂ω2

∣∣∣∣
ωp,o

ν2
FSR,avg. (3.57)
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From Eq. 3.57 we find that, to the second order in frequency, the condition for having equal adjacent

free spectral ranges is equivalent to the condition for phase matching (i.e., ∂2β
∂ω2 = 0).

To further simplify Eq. 3.47, we investigate how strongly the four-wave mixing efficiency in a

ring depends on the two different contributions from dispersion (i.e., the effects of phase matching

and FSR matching). Recall that we can approximate the power enhancement near resonance as a

Lorenztian (Eq. 2.59). Assuming the pump and signal are both on resonance our efficiency becomes

proportional to the product of a Lorentzian term (a characteristic property of resonance) and a

sinc2(∆βL/2) term (a characteristic property of phase matching) such that Eq. 3.47 gives

ηst-fwm,ring ∝ sinc2(∆βL/2)
κ

[
(αL+ κ/2)νFSR

]2
+ (2π∆νFSR)2

. (3.58)

We can also assume that the resonator is near the critical coupling condition (i.e., αL ≈ κ/2) to

optimize the power enhancements for each mode and further simplifying Eq. 3.58 to

ηst-fwm,ring ∝ sinc2(∆βL/2)
κ

(2αLνFSR)2 + (2π∆νFSR)2
. (3.59)

To quantify the individual contribution of the two factors in four-wave mixing bandwidth, we

can investigate the 3 dB bandwidth of each of the components. First, we consider the Lorentzian

component

fFSR matching ≡
κ

(2αLνFSR)2 + (2π∆νFSR)2
, (3.60)

where we find that the FSR mismatch ∆νFSR must be

∆νFSR < 2αRνFSR (3.61)

for fFSR matching to be within 3 dB of its dispersionless peak. We relate this condition to the GVD

in Eq. 3.57 to find that the group velocity dispersion must be

∂2β

∂ω2

∣∣∣∣
ωp

<
2

(2πνFSR)2
α. (3.62)

Similarly, we investigate the phase matching term of Eq. 3.59

fphase matching ≡ sinc2(∆βL/2). (3.63)



61

Since sinc2(1.39) ≈ 1/2, we can approximate ∆β at a free spectral range νFSR using Eq. 3.35 to

find

∆βL

2
≈ 1

2

∂2β

∂ω2

∣∣∣∣
ωp

(2πνFSR)22πR < 1.39, (3.64)

which rearranged in terms of group velocity dispersion becomes

∂2β

∂ω2

∣∣∣∣
ωp

<
2

(2πνFSR)2

1.39

2πR
. (3.65)

Comparing the bandwidth given by the FSR mismatch term and the bandwidth given by the phase

matching term (Eq. 3.65 and Eq. 3.62, respectively), we find that if

α� 1.39

2πR
(3.66)

the bandwidth of the total four-wave mixing efficiency is dominated by the FSR matching condition.

Or in other words, fFSR matching varies with frequency much faster than fphase matching. In terms of

waveguide loss in dB/cm, LdB/cm, the relation in Eq. 3.66 becomes

LdB/cm �
0.019

R
, (3.67)

with R in units of meters and LdB/cm = 0.2α/(ln 10) [118].

As an example, we can consider a ring radius of 100µm (much larger than the resonators

we will investigate in this work, which have a radius on the order of ∼10µm) and find that the

waveguide loss must approach 200 dB/cm for the phase matching bandwidth condition to become

significant compared to the FSR matching condition. Silicon photonic waveguides typically exhibit

< 10 dB/cm waveguide propagation loss, confirming that the devices investigated within this work

are well within the regime defined by Eq. 3.67. This simple analysis demonstrates that the design

of dispersion engineered ring resonators is reduced to matching adjacent FSRs, which in turn,

guarantees that the process is adequately phase matched.
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3.5 Four-wave mixing enhancement in a ring resonator: coupling of modes

in time

In the previous section, we determined that the propagation along the waveguide in the ring

introduces little loss on a single round trip and that the phase matching condition over such a short

distance is negligible with respect to the field enhancement reduction caused by dispersion. Since

these assumptions are within the approximations allowed by temporal coupled mode theory which

we found in Section 2.6.1, we now build a simplified model of seeded four-wave mixing. The full

Stimulated Four-Wave Mixing in a Ring Resonator

coupling of modes in time model

energy amplitudes

ap(t )

as(t )

ai(t )

s i,out
sp,out

ss,out
sp,in

ss,in

rp,e
rs,e
ri,e

external coupling 

decay rates

intrinsic loss

decay rates

rp,o

rs,o

ri,o

Figure 3.7: Schematic of the four-wave mixing temporal coupled mode theory model where we
investigate the coupling of energy amplitudes dynamics in time according to Eqs. 3.68, 3.69, and
3.70.

four-wave mixing temporal coupled mode equations are given by [121, 168]

d

dt
ap = (−iωp,o − rp,e − rp,o)ap + 2iωβfwm,pasaia

∗
p + i

√
2rp,esp,in (3.68)

d

dt
as = (−iωs,o − rs,e − rs,o)as + iωβfwm,sa

2
pa
∗
i + i

√
2rs,ess,in (3.69)

d

dt
ai = (−iωi,o − ri,e − ri,o)ai + iωβfwm,ia

2
pa
∗
s + i

√
2ri,esi,in (3.70)

and can be readily found using a similar analysis to that which we used to find the coupling of

modes in space equations in Section 3.3, where use of the temporal form of Maxwell’s equations



63

found in Eq. 2.42 is utilized rather than spatial form of Eq. 2.15. We can assume

βfwm ≡ βfwm,p ≈ βfwm,s ≈ βfwm,i

≡ n2c

n2
SiVeff

(3.71)

where nSi is the linear index of refraction of the nonlinear material (silicon in our case) and Veff is

an effective mode volume.

In the steady state we can take d
dtai → −iωi,

d
dtas → −iωs, and d

dtap → −iωp where ωk is

the frequency of the light in each mode detuned from their corresponding resonance frequency by

∆ωk = ωk−ωk,o, with k ∈ {p, s, i}. To get an idea of the powers involved for different processes we

can see what the energy of pump light |ap|2 in the resonator will be when we have reached powers

above the optical parametric oscillation threshold. To do so we assume that there is no input for

the signal and idler modes, i.e. that si,in = ss,in = 0. Now simply using equations (3.69) and (3.70)

we find that either the device is below threshold (i.e. that as = ai = 0) or that it is above threshold

and the pump energy in the ring is

|ap|2oscil =
1

ωβfwm

√
(rs,tot − i∆ωs)(ri,tot + i∆ωi). (3.72)

It is interesting to note that since the left hand side of Eq. 3.72 is real, when above oscillation

threshold the detunings of the signal and idler must obey

∆ωs

rs,tot
=

∆ωi

ri,tot
. (3.73)

As a consequence, an above threshold optical parametric oscillator with different signal and idler

decay rates can be utilized to asymmetrically distribute the frequency noise of a pump laser [42].

We can now investigate how resonant enhancement improves the efficiency of the four-wave

mixing process. As an example we first consider stimulated four-wave mixing where a seed is

injected into the resonator along with a strong pump beam such that they mix to generate light at

the idler wavelength. As we have seen, dispersion results in adjacent free-spectral ranges differing

by a value we have denoted by ∆ωFSR = 2ωp,o − ωs,o − ωi,o. If we are far below the threshold for
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oscillation we can once again assume that most of the pump light is not converted into the signal

and idler frequency modes, by using the before mentioned undepleted pump approximation. Since,

we are inputing only a seed at ωs and a pump at ωp, we take si,in = 0. The steady-state nonlinear

coupled mode equations then become

d

dt
ap = (−iωp,o − rp,e − rp,o)ap + i

√
2rp,esp,in (3.74)

d

dt
as = (−iωs,o − rs,e − rs,o)as + iωβfwm,sa

2
pa
∗
i + i

√
2rs,ess,in (3.75)

d

dt
ai = (−iωi,o − ri,e − ri,o)ai + iωβfwm,ia

2
pa
∗
s (3.76)

si,out = i
√

2ri,eai. (3.77)

Here we have intentionally treated the dynamics of the signal and idler modes symmetrically (with

the exception of null idler input power) to include coupling from the pump mode and have not

taken the small idler approximation as done previously in Eq. 3.40. We take this small step now,

because later in the next chapter when investigating spontaneous four-wave mixing, there is no

designated signal input and the two modes must be treated identically.

In the steady state the modal equations become

ap =
i
√

2rp,e

−i∆ωp + rp,tot
sp,in (3.78)

a∗s =
−iωβfwm(a∗p)2ai

i∆ωs + rs,tot
+
−i
√

2rs,e

i∆ωs + rs,tot
s∗s,in (3.79)

ai =
iωβfwma

2
pa
∗
s

−i∆ωi + ri,tot
. (3.80)

We can combine the signal and idler equations to find

|ai|2 = |Cthresh|−2 2rs,eω
2β2

fwm|ap|4
(∆ω2

i + r2
i,tot)(∆ω

2
s + r2

s,tot)
|ss,in|2 (3.81)

where

Cthresh ≡ 1− ω2β2
fwm|ap|4

(−i∆ωi + ri,tot)(i∆ωs + rs,tot)

= 1− |ap|4
|ap|4oscil

. (3.82)
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Here the limitations of the undepleted pump approximation become evident. Specifically, if

the pump is strong enough to induce optical parametric oscillation |ap|2 → |ap|2oscil, Cthresh → 0,

and |ai|2 →∞. But as specified before, we are working in the approximation far below threshold,

resulting in Cthresh → 1 and

|si,out|2 = 2ri,e|ai|2

= P 2
pω

2β2
fwm

(
2rp,e

∆ω2
p + r2

p,tot

)2 2rs,e

∆ω2
s + r2

s,tot

2ri,e

∆ω2
i + r2

i,tot

|ss,in|2. (3.83)

Including dispersion and assuming that the pump and signal are placed on their corresponding

resonances the efficiency of the stimulated four-wave mixing process can be written as

ηst,fwm ≡
∣∣∣∣
si,out

ss,in

∣∣∣∣
2

= P 2
pω

2|βfwm|2
(

2rp,e

r2
p,tot

)2 2rs,e

r2
s,tot

2ri,e

(2π∆νFSR)2 + r2
i,tot

, (3.84)

showing that the efficiency has a Lorentzian dependence with respect to the difference in adjacent

free spectral ranges due to dispersion, ∆νFSR.

3.6 Discrete resonance dispersion engineering of ring resonators

In the previous section we found that to dispersion engineer a ring resonator for efficient four-

wave mixing, the difference between two adjacent FSRs in frequency, ∆νFSR, must be minimized.

Previously, we had simply used a second order Taylor expansion of the propagation constant and

found that minimizing the group velocity dispersion is one way of engineering a dispersionless

cavity. In Fig. 3.3 we also observed that the second order expansion was increasingly inaccurate as

the signal and idler are detuned from the pump frequency. Here we present an all-order dispersion

engineering method which takes advantage of the discrete nature of resonance frequencies [47].

Since a waveguide supports a continuum of frequency modes, dispersion engineering entails

minimizing the phase mismatching term ∆β(∆ω)

∆β = 2β(ωp)− β(ωp + ∆ω)− β(ωp −∆ω) (3.85)

over some continuous range of frequency detuning ∆ω. However, a resonant cavity has discrete

frequency modes thereby permitting dispersion engineering over the much smaller bandwidth of a
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resonance linewidth. Instead of performing a Taylor series expansion of the propagation constant β

with respect to frequency, this discrete property of the modes can be used as an advantage in design.

For instance, we can solve numerically for the mode number m(ν) = Rβ(ν) versus frequency for

a given waveguide geometry using a bent waveguide mode solver. This is a monotonic function

provided that we are working in the common case where the group velocity maintains sign. We

can now invert the function to get ν(m) as shown in Fig. 3.8 (b). The mode number here is the

eigenvalue for a mode in a bent waveguide [116] and is only truly a mode number of a resonance

if it is an integer value. To find the difference between adjacent free-spectral ranges versus mode

number, we must only calculate ∆νFSR = 2ν(mp) − ν(mp + 1) − ν(mp − 1). Similarly, we can

extend this analysis to NFSRs free spectral ranges away from the pump resonance and inspect how
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the efficiency changes at these farther detuned resonances by taking the generalization of “FSR

mismatching” to ∆νN-FSRs = 2ν(mp)− ν(mp +NFSRs)− ν(mp−NFSRs). Now we can pick a pump

frequency which is appropriate for the particular application under consideration and then calculate

this parameter for various ring geometries to find a dispersionless design.

We note that even if we find a geometry with our calculated ∆νFSR = 0 for a given pump

frequency, we have not guaranteed that that particular pump frequency is actually on resonance

with a mode of the cavity. In fact, absolute knowledge of the resonance frequency of a ring resonator

is almost never possible due to the sensitivity of fabrication imperfections. In this case, a tunable

ring via a thermo-optic heater may be helpful to ensure pumping at exactly the pump frequency

intended with minimal effect on the dispersion properties of the device.

As an example, we simulate using this procedure the single FSR resonance frequency mis-

match ∆νFSR for an oxide-cladded silicon ring of thickness 220 nm at a pump wavelength of 1550 nm.

We simulate this parameter for widths from 380 nm to 600 nm and ring radii from 3 to 12 microns
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as shown in Fig. 3.9. At large radii the waveguide width for a dispersionless design stays fairly

constant at 420 nm and 600 nm. However, at radii shorter than ≈ 6µm, the dispersion induced by

the mode shape deformation from the sharp bending begins to dominate and the zero dispersion

width becomes much more sensitive to ring radius.

3.7 Tunable coupled-mode dispersion compensation

We have looked at simulating a parameter space of a ring resonator geometry to find the

dimensions which are most supportive of phase matching and the four-wave mixing process. How-

ever, there is also no guarantee that the process used to fabricate the photonic devices supports

a ring resonator geometry that has a dispersionless design. Alternatively, a process may support

a dispersionless design but at a free spectral range which is not suitable to a certain application.

For instance, this type of design can impose severe restrictions on the wavelength and mode vol-

ume. Furthermore, once a dispersionless design is set by a particular geometry, it is fixed. There

are many applications which benefit from the ability to tune the amount of dispersion within the

ring resonator. For instance, although we had not included the effects of phase modulation in the

analysis of the devices we have been investigating due to the low powers involved, other applica-

tions such as wavelength conversion, optical parametric oscillation, and optical frequency combs

require higher powers where it is necessary to account for these effects. The different strength of

self-phase modulation (SPM) and cross-phase modulation result in an intensity dependent phase

matching condition (or equivalently an intensity dependent effective dispersion). Therefore if we

would like one of these higher power devices to operate over a wide range of input powers, it would

be beneficial to actively tune the dispersion properties to account for different applications. In this

section we investigate a method for achieving tunable dispersion compensation.

3.7.1 Coupled resonator modes and frequency splitting

In Section 3.4.1 we found that satisfying the phase matching condition in a ring resonator

reduces to constructing a resonator with equal (in frequency) adjacent free spectral ranges. Rather
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than exclusively tailoring a ring’s geometry based on its dispersive properties, here we investigate

the possibility of designing a ring resonator without any regard for dispersion or phase matching

until the very end of the design process. Instead, the initial steps in designing the four-wave mixing

device can be concerned with optimizing other parameters and then compensating for dispersion

as a last step. For instance, a particular FSR or pump wavelength may be restricted by a specific

application. To optimize efficiency it would also be advantageous to maximize the tradeoff between

high quality (Q) factor and small mode volume found in Eq. 3.84. Then after these parameters

have all been set, we would like to determine the “FSR mismatch” and simply apply a physical

process to compensate for this effect.

Such a mechanism is available through the coupling of resonator modes [48]. Consider two

resonant modes represented by the amplitudes a1 and a2, with uncoupled resonant frequencies

denoted by ωo + δωo and ωo − δωo, respectively, with identical decay rates ro. We can formulate

the dynamics of such a structure by the coupled mode equations [58, 138]

d

dt
~a = −i ¯̄ω · ~a+ i ¯̄µ · ~a (3.86)

where

¯̄ω =



ωo + δωo − iro 0

0 ωo − δωo − iro


 (3.87)

and

¯̄µ =




0 µ12

µ21 0


 . (3.88)

The coefficients µ12 and µ21 represent the strength at which energy couples between the modes and

are constrained by energy conservation to obey µ12 = µ∗21. In the lossless case where µ12 is real, we

can define the parameter µ such that µ ≡ µ12 = µ21.
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Steady state solutions of Eq. 3.86 can be found where the eigenmodes of the system are

~a+ =
1

C




1
√
µ2+δω2

o−δωo

µ


 (3.89)

~a− =
1

C



−
√
µ2+δω2

o−δωo

µ

1


 (3.90)

where C is a normalization constant. The corresponding eigenfrequencies are

ω+ = ωo − iro +
√
µ2 + δωo (3.91)

ω− = ωo − iro −
√
µ2 + δωo. (3.92)

It is convenient to evaluate Equations 3.89 to 3.92 in the limits of degenerate resonances (δωo =

0). In this situation, the supermodes contain equal energy in each resonance with a symmetric

supermode ~a+ = (1, 1)T /
√

2 and an antisymmetric supermode ~a+ = (1,−1)T /
√

2, separated in

frequency by 2µ. This frequency splitting is a defining characteristic of mode coupling and when

weak can be used to create a 2nd-order filter response [86], while stronger splitting can create two

distinct Lorentzian shaped resonances. Note that in the regime where the two resonances differ

greatly in frequency (i.e., δωo � µ), the resonances behave as though they are not coupled, such
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Figure 3.10: (a) Proposed resonator geometry of two differently sized coupled cavities with corre-
sponding uncoupled resonance frequencies (b) that are not energy matched due to dispersion.
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that the eigenfrequencies approach their uncoupled resonance frequencies (ω± → ωo + δωo − iro)

and the energy in the supermodes becomes primarily concentrated in a single ring [~a+ = (1, 0)T

and ~a− = (0, 1)T ]. In Fig. 3.10(a) we illustrate the coupling of two resonances where the resonance

frequency of one is tuned across the other.

Since mode coupling can shift a resonance frequency, we now consider the possibility of

strategically translating (in frequency) one of the three modes present in four-wave mixing for

compensating dispersion and thereby enabling phase matching. We first consider which resonance

modes and what underlying physical process for mode coupling is best suited to fit this application.

Within a single-ring resonator there are at least two relatively simple ways of creating degenerate

(in frequency) resonant modes that can then be coupled. First, counter propagating modes in an

ideal ring resonator are degenerate and therefore can be strongly coupled by introducing scatterers

such as a bragg grating within the ring [91]. Another option, is engineering a degeneracy between

two resonant modes of different polarizations such as a TE and TM mode [120]. These modes

can similarly be coupled by perturbations to the ring. Unfortunately both of these options leave

little control over each individual mode as any perturbation to one of the modes will unintentionally

uncoupled cavities
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Figure 3.11: (a) Proposed resonator geometry of two differently sized coupled cavities with corre-
sponding uncoupled resonance frequencies (b) that are not energy matched due to dispersion. (c)
Coupling results in frequency splitting at a single FSR allowing energy matching between three
resonances (d) Supermode of split resonance spans both rings [48].
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affect its degenerate counterpart. This makes it nearly impossible to reliably control the strength of

frequency splitting, an important factor for creating a tunable dispersion compensating mechanism.

Here, we propose and demonstrate mode coupling between two distinct side-coupled ring

resonators [48]. Since the degenerate uncoupled modes in this situation are spatially separated in

two different resonators, we can actively tune one with respect to the other with low cross-talk to

the other mode. If the two resonators are identical as illustrated in Fig. 3.10(b), they would have

identical free spectral ranges, and therefore the mode coupling would occur at all resonances. To

localize the mode coupling to the single mode order which we wish to split, we use ring resonators

with slightly different radii, resulting in mismatch FSRs. A schematic of the proposed method of

operation is illustrated in Fig. 3.11. The four-wave mixing occurs in a “primary cavity” which is

the smaller ring to maximize efficiency. A slightly larger ring resonator, which we refer to as the

“auxiliary cavity”, can then be tuned to interact with the idler mode and split the resonance just

enough to compensate for the “FSR mismatch” caused by dispersion.

The concept was experimentally demonstrated in a silicon microring system fabricated in a

silicon-on-insulator platform with a 220 nm thick silicon device layer, a 2µm buried oxide, and a

5 mm

auxiliary
cavity

primary 
cavity

heater

5 mm

Figure 3.12: Optical micrograph of fabricated tunable coupled-mode dispersion compensation de-
vice [48] fabricated through ePIXfab Multi-Project Wafer shuttle runs. A resistive gold microheater
was fabricated at the Colorado Nanofabrication Laboratory (CNL).
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1µm thick silica overcladding. The fabricated device consists of a primary and auxiliary ring with

3.5µm and 3.61µm radius respectively [Fig. 3.12]. The primary ring has a measured 27 GHz “FSR

mismatch” due to dispersion (∆νFSR). The device includes an additional auxiliary waveguide bus

which is very weakly coupled for device characterization. A resistive heater for thermal tuning

was fabricated above the auxiliary cavity on the silica overcladding using contact photolithography.

Fig. 3.13 shows the passive (low power) spectral responses of the through port of the primary ring

for a range of heater powers. In Fig. 3.14 we plot the center of the four relevant resonances over

a range of heater powers. As the heater power on the auxiliary ring is reduced the unused mode

begins to overlap with idler mode where they couple and frequency splitting occurs.

Maximum mode splitting occurs at a heater power of 43 mW. The heater power at which

optimum dispersion compensation (∆νFSR = 0) occurs was found to be 44.3 mW as shown in

Fig. 3.14(a). The auxiliary resonance (labeled as the “unused” mode in Fig. 3.14(a) at high heater

powers and the idler mode at low heater powers) shows a strong dependence on heater power. A

linear fit provides a thermal tuning efficiency of approximately 0.11 nm/mW. The pump and signal

resonance frequencies also vary slightly over the range of heater power due to thermal crosstalk,

which is fit to be about five times less efficient at 0.02 nm/mW. Fig. 3.14(b) shows the difference

in free-spectral range over the same range of heater powers. This is then fitted to the coupling of

modes in time model (Eq. 3.86) and shows strong agreement with the model.

Seeded FWM was then demonstrated at a range of heater powers spanning from 30 to 70 mW

as shown in Fig. 3.16. At each heater power, the pump and signal wavelengths were subsequently

tuned to optimize conversion efficiency to account for slight changes in the absolute resonance

frequency of each mode due to thermal crosstalk and temperature variations. To achieve high

pump power, a tunable telecom single frequency laser was amplified by an erbium-doped fiber

amplifier (EDFA) followed by two cascaded 5 nm wide band-pass filters to remove most of the

EDFA’s amplified spontaneous emission noise.

Each measurement was performed with an estimated on-chip pump power of 8.7 dBm and

signal power of −14.9 dBm in the waveguide bus. A peak FWM efficiency of −37.9 dB, correspond-
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Thermal Tuning of Passive Spectra 
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Figure 3.13: Example transmission spectra of the coupled cavities for heater powers of 35 mW,
43 mW, 50 mW, and 57 mW. At a heater power of 57 mW a small transmission dip due to the
auxiliary ring is evident at a frequency less than the idler resonance frequency. As the heater power
is reduced to 43 mW strong mode coupling at the idler resonance is displayed [48].

ing to a generated idler power of −52.8 dBm in the waveguide, was found at a heater power of

42.1 mW. The output to the optical spectrum analyzer (OSA) for this particular result is shown

in Fig. 3.15. The device exhibits dispersion compensation leading to 8 dB of enhancement of the

FWM efficiency from the uncoupled case as shown in Fig. 3.16. Due to the aforementioned thermal

crosstalk of the heater, the wavelengths of the pump, signal, and idler varied by ∼1 nm across the

tuning range, centered around 1550 nm, 1524 nm, and 1578 nm respectively. This corresponds to

FWM across an FSR of 3.334 THz (∼27 nm) which is, to the best of our knowledge, the largest

FSR in a silicon resonator demonstrated to support FWM. The efficiency dependence predicted

from the measured idler linewidth and passively measured detuning (∆νFSR) shown by the blue

line in Fig. 3.16 according to Eq. 3.84, normalized to the −37.9 dB peak efficiency.

We note that the maximum FWM efficiency was found to be at a heater power different

than one would predict from the passive spectra (42.1 mW vs 44.3 mW). We attribute this to the

aforementioned nonlinear shift ∆νNL at the higher pump powers used during FWM. It is well known

that XPM is a factor of 2 larger than SPM due to wavelength degeneracy [4]. This effectively shifts

the signal and idler modes further down in frequency than the pump mode causing additional FSR
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Figure 3.14: (a) Plot of the center frequency for each of the four relevant resonances over the range
of heater powers applied. At 44.3 mW, the signal and idler resonances are equally spaced from
the pump resonance, thereby demonstrating dispersion compensation. (b) Measured difference in
adjacent free spectral range with heater power. The blue line is a fit to the data using temporal
coupled mode theory and the dashed red line is the same line shifted up by 6 GHz to represent the
combined effect of self- and cross-phase modulation [48].

mismatch to that caused by dispersion. The red dashed line in Fig. 3.14(b) shows the estimated

∆ν with the additional ∆νNL ≈ 6 GHz shift resulting in a much better fit to the measured data as

shown in Fig. 3.16.

We note, specific to our resonator configuration, that the assumption that the FWM co-

efficient βfwm in the coupled mode equations is independent of ∆ν is not rigorously valid, since
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Figure 3.15: OSA output spectrum of highest efficiency (-37.9 dB) seeded four-wave mixing mea-
surement. Dashed lines represent the corresponding powers of each mode in the waveguide. The
actual values of the spectrum peaks for the pump and signal modes are reduced by the resonance as
well as loss due to outcoupling through a grating coupler. Alternatively, the ilder mode experiences
little loss from the resonance since it is generated within the ring and only experiences loss on
transmission through the grating coupler [48].

the idler mode becomes distributed across both cavities as the dispersion compensating frequency

splitting occurs and the mode is more or less hybridized as a result [Fig. 3.11(d)]. However, we

argue that the FWM coefficient can, at most, be reduced to 1/
√

2 that of the uncoupled state

(assuming maximally split idler supermodes are needed to compensate the dispersion). This is a

much slower dependence than the Lorentzian rolloff in the stimulated efficiency relation (equation

in previous section) and therefore can be ignored for understanding the underlying physics of the

system. However, the reduced mode overlap does imply that this form of dispersion compensation

can reduce the total efficiency to 1/2 that of a single dispersionless resonator of the same size as

the primary cavity (while noting that a dispersionless design of the same mode volume and Q may

not be possible). This may be a necessary trade-off and small price to pay to gain a small mode

volume and large FSR, enabling broadly separated signal and idler and potentially higher overall

conversion.
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Figure 3.16: Measured converted efficiency versus heater power demonstrating tunable dispersion
compensation. The blue line represents the expected efficiency from a model ignoring the effects of
phase modulation while the red dashed line takes these effects into account and exhibits a stronger
fit [48].

3.8 Conclusions

In this chapter we have described the origin of the four-wave mixing process through the

nonlinear polarizability which is proportional to the cube of the applied electric field. We have

analyzed the properties of four-wave mixing in a waveguide and described the important effect

of phase matching and dispersion. In a ring resonator, we found that dispersion also results in a

phase mismatch, but more importantly creates an asymmetry between adjacent free spectral range,

thereby greatly reducing the stimulated four-wave mixing efficiency. While this condition is more

restrictive than phase matching, it allows for the implementation of a novel design process which

we described in Section 3.6.

In Section 3.7 we proposed and demonstrated a tunable mode coupling approach to disper-

sion compensation and phase matching in resonant four-wave mixing systems. We demonstrated

resonant four-wave mixing across the largest FSR to our knowledge in silicon using a proposed
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dual-cavity device designed to compensate dispersion through structural degrees of freedom. Hav-

ing a large frequency separation between the pump and signal/idler modes can be advantageous

for photon pair sources where significant pump rejection is required to remove the input light from

the generated photons. We note also that the dispersion control demonstrated has multiple addi-

tional advantages. For instance, in applications such as heralded photon sources where additional

signal-idler modes are undesirable, our configuration can be used to avoid generating extra comb

lines. Compensating only one resonance will result in all other FSRs not being energy matched

and therefore prevent additional signal-idler modes. On the contrary, this device can benefit the

generation of a comb in an already dispersionless cavity by compensating the deleterious effect

of differential SPM and XPM on the pump mode in an otherwise equispaced comb. This would

address an important problem in comb design. In fact, since the original publication of this work

[48] where the concept was first demonstrated, it has been subsequently used utilized by others to

control the dynamics of the frequency comb generation process, including repetition rate selection

and mode locking [164].



Chapter 4

Quantum regime: Photon pair generation and CMOS integration

4.1 Introduction and background

In the previous chapter, the classical description of four-wave mixing (FWM) provided sig-

nificant insight into the design considerations needed for efficient operation. However, our ultimate

goal is to produce and measure quantum correlated photons generated from this process and there-

fore we need to establish a mathematical description of the spontaneous FWM process in absence of

an injected signal. In this chapter we will see how vacuum fluctuations “seed” the FWM interaction

in a resonator.

In addition, we present the implemention a photon pair source on a chip fabricated in an

advanced CMOS microelectronics process. By demonstrating that a commercial fabrication process

which currently mass produces billions of interconnected electrical components can support the

construction of a quantum correlated photon pair source, we provide a significant step towards

future large-scale quantum photonic technologies. In four-wave mixing, two pump photons are,

to a good approximation, instantaneously annihilated while a signal and idler pair are created,

making the generated photons strongly correlated in time and energy. This correlation in time is

the principle which allows for the construction of a heralded single photon source, where measuring

one of the photons of the pair can inform the experimenter that another photon has been “prepared”

(or heralded) for an experiment.
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4.2 Theory

As we reviewed in Section 2.6.3, in order to treat the four-wave mixing process at the quantum

level we must work with creation and annihiliation operators in the place of the previous modal

amplitudes. Since the pump will, for all intents and purposes in this thesis, be a classical coherent

state we can keep its description identical to before, where the modal amplitude ap(t) is a classical

complex number. The pump mode is normalized such that |ap(t)|2 is the classical energy (in

Joules) of the pump light distributed throughout the resonator. Since the pump is kept classical,

the formulation can be referred to as a “semi-classical” formulation. On the other hand, since the

signal and idler modes have vacuum input into the resonator, their mode dynamics must be treated

quantum mechanically. The amplitudes of the signal and idler modes are operators âs(t) and âi(t)

normalized such that â†s(t)âs(t) = N̂s(t) and â†i (t)âi(t) = N̂i(t), where N̂s(t) and N̂i(t) are the

photon number operators of the signal and idler cavity modes, respectively. To find the expected

value of photons in the corresponding resonator modes at a given time t, one simply calculates

expected signal photons in resonator = 〈N̂s(t)〉 = 〈a†s(t)as(t)〉 (4.1)

expected idler photons in resonator = 〈N̂i(t)〉 = 〈a†i (t)ai(t)〉 . (4.2)

We can mathematically describe the process of spontaneous four-wave mixing in a res-

onator with coupled differential equations very similar to the classical coupled mode equations

of Eqs. 3.68, 3.69, and 3.70. The corresponding quantum formulation for the dynamics of the

signal and idler modes are

d

dt
âs(t) = (−iωs,o − rs,o − rs,e)âs(t) + iωβfwma

2
p(t)â†i (t) + i

√
2rs,on̂s,in(t) + i

√
2rs,eŝs,in(t) (4.3)

d

dt
âi(t) = (−iωi,o − ri,o − ri,e)âi(t) + iωβfwma

2
p(t)â†s(t) + i

√
2ri,on̂i,in(t) + i

√
2ri,eŝi,in(t), (4.4)

where n̂s,in(t) and n̂i,in(t) are the quantum Langevin source terms due to loss for the signal and idler

modes, respectively and ŝs,in(t) and ŝi,in(t) are the Langevin source terms due to the waveguide

input coupling for the signal and idler modes, respectively. The resonance frequencies (ωs,o and

ωi,o) and decay rates due to intrinsic loss (rs,o and ri,o) and external coupling (rs,e and ri,e), and the
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four-wave mixing coefficient βfwm are identical to those used in the classical coupled mode equations

of Eq. 3.69 and Eq. 3.70.

Note that noise from the vacuum states of the environment can couple into the resonator

through the input waveguide channel as well as through loss channels such as roughness scattering

or bending loss. The mode operators obey the commutation relations:

[âk(t), â†k′(t
′)] = δk,k′δ(t− t′) (4.5)

[ŝk,in(t), ŝ†k′,in(t′)] = δk,k′δ(t− t′) (4.6)

[n̂k,in(t), n̂†k′,in(t′)] = δk,k′δ(t− t′). (4.7)

The quantum Langevin equations of Eq. 4.3 and Eq. 4.4 can be found from a phenomenological

Hamiltonian

Ĥ = Ĥlinear + ĤFWM (4.8)

where

Ĥlinear =
∑

k=p,s,i

{
~ωkâ

†
k(t)âk(t) + ~

∫
ωŝ†k(ω)ŝk(ω)dω

+ i
~√
2π

∫
[κk,eŝk(ω)â†k(t)− κ∗k,eâk(t)ŝ†k(ω)]dω

+ i
~√
2π

∫
[κk,on̂k(ω)â†k(t)− κ∗k,oâk(t)n̂†k(ω)]dω

}
(4.9)

and

ĤFWM = −~χ[â2
p(t)â†s(t)â

†
i (t) + â†2p (t)âs(t)âi(t)] (4.10)

with the input and output operators defined in the way described in Chapter 2 and χ defined as

χ ≡ ωβfwm, (4.11)

where ω ≡ ωp ≈ ωs ≈ ωi.

The pump mode can be described classically and once again we will work in the undepleted

pump approximation

d

dt
ap(t) = (−iωp,o − rp,o − rp,e)ap(t) + i

√
2rp,esp,in(t). (4.12)
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Despite later assigning vacuum input for the signal and idler mode, we need to include

corresponding quantum Langevin noise sources n̂k,in(t) and ŝk,in(t) due to the intrinisic loss and

the external coupling to the waveguide bus, respectively. The output operators in the waveguide,

ŝs,out(t) and ŝi,out(t), are related to the Langevin sources and the cavity modes by

ŝs,out(t) = ŝs,in(t) + i
√

2rs,eâs(t) (4.13)

ŝi,out(t) = ŝi,in(t) + i
√

2ri,eâi(t). (4.14)

4.2.1 Generated photon flux with CW pump

Solving equations (4.3)-(4.4) can be achieved by a transformation to the frequency domain by

a Fourier transform f̂(ω) = 1√
2π

∫
f̂(t)eiωtdt with corresponding inverse Fourier transform f̂(t) =

1√
2π

∫
f̂(ω)e−iωtdω. After Hermitian conjugation of the signal equation, the coupled mode equations

for the signal and idler lead to the steady state solutions

â†s =
(−i
√

2rs,on̂
†
s,in − i

√
2rs,eŝ

†
s,in − iχa∗2p âi)

i(ωs − ωs,o) + rs,o + rs,e
(4.15)

âi =
(i
√

2ri,on̂i,in + i
√

2ri,eŝi,in − iχa2
pâ
†
s)

−i(ωi − ωi,o) + ri,o + ri,e
, (4.16)

where for clarity we have dropped the notation of frequency dependence of all variables with

the understanding that all operators and amplitudes henceforth are in the frequency domain (i.e.

âi(ωi)→ âi, etc.) unless explicitly noted. Defining Ωk,o ≡ ωk − ωk,o and rk,tot ≡ rk,o + rk,e we find

the idler mode annihilation operator

âi = C−1
thresh

[−χa2
p(
√

2rs,on̂
†
s,in +

√
2rs,eŝ

†
s,in)

(−iΩi,o + ri,tot)(iΩs,o + rs,tot)
+
i
√

2ri,eŝi,in + i
√

2ri,o
ˆn, ini

−iΩi,o + ri,tot

]
, (4.17)

where

Cthresh ≡ 1− χ2|ap|4
(−iΩi,o + ri,tot)(iΩs,o + rs,tot)

. (4.18)

It can be seen that as pump power is increased, Cthresh → 0 and âi approaches infinity which is

unphysical. This is due to the assumption of an undepleted pump. Cthresh = 0 can simply be

interpreted as the same threshold condition for parametric oscillation we found in Eq 3.82. In the
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spontaneous regime which we are considering Cthresh is essentially unity. With Cthresh = 1 we find

an expression for the idler output operator of

ŝi,out = (1− 2ri,e

−iΩi,o + ri,tot
)ŝi,in −

√
2ri,e

√
2ri,o

−iΩi,o + ri,tot
n̂i,in

+
−i
√

2ri,eχa
2
p(
√

2rs,on̂
†
s,in +

√
2rs,eŝ

†
s,in)

(−iΩi,o + ri,tot)(iΩs,o + rs,tot)
. (4.19)

We now consider the idler photon spectral photon flux operator ŝ†i,outŝi,out. Therefore we can now

find the average idler photon flux Ii = 〈ŝ†i,out(t)ŝi,out(t)〉 (i.e. idler photons in the output waveguide

per second) as

Ii =
1

2π

∫∫
〈ŝ†i,out(ωi)ŝi,out(ω

′
i)〉 ei(ωi−ω′

i)tdωidω
′
i. (4.20)

All cross terms are zero since 〈n|n′〉 = 0 for n 6= n′. We also know from our initial conditions that

〈ŝ†i,in(ωi)ŝi,in(ω′i)〉 = 〈n̂†i,in(ωi)n̂i,in(ω′i)〉 = 0, (4.21)

since the inputs at the idler frequency are vacuum and any thermal excitation of the noise fields

would be far below optical frequencies at room temperature [60]. Energy conservation requires

Ωs,o = ∆ωFSR − Ωi,o where ∆ωFSR = 2ωp,o − ωs,o − ωi,o is the radial frequency offset of the

adjacent FSRs due to dispersion and where we have assumed that the pump is on resonance (i.e.,

ωp = ωp,o). With the use of the commutation relations we find the spectral flux density (defined

to be the number of photons per second per unit frequency) of the generated idler photons in the

output waveguide

Si,out(Ωi,o) = 〈ŝ†i,out(ωi)ŝi,out(ωi)〉 =
4ri,ers,totχ

2|ap|4
(Ω2

i,o + r2
i,tot)[(Ωi,o −∆ωFSR)2 + r2

s,tot]
(4.22)

with a total idler photon flux of Ii,out = 1
2π

∫∞
−∞ Si,out(Ωi,o)dΩi,o. From Eq. 4.22 we see that the

spectrum of photons leaving is actually a Lorentzian squared and that they, in fact, become more

narrow band in frequency with larger dispersion.

Integrating Eq (4.22) over all frequencies Ωi,o gives the idler photon flux in the output of the

waveguide as

Ii,out = ω2β2
fwmP

2
p

2ri,e

ri,tot

(
2rp,e

r2
p,tot

)2 rs,tot + ri,tot

∆ω2
FSR + (rs,tot + ri,tot)2

, (4.23)
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where we assume the pump is on resonance. The equation for Ii is the expectation value for the

number of idler photons per second in the output waveguide but not yet a full measure of the

number of photon pairs in the output since not all of the corresponding signal photons necessarily

make it to the output waveguide. Since the decay rates determine the proportion of photons that

were generated in the cavity which make it to the intended output waveguide, we can use these to

formulate an escape efficiency for each mode. Therefore the escape efficiency of the signal photons

ηesc,s = rs,e/rs,tot is the probability that a signal photon in the resonator couples to the output

waveguide. At critical coupling rs,tot = 2rs,e and the escape efficiency is 50%. Since we expect Ii,out

idler photons per second in the output waveguide, we expect the rate of idler photons which also

have a corresponding signal photon (which we will call Icoinc, since it refers to the flux of coincident

photons in the output waveguide) to be related to the escape efficiency of the signal photons by

Icoinc = ηesc,sIi (4.24)

and similarly

Icoinc = ηesc,iIs. (4.25)

For the total expected photon flux of coincident (photons that are still travelling in pairs in

the waveguide), we find

Icoinc = ω2β2
fwmP

2
p

2ri,ers,e

ri,totrs,tot

(
2rp,e

r2
p,tot

)2 rs,tot + ri,tot

2π∆ν2
FSR + (rs,tot + ri,tot)2

. (4.26)

In deriving Eq. 4.26, we first solved for the photon flux in the waveguide of the idler photons

and multiplied by the escape efficiency of the signal photons. This was an arbitrary decision, and

performing the same derivation in terms of the signal flux multiplied by the idler photons’ escape

efficiency should provide an identical result. As a sanity check, we can confirm that Eq. 4.26 is

invariant under the exchange of subscripts denoting the signal and idler resonances (i.e. substituting

ri,e ↔ rs,e and ri,out ↔ rs,out). We note that Eq. 4.26 for the coincidence rate was first formally

derived by Vernon et al. [155] soon after Helt et al. [63] derived the rate in the special case that

the resonator is lossless.



85

Eq. 4.26 also demonstrates that the efficiency of the four-wave mixing process (this time

described by the pair generation rate) has a Lorentzian dependence upon the “FSR mismatch”

∆νFSR caused by dispersion. In the spontaneous four-wave mixing case, however, the Lorentzian

linewidth is the sum of the total decay rates of the signal and idler, rather than just the idler

decay rate as we found in Eq. 3.84. This difference arises due to the fact that spontaneous four-

wave mixing process is seeded by vacuum fluctuations with spectral content spanning across the

entire signal resonance linewidth, whereas in the classical case we assumed that the signal was a

monochromatic seed set to the center of the resonance.

4.3 Implementation in advanced CMOS

Recently, monolithic integration of classical photonics in commercial CMOS processes has

been pursued in the context of enabling energy efficient optical interconnects between processors

and memory [9] resulting in the demonstration of a chip-to-chip optical link [139] and the first

single chip microprocessor to communicate directly using light [141]. The IBM 12SOI 45 nm CMOS

process [81], has proven to be a particularly well-suited platform for integration of photonic devices

alongside millions of transistors [110] and has enabled the control of photonic components by on-

chip digital electronics for an optical transmitter and receiver [49]. High-performance classical

photonic components such as 5 fJ/bit modulators [130], record tuning-efficiency filters [158], and

highly efficient fiber-to-chip grating couplers [157, 104] have also been demonstrated in this CMOS

process. Furthermore, microelectronic circuits in the 45 nm SOI CMOS process used here have

been shown to operate at cryogenic temperatures down to 4 K [152], potentially enabling additional

integration with cryogenically cooled quantum systems at liquid Helium temperatures.

While there has been much interest in implementing photon pair sources and systems into

“CMOS-compatible” platforms to benefit from some of the proven fabrication techniques of the

microelectronics industry, many of these demonstrations have relied on processes which are not

compatible with fabrication in CMOS foundries such as electron-beam lithography and custom

silicon device layer thicknesses, which are typical in silicon photonics research and low-volume
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fabrication but are incompatible with advanced (sub-100 nm) CMOS transistors. This departure

from standard CMOS processes has prevented monolithic integration of electronics and quantum

photonics on a single chip. While utilization of CMOS materials and fabrication processes offer

certain processing benefits, until now, monolithic integration of quantum photonic sources within

a microelectronics platform had not been investigated. Owing to the potential speed, energy, and

temperature requirement for electronic control circuits in quantum photonic integrated systems,

we investigate the demonstration of a CMOS monolithic photon pair source.

4.3.1 Device design

As a photon pair source we use a microring-resonator [Fig. 4.2] fabricated in the crystalline

silicon (c-Si) CMOS layer typically used for the body of a MOSFET transistor [Fig. 4.1(a)]. The

fabrication is performed within a CMOS foundry without any processing changes while maintaining

compliance with the existing CMOS design rules. Upon delivery from the foundry, the silicon

handle wafer is removed as a post-processing step, via a XeF2 etch as described in [110], to provide

confinement for the optical mode since the buried oxide layer (<200 nm) is not sufficiently thick to

prevent optical leakage into the silicon substrate. This single post-processing step has been shown
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Figure 4.1: (a) Schematic of a typical transistor composed of a crystalline silicon (c-Si) body and a
polysilicon gate. (b) Cross-section illustration of the microring-resonator pair source showing how
the sub-100 nm c-Si transistor body layer can be used to confine light after removal of the Si handle
wafer. The fundamental resonator mode contours are superimposed in red to illustrate how the
majority of the modal field extends into the cladding.
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Top Side Bottom Side

Figure 4.2: (a) Optical micrograph of the top-side of the CMOS chip showing the various backend
metals. (b) The corresponding optical micrograph of the bottom of the CMOS chip, with silicon
device layer visible, and zoom-in (c) of the ring-resonator photon pair source and grating couplers
[46].

to preserve integrated transistor performance characteristics to within 5% [110]. We note that the

sub-100 nm thick1 crystalline silicon guiding layer is too thin to fully confine light vertically, and

results in a significant portion of the optical mode extending into the SiN and SiO2 claddings as

shown in Fig. 4.1(b). This not only confines a smaller fraction of the modal power within the

silicon core, the dominant Kerr medium, but also prevents the design of a resonator with zero

group velocity dispersion, as we show.

When a degenerate pump beam is tuned on resonance, adjacent resonances are intrinsically

momentum matched but dispersion results in a difference between adjacent free-spectral ranges

1 Exact layer dimensions are available in the IBM 12SOI Process Design Kit under nondisclosure agreement
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(FSRs) introducing an energy mismatch, which we referred to as ∆νFSR in Eq. 3.84 and Eq. 4.26.

This effect of dispersion becomes negligible if the “FSR mismatch” is significantly smaller than the

linewidths of the resonances involved. A plot of the simulated “FSR mismatch,” ∆νFSR, for various

ring widths and radii is shown in Fig. 4.3 for a pump wavelength near 1550 nm for various ring

widths and radii. A ring width of 1.08µm and outer radius of 22µm with a predicted difference in

FSR of 1.4 GHz is chosen in order to obtain a small mode volume while also supporting a suitably

small ∆νFSR. A transmission spectrum [Fig. 4.4(a)] of the CMOS foundry-fabricated device shows

a difference in FSRs of 1.8 GHz centered around a pump resonance near 1558 nm. The 0.4 GHz

difference between measured and simulated values is likely due to uncertainty in refractive indices

and fabricated dimensions. Fitting the passive resonance gives a total quality factor, Qtot, of 31, 000,

with an intrinsic quality factor of Qo = 114, 000 due to intrinsic losses such as linear absorption and

roughness loss and an external quality factor of Qext = 43, 000 due to coupling to the waveguide bus.

The total Q corresponds to a linewidth of 6.2 GHz, which is significantly greater than the measured

1.8 GHz difference in FSRs. Using Eq. 4.27 and 4.29 we can quantify the effect of dispersion for

stimulated and spontaneous FWM, respectively. By comparing the results of these equations for
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predicted to be a negligible 1.4 GHz [46].
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a 1.8 GHz “FSR mismatch” compared to a 0 GHz “FSR mismatch” we find that the predicted

efficiency of stimulated FWM decreases by ∼ 14.6% and photon pair generation by only ∼ 7.5%.

The resonator is over-coupled to provide higher tolerance to dispersion while also providing

a higher escape efficiency for generated photon pairs. We note that the absence of a single ring

geometry with ∆νFSR = 0 does not fundamentally limit the achievable four-wave mixing efficiency in

this platform since additional dispersion engineering methods involving coupling multiple resonators

can completely compensate for dispersion, though at the expense of increased complexity. However,

such complex schemes are especially suitable for electronic-photonic integrated circuits enabled by

this platform, which can provide feedback control for complex photonic devices [140]. Therefore,

it is the intrinsic optical quality factor determined by losses and lithographic line-edge roughness

induced light scattering that is the fundamental limitation for four-wave mixing efficiency in this

process.

4.3.2 Stimulated four-wave mixing characterization

In order to characterize the photon pair source, we first measure stimulated four-wave mixing

(FWM) where a seed laser is used in addition to the pump to stimulate the four-wave mixing process.

The efficiency of classical FWM is commonly defined as the ratio of idler power in the output bus to

seed power in the input bus. Measuring FWM with pump powers ranging from -21 dBm to -2 dBm

results in efficiencies of -70 dB to -42 dB, respectively, as shown in Fig. 4.5. The efficiencies with

pump power below -10 dBm follow an expected quadratic dependence on pump power. At higher

pump powers, parasistic nonlinearities such as two-photon absorption (TPA), free-carrier absorption

(FCA), and self- and cross-phase modulation, in addition to thermal heating of the resonator due

to linear absorption, result in a deviation from the quadratic trend. Assuming that the pump and

seed lasers are both placed on resonance, from Eq. 4.27 we find in the case that the intrinsic and

external decay rates of the three resonances are approximately equal (i.e., ro ≡ rp,o ≈ rs,o ≈ ri,o
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FSR of 1.8 GHz and intrinsic quality factor of 114,000 [46].

and re ≡ rp,e ≈ rs,e ≈ ri,e)

ηstim = P 2
pω

2β2
fwm

(
2re

r2
tot

)3 2re

(2π∆νFSR)2 + r2
tot

. (4.27)

Here, ∆νFSR is the difference in adjacent FSRs due to dispersion, Pp is the pump power in the

waveguide at optical angular frequency ω, and βfwm is a parameter containing the nonlinearity

of silicon and is inversely proportional to the mode volume. The decay rates rtot (total energy

amplitude decay rate due to all mechanisms) and rext (decay rate due to coupling to waveguide

only) are related to the measured quality factors Qtot = ω/2rtot and Qext = ω/2rext. Fitting the

measured efficiencies in the region of pump powers before parasitic nonlinearities are present (below

-10 dBm) to Eq. 4.27 we find βfwm = 5.32 × 106 J−1. The βfwm parameter is related to the Kerr

nonlinearity, denoted n2, of the silicon core by

βfwm =
n2 c

n2
SiVeff

, (4.28)

where c is the speed of light, nSi is the refractive index of silicon, and Veff = 18.5µm3 is an

effective mode volume [168] calculated using a numerical modesolver [116]. Here, the fitted βfwm
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corresponds to n2 = 3.96 × 10−14 cm2/W, well within the uncertainties of previously measured

values for crystalline silicon [28, 16].

4.3.3 Photon pair generation measurements

Spontaneous four-wave mixing is tested by performing coincidence measurements between

generated photon pairs. A schematic of the experimental setup is illustrated in Fig. 4.6. A

continuous-wave (CW) telecom pump laser is passed through a series of two C-band (1530-1565 nm)

separators and two∼1 nm wide telecom bandpass filters (each with over 60 dB out-of-band rejection)

to remove laser spontaneous emission noise at the signal and idler wavelengths. The pump is

subsequently coupled to the input waveguide via a grating coupler and tuned to the pump resonance

near 1558 nm. The generated photon pairs are coupled from the output grating coupler and then

individually filtered by cascaded telecom filters with an estimated 180 dB total isolation from the

pump. The signal and idler photons are sent to 81% and 87% efficient WSi superconducting
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Figure 4.5: Measured stimulated four-wave mixing efficiency with fit to Eq. (4.27). Horizontal
(vertical) error bars correspond to uncertainty in input (output) coupling. Deviation from theory
at higher pump powers are result of parasitic nonlinear and thermal effects [46].
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Figure 4.6: Simplified schematic of the pair generation measurement. The pump light is passed
through two C-band (1530-1565 nm) separators and two telecom filters to eliminate noise from the
laser. A fiber polarization controller (FPC) is used to optimize coupling efficiency. The signal and
idler photons are then filtered individually and sent to high efficiency superconducting nanowire
single photon detectors (SNSPDs). A time interval analyzer is then used to count coincidences.
The pump power is monitored by a classical photodetector to ensure the pump light is on resonance
[46].

nanowire single photon detectors (SNSPDs) [94], respectively. While microring-resonator sources

of photon pairs generally generate a comb of signal-idler pairs [123] since FSRs multiple mode orders

away from the pump resonance are often also phase-matched, we use ∼5 nm bandwidth telecom

filters at the signal (∼1552 nm) and idler (∼1564 nm) wavelengths to ensure measurement of pairs

only at the FSRs immediately adjacent to the pump. A time interval analyzer (TIA) records counts

verses relative time delay between the two detectors. As shown in Fig. 4.6, the TIA allows for the
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construction of a histogram plot of coincidences (i.e, the number of times a photon is detected in

both detectors for a certain timing delay bin). At a particular range of timing delay bins, we find

a peak corresponding to highly temporally correlated photons, which we can reasonably infer are

generated from the four-wave mixing process. The timing delay is not necessarily at zero, since the

signal and idler photons have different optical path lengths as they pass through their respective

filtering stages.

From here, we can use each coincidence plot to find a coincidence rate for each measurement

time period, which we will call integration time. The coincidence rate is simply the sum of all

the coincidences in the histogram plot within the coincidence peak (with background subtracted),

divided by the integration time. Coincidence rate versus estimated pump power in the waveguide

is measured as shown in Fig. 4.7(a). Measurements at each pump power are performed with a

sufficiently long collection time to accumulate the same number (approximately 200 counts) of

coincidences in the zero-delay time bin. The collection times ranged from 2 seconds at the highest

pump power to 1 hour at the lowest pump power. The pair rate on chip shown in Fig. 4.7 (b)

is estimated by subtracting out the losses (in dB) of each mode from the measured coincidence

rate [8]. Since both the signal and idler modes experience approximately 15 dB of loss due to the

combination of both the detection efficiency and loss from the output waveguide to the detectors,

the measured coincidence rate (which relies on the joint probability of both photons of a pair being

detected) will be ∼30 dB lower than the pair rate on chip. Measurements of grating coupler loss

are performed immediately after each coincidence measurement in order to account for potential

drift in the coupling to the waveguide. The uncertainty of individual grating coupler loss and fiber

alignment is visible in the error bars in Fig. 4.7. The grating coupler efficiency uncertainty arises

from the fact that only the combination of both input and output gratings, which we assume to be

identical, can be directly measured and that the coupling efficiency slightly drifts over the time of

the measurement. The later contribution is assumed to be dominate and was monitored over the

course of the measurements.

Pair generation rates were measured over three orders of magnitude with on-chip rates rang-
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ing from 165 to 332 × 103 pairs per second. The rate of photon pairs in the output waveguide

can be described by Eq. 4.7, which in the case that the signal, idler, and pump resonances have

approximately equal decay rates becomes

Icoinc = ηescP
2
pω

2β2
fwm

(
2re

r2
tot

)2 4re

(2π∆νFSR)2 + (2rtot)2
. (4.29)

The escape efficiency ηesc for photons generated in the ring defined as rext/rtot. The escape efficiency
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Figure 4.8: Coincidences-to-accidentals ratio (CAR) for various pump powers where the coincidence
peaks were fit to a Gaussian function (insets) and delay windows selected at the (a) full-width-half-
maximum and (b) ±3 standard deviations [46].

accounts for the photon pairs generated within the cavity where one of the photons is lost due to

loss mechanisms such as sidewall roughness scattering and absorption. Use of the fitted βfwm from

the classical FWM measurements to predict pair generation rate provides excellent agreement with

the measured data, as seen in Fig. 4.7(b). Similar to the case of classical measurements, at higher

pump powers the pair rate experiences a deviation from theory due to parasitic nonlinear [35, 68, 63]
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and thermal effects.

4.3.4 Noise characterization

Coincidence measurements also provide a coincidences-to-accidentals ratio (CAR), often used

as a figure of merit characterizing the quality (signal to noise ratio) of a photon pair source.

The coincidence peak has a finite width resulting from the convolution of the timing jitters of

the two detectors (measured at ∼105 ps and ∼130 ps for the signal and idler, respectively) and

the temporal width of the photon pairs determined by the linewidth of the resonator. Here, we

perform a Gaussian fit to the coincidence peak and use the full-width-half-maximum (FWHM)

as the coincidence window as shown in the inset of Fig. 4.8(a). The coincidence window is the

range of timing delay bins for which we define the photons to be coincident. The FWHM window

size was specifically chosen for comparison to previously demonstrated photon pair sources. The

measured CARs are shown versus pump power in Fig. 4.8(a). CARs were consistently measured

greater than 40 with a maximum CAR of 55 at a pump power of -12.4 dBm. The choice of FWHM

as the coincidence window is somewhat arbitrary [35, 31], though useful for comparison to other

demonstrations in the literature. A larger delay window results in a larger pair rate but lower

CAR, while a smaller delay window results in a higher CAR at the sacrifice of pair rate. Since the

measured coincidence rates in Fig. 4.7 include all true coincidences, we provide the corresponding

CARs in Fig. 4.8(b) where the timing window is chosen to cover ±3 standard deviations (∼ 611 ps)

of the fitted Gaussian. We note, the larger window results in about 50% lower CARs compared to

using the FWHM.

The SNSPDs display negligible intrinsic dark count rates (<1 count per second [94]) with

device background count rates (measured with the pump laser off) for the signal and idler detectors

of 400 and 980 counts per second, respectively, resulting from “parasitic” room-temperature thermal

radiation that manages to reach the detectors. The pump power dependence of the CAR displayed

in Fig. 4.8 can be explained by categorizing the CAR into three regimes: (1) In the very low pump

power regime, the CAR is dominated by noise sources that do not vary with laser power (i.e., device
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background count rates) and increased pump power will yield more coincidences with negligible

increase in accidentals. (2) In the optimal pump power regime for peak CAR, higher pump power

results in increased coincidences but also increased accidentals from system background counts due

to noise sources depending linearly on pump power such as leakage of pump light through the filters

and spontaneous Raman emission generated in the devices cladding. (3) In the higher pump power

regime, multi-pair emission along with nonlinear loss due to two-photon absorption and free-carrier

absorption limit the CAR.

4.4 Conclusions

Despite a device geometry limited by implementation in a 45 nm-node CMOS microelectronics

process, the pair source presented here demonstrated high generation rates up to 332×103 pairs per

second and CARs exceeding 50. These pair rates and CARs are on the same order as many custom

fabricated Si sources [23, 8, 27, 77, 57]. The relationship between stimulated and spontaneous

four-wave mixing performance in the same device has been a subject of recent investigation [62,

7] as it is useful to determine the effectiveness of predicting pair generation rates from classical

FWM measurements. In fact, classical measurements have recently been demonstrated for fast

and efficient characterization of entangled-photon sources [125]. In the limit of no dispersion,

Equations 4.27 and 4.29 give a simple formula relating the pair generation rate to seeded four-wave

mixing efficiency of

Icoinc =
ηesc

2

(
2rext

r2
tot

)−1

ηstim. (4.30)

Until recently [155], a complete description of SFWM in lossy microcavities had not been available,

leading to a significant discrepancy in measured pair rates and theoretical predictions [23]. Here

we accurately predict the SFWM-based coincidence rates from classical FWM measurements of

the CMOS-integrated microresonator. To our knowledge, this is the first demonstration of using

classical FWM measurements of a microresonator to accurately predict the non-classical correlations

revealed by coincidence counting of photon pairs generated by SFWM. In addition, these results
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confirm the findings of [7] where classical FWM measurements were first used to predict the optical

powers generated by parametric fluorescence from a microring resonator.

In addition to pair rates generated on chip in the range of thousands of pairs per second, a

low pump power of 4.8µW was also used to generate photons at 165 pairs per second on-chip, which

is, to the best of our knowledge, the lowest pump power used to produce photon pairs in silicon. This

was primarily enabled by the first use of highly efficient SNSPDs for coincidence measurements of

pairs generated in a Si microring source, despite the significant loss from the output grating coupler

to the detectors. These losses can be greatly reduced in future implementations by integration with

on-chip filters and highly efficient grating couplers which have already been demonstrated in this

process [157], potentially enabling heralded single photon sources with high heralding efficiency,

necessary to compete with parametric down-conversion-based sources, which have demonstrated

source-to-fiber coupling of 97% [30].



Chapter 5

Source purity: characterization, pump filtering, and parasitic noise

Generation rate is an important metric for a photon pair source. In Chapter 3, we found

that resonantly enhancing the pump, signal, and idler fields greatly increases the four-wave mixing

efficiency and in the previous chapter, we showed that photon pairs could be generated with mi-

croWatts of pump power. However, in addition to efficiency and generation rate, the source purity

and the amount of excess “noise” photons must be taken into consideration when building a photon

pair source. While we characterized the coincidences-to-accidentals ratio of the source in Chapter

4, the details of this figure of merit beyond retrieving it from a coincidence measurement were

left to be described in this chapter. Furthermore, we develop and demonstrate a configuration for

implementing on-chip pump rejection, which at this time can be considered the primary obstacle

to large-scale implementations of photon pair sources on a single chip.

5.1 Coincidences-to-accidentals ratio

The coincidences-to-accidentals ratio (CAR) is a measure of how many of the coincidence

events in the chosen set of timing delay bins (our “coincidence window”) are from photon pairs

generated in the ring and how many are “accidental,” meaning that they are a result of the statistical

probability that two uncorrelated photons arrive in the same time bin within the “coincidence

window.” Note that one photon of a pair being lost does not contribute to the “accidentals” since it

does not register a coincidence event. CAR is important to many quantum optical measurements,

since it often sets the signal-to-noise ratio possible when making a measurement of a non-classical
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effect. For example, if one were to attempt to use a ring resonator photon pair source to generate

a two photon path-entangled N00N state (introduced in Chapter 1 Fig. 1.2), the CAR would limit

the bi-photon interference visibility. While all coincidences would be recorded, the contribution

from “accidentals” would not interfere since they are not quantum mechanically correlated, while

the “true coincidences” would produce an interference pattern.

“Accidentals” result from the statistical chance that photons which are not quantum me-

chanically correlated, arrive at the corresponding detectors within the “coincidence window,” τwin.

Fig. 5.1 illustrates how a coincidence plot is processed from an example of two detector recordings

(clicks in each time bin of length τbin denoted by a 1). With such a short collection time, we are

unlikely to find accidental coincidences far from zero delay due to the finite measurement time. In
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Figure 5.1: Simplified illustration of coincidence counting and the method coincidence histograms
are generated from two arrays of detection events versus time at two detectors. The two arrays are
cross-correlated to make a coincidence plot. The number 1 is used as notation for a detection in a
given time bin.
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practice, the measurement time τcollect is much larger than a timing bin length and can be well

approximated as infinite. For example the measurement times in the previous chapter were on the

scale of minutes while the bin time was 64 ps, a difference of 12 orders of magnitude. In this approx-

imation, the coincidences versus timing delay for uncorrelated (i.e., classical) light is statistically

flat.

Assuming uncorrelated Poissonian distributed light we can predict the number of accidental

photons in a give timing window τwin. The total number of photons detected in detector 1 and

detector 2 is their corresponding detection rates multiplied by the total collection time such that

ncounts,1 = d1τcollect. (5.1)

Dividing the total counts in each detector by the number of timing windows it takes to span the full

collection time (i.e., τcollect/τwin) we find the average number of photons in a given timing window

for each detector (n̄1,win and n̄2,win, respectively) to be

n̄1,win = d1τwin (5.2)

n̄2,win = d2τwin. (5.3)

The probability, P (n) of finding n photons in a length of time that contains on average of n̄ photons

is given by the Poisson distribution

P (n) =
n̄

n!
e−n̄. (5.4)

Since detection rates are limited to ∼ 107 for the SNSPD’s used here [94], and the timing window is

less than 1 ns for resonance Q’s less than 100,000, we can safely make the assumption that average

number of photons in each timing window n̄1,win and n̄2,win are less than 0.01 photons. This allows

us to make the approximation that the probability [P1,win(1) and P2,win(1)] for finding one photon

in a timing window for detectors 1 and 2 are

P1,win(1) = n̄1,win (5.5)
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and

P2,win(1) = n̄2,win, (5.6)

respectively. The product of P1,win(1) and P2,win(1) then gives us the probability that there is

a coincidence between uncorrelated photon streams, within a span of time τwin. As we found,

Poissonian statistics tells us that this probability is also the average number of events in this time

span, allowing us to find that the average number of coincidences that we would expect after a time

τwin is given by d1d2τ
2
win. Therefore, the total number of expected coincidences due to uncorrelated

light, Nuncorrelated, within a range of timing delays defined by τwin, in a given collection time τcollect,

is

Nuncorrelated = τcollectτwind1d2. (5.7)

When measuring the coincidences from a photon pair experiment, the detection rates include

all detection events, even false ones such as dark counts. The detection rates on each detector can

be decomposed into the rate of photons generated as part of a pair Isrc,pairs, noise photons Isrc,noise

from the source, background counts Ibckgrnd from blackbody radiation and other external noise

sources, and dark counts ddark. Since the photons originating from the source have a non-unity

transmission efficiency we include the efficiencies (η1 and η2) from the source to detector 1 and 2,

respectively, to give

d1 = η1(Isrc,pairs + Isrc,noise) + Ibckgrnd,1 + ddark,1 (5.8)

d2 = η2(Isrc,pairs + Isrc,noise) + Ibckgrnd,2 + ddark,2. (5.9)

Using Eq. 5.7, we can estimate the total number of coincidences (in a concidence window τwin)

which would result from uncorrelated light in a photon pair measurement to be

Nuncorrelated = τcollectτwin(d1d2 − η1η2I
2
src,pairs), (5.10)

where we have subtracted out the expected number of coincidence events

Nfwm,chance = τcollectτwinη1η2I
2
src,pairs, (5.11)
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that we would expect from random chance (Poisson statistics) if the four-wave mixing source did

not emit in pairs, but instead in two uncorrelated trains of photon. These are removed since we

know that spontaneous four-wave mixing photons are in fact correlated and therefore one might

suspect the inclusion of Nfwm,chance in the number of uncorrelated photons would be incorrect.

It is interesting to consider the factor Nfwm,chance in terms of a coincidence plot, illustrated in

Fig. 5.2(a). Outside the coincidence window, this factor represents uncorrelated photons originating

from different photon pairs (i.e., the idler from one pair overlapping in time with a signal from a

different pair) and therefore contributes to the background.

Inspecting Fig. 5.2(a), may give the impression that CAR is not simply the signal to back-

ground ratio of the coincidence plot as we calculated in the previous chapter. However, we have

not yet included the parasitic effect of multi-pair production in spontaneous paramteric sources.

Multi-pair photons result from the fact that a spontaneous parametric source does not always emit

exactly only one pair of photons at a given time. A small proportion of the time a parametric source

will emit multiple pairs (four or six or eight photons etc.) with the likelihood of occurrence decreas-

ing with number of pairs. We would like for the events for which this occurs to be characterized as

“accidentals” as multi-pairs are often undesirably limit the signal-to-noise of an quantum optical

experiment. For example, when using a photon pair source to herald single photons, multi-pair

events would result in heralding two or more photons instead of one. Conveniently, light generated

in each mode of a spontaneous parametric source can be approximated as a thermal distribution

[146]. When following thermal statistics [37], the probability of generating a four-photon photon

event is approximately the square of that for a pair (two-photon) event, allowing us to find the

expected number of multi-pair events

Nmulti−pair = τcollectτwinη1η2I
2
src,pairs. (5.12)

Coincidently this is exactly the same value we found for Nfwm,chance. The expected number of
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“accidentals” then becomes

Nacc = Nuncorrelated +Nmulti−pair

= τcollectτwind1d2. (5.13)

The number of truly coincident photons Ncoinc is the number of pairs that are generated
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Figure 5.2: Illustration of possible coincidence peaks for (a) a hypothetical source which does
not exhibit multi-pair generation and (b) a source which does. Multi-pair photons contribute
equally to accidentals as uncorrelated events resulting from photons from different pairs contribute
to the out of coincidence measurement background. This mathematical coincidence allows for
indirect measurement of the number of accidentals by averaging the number of photons outside the
coincidence window.
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where both photons of the pair are detected. Since both photons have a probability of being lost

on their way to their respective detectors, this is proportional to both efficiencies η1 and η2 such

that the total number of coincidences is

Ncoinc = τcollectη1η2Isrc,pairs (5.14)

and the CAR can be found by

CAR =
Ncoinc

Nacc
. (5.15)

Considering an ideal spontaneous parametric source (and system where there are no background

counts, dark counts, or excess noise photons) we find the optimal CAR

CARmulti−pair =
1

τwinIsrc,pairs
. (5.16)

This demonstrates the effect of multi-pair events on the CAR, intrinsic to a spontaneous

parametric source. If more than one photon pair are generated within the time window these

act as excess photons and can result in an accidental coincidence even if all the photons were

generated through the spontaneous parametric process. It is important to note that this equation

implicitly assumes that the photon pairs being generated are done so with an approximately thermal

probability distribution with respect to the other pairs being generated. In other words, this formula

(and the experimental practice of averaging the coincidences per bin far outside the timing window)

would not accurately describe an ideal periodic photon pair source which emitted exactly one photon

pair at a designated temporal period. Eq. 5.16 also shows that in the absence of background counts

and dark counts, losses have no effect over the CAR, as it contributes equally to reducing true

coincidences and accidental coincidences.

5.2 Pump filtering

Eq. 5.16 describes the CAR for an ideal spontaneous parametric photon pair source with

accidentals only caused by multi-pair events. We can now start to introduce other noise sources to
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quantify the degree to which they contribute to the CAR. In the measurements in Chapter 4, we

used high extinction telecom fiber filters to filter the photon pairs away from the pump which we

cascaded until the CAR was no longer affected. We ended up cascading three such filters resulting

in > 180 dB extinction (> 60 dB each). It is difficult to determine exactly how much extinction we

truly utilized since the practice of measuring over ∼ 80 dB extinction is quite difficult at optical

frequencies, as we will see in this section.

We may now ask ourselves the question: “how much pump filtering is needed?” Of course,

this will depend on the application and the sensitivity required. It will also depend on the other

sources of noise along with background rates and dark count rates, for if the impurity of the detected

photons is dominated by these contributions then filtering out the pump more strongly will not

improve the systems performance. For now, we will assume that accidentals only originate from

multi-pair events (intrinsic to spontaneous parametric sources) and pump photons leaking through

the filters. Given a pump rejection of RdB (in dB) we can find the number of pump photons

detected to be

pump photons detected = 10RdB/10Ipump, (5.17)

where Ipump is the on-chip pump power in units of photons per second (i.e.,
Ppump

~ωp
) Solving

Eqs. 5.8, 5.9, 5.17, and 5.15 gives an upper limit on CAR of

CARpump+multipair =
Isrc,pairs

τwin(Isrc,pairs + 10RdB/10Ipump)2
. (5.18)

We can invert this relation to see the minimum we will need to filter the pump to be able to observe

a given CAR.

RdB = 10 log10

[
1

Ipump

(√
Isrc,pairs

τwinCAR
− Isrc,pairs

)]
(5.19)

As an example, we consider the CMOS ring source analyzed in the previous chapter. We can

calculate RdB for the generation rate of this source and find the minimum pump rejection needed

for a CAR of 100 over a pump power range from 1µW to 1 mW. Fig. 5.3(a) shows that between

89 dB and 93 dB is sufficient to provide a CAR of 100 for our previous source. At first glance this
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Figure 5.3: (a) The amount of pump rejection required found using Eq. 5.19 for the source demon-
strated in Chapter 5 to allow for a multi-photon limited CAR of 100. (b) The corresponding ratio
of output photon pairs to input pump photons for a range of pump powers.

might be much less than one might think as there are anywhere between 120 dB and 90 dB more

pump photons on-chip than generated photon pairs over the same pump power range as shown in

Fig. 5.3(b). So even though there can be more than a thousand more pump photons after filtering

than generated photon pairs, we can still detect the photon pairs with over 99% of the coincidences

being true coincidences. This somewhat counterintuitive result relies on the fact that the photon

pairs are strongly correlated in time while the pump photons are not. While there can be many

more pump photons incident on the detectors than photon pairs, they are much less likely to arrive

at the same time since they are uncorrelated.

Since the four-wave mixing process is much more efficient at higher pump powers (propor-

tional to the square of the pump power), the ratio of generated photon pairs to pump photons is

greatly increased at higher pump powers, as shown in Fig. 5.3(b). However, we found in Fig. 5.3(a)

that at higher pump powers we will require stronger pump filtering to maintain the same CAR.

We can intuitively understand this through a comparison of the dependence of accidentals from

multi-pair events and leaking pump photons. Since the leaked pump photons require two photons

to make it through the filtering process, their accidental contribution scales as the pump squared.
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However, the accidentals originating from multi-pair events scale as the fourth power of the pump

power as shown in Fig. 5.4 and found from Eq. 5.12 and Eq. 4.26. So even though the ratio of

photon pairs to pump photons decreases as higher pump powers, the contribution from multi-pair

events increases much faster, thereby resulting in the need to reject more pump photons to maintain

a constant CAR.

5.2.1 Unintentional light scattering and other modes

While there have been many successful demonstrations of photon pair sources in silicon,

including the demonstration in a zero-change CMOS process we presented in the previous chapter,

attempts to implement pump filtering on-chip have presented a significant challenge. To date, there

have only been two demonstrations with sufficient pump filtering to measure photon pair generation

via coincidence counting. Both examples required an additional chip for the pump filtering resulting
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Figure 5.4: Comparison of accidental contributions from multi-pairs and leaked pump assuming
110 dB pump rejection. The increased slope of the multi-pairs line shows that at higher pump
powers more pump rejection is required to maintain a constant CAR.



109

in significant insertion loss. When photon pair generation and pump rejection occurs on two fiber

coupled chips, the generated photon pairs are subject to two additional grating couplers (input and

output of the second chip) compared to if the pump filtering had been completely integrated on a

single-chip.

It turns out that the challenge of monolithically integrating a source and pump rejection

circuit on the same chip is that stray light scattering around a chip outside of waveguides from

the input grating to the output grating is larger than the roughly 90 dB extinction we found was

required in the previous section. This is due to the fact that most silicon photonic chips primarily

consist of only materials which are transparent to telecom wavelength light (Si and SiO2). Since

greater than 90 dB rejection is needed, only one photon out of every billion pump photons being

scattered throughout a chip to the output fiber is enough to significantly contribute noise. To

quantify this, we characterized an example standard silicon-on-insulator (SOI) chip. We positioned
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Figure 5.5: Measurement of scattered light on a standard SOI photonic chip demonstrating that
even 2 mm away, there is still significant background light that will limit the extinction of an on-chip
filter.
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an input fiber (in a near surface normal configuration) near the center of the standard SOI photonic

chip (not coupling to a photonic device) and scanned the output fiber (also near surface normal)

around the chip to monitor the level of scattered light. We find that even after 2 mm of transverse

translation on the chip surface there is still significant background light as shown in Fig. 5.5.

In addition to light scattering outside of the waveguides on a chip, there are unintentional

ways that light can pass through a filter while still guided. For instance, one can simply cascade

removed silicon handle substratetete

backend metals 

and dielectrics

crystalline silicon

polycrystalline 

siliconSiN liner

waveguide mode

800 nm

Figure 5.6: Illustration of the CMOS process layer stack-up after the substrate has been removed
and the chip as been placed upside down such that the silicon device layer is at the top. We
hypothesize that the presence of metal fill patterns will aid in the attenuation of scattered light.
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10 ring filters which filter 10 dB each and still not achieve 100 dB filtering of the light within the

waveguide. This is because the waveguide cross-section in 220 nm thick oxided-cladded silicon is

not actually single-mode as we found in Chapter 2, it supports at least one mode of both TE and

TM polarizations. This results in the ability for light to couple from the intended mode to the other

polarization. However, the filter passbands for TE and TM modes are at different wavelengths and

the opposite polarization light is not sufficiently rejected. For this reason it is important to either

use waveguides that are truly single mode (including single polarization) or to add a mechanism to

additionally filter the alternate polarization.

The CMOS process in which we demonstrated a photon pair source in the previous chapter

supports the use of dense metal “fill patterns” which are used to ensure uniform density for pla-

narization steps and incidentally, have the potential to block much of the stray light. In addition,

as part of the chip packaging in this process, we remove the transparent silicon handle substrates.

This aids in removing reflections from the wafer-air interface. Finally, there are no TM modes

present at the wavelengths of interest due to the asymmetry provided by the SiN liner layer and

upper air cladding, in addition to the thin sub-100 nm silicon. A diagram of how the waveguides

are encompassed by metal fill is shown in the process cross section in Fig. 5.6. We conjecture that

this metal fill contributes to attenuating non-guided stray light within the chip.

5.2.2 FSR-doubled ring-based filters

For on-chip pump filtering, we proposed and demonstrated using cascaded second-order filters

constructed from ring resonators with twice the free-spectral range of the source ring. In this way,

the signal and idler resonances of the source can align with the pass-bands of the filter, while the

pump is in the region with the highest rejection as illustrated in the schematic in Fig. 5.7. A

bandpass configuration was chosen due to two main advantages. (1) a bandpass filter removes light

at all frequencies except for the passband. This allows the filter to remove other broadband noise

sources in addition to the pump, including broadband Raman generation from the waveguides.

However, as we will see, resonant Raman generation from every other resonance of the source will
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Figure 5.7: Proposed filtering scheme for removing the generated photon pairs from the collinear
pump. A serial cascade of four second-order ring resonator filters, each of twice the free-spectral
range (FSR), of the source will be used to remove the signal and idler photons simultaneously [44].

still play a factor. (2) A ring based bandstop filter is very difficult to fabricate with high rejection

as the precise critical coupling condition is subject to fabrication uncertainties. This results from

the sensitivity the on-resonance rejection has to slight differences between the external and intrinsic

coupling. On the other hand, the out-of-band rejection of a bandpass filter is much less sensitive

to this condition.

5.2.3 Experimental demonstration of on-chip pump rejection

We experimentally implemented the FSR-doubled ring-based filters in the same 12SOI CMOS

process as we had investigated in Chapter 4. For reasons not fundamental to the CMOS process, on

this experimental chip, we did not have access to the electronics on-chip to implement any tunable

resonator devices. For this reason, we were not able to put a single source ring and tune its resonance

in alignment with the filters. Instead, for this demonstration, we placed 13 serially cascaded source

rings on the input waveguide with slightly different radii, corresponding to slightly shifted resonant

frequencies with respect to each other. This distribution of many sources across a full spectral

range ensures that at least one of the sources will align with the filters while not contributing any
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Figure 5.8: Micrograph of the fabricated source and filtering circuit. Thirteen sources of slightly
varied radii were used to ensure that at least one would exhibit signal and idler resonances which
overlap with the filter passband. Zoomed in micrographs of a (i) grating coupler, (ii) filter, and
(iii) microresonator source show the presence of the processes fill pattern in the silicon layers. A
similar fill pattern (not visible) is present below in the metallic absorbing layers [44].

additional losses to the generated photons since they will be away from the resonance of the unused

sources. The fabricated system is shown in Fig. 5.8.

We were fairly conservative in the previous chapter by using a 22µm outer radius source ring.

Here, we use a slightly reduced radius of 17.8µm, thereby increasing the free spectral range and

improving the extinction capabilities of the pump rejection filter. In Fig. 5.9(a) we plot the response

of thru port showing the distinct resonances of the 13 sources and the drop port of the filters in red

showing greater than 75 dB extinction. Fig. 5.9(c) shows a portion of the transmission response

from Fig. 5.9(a) (in blue and red) in addition to high dynamic range transmission measurement of

the filter response displaying greater than 95 dB extinction, where special care was taken to remove

amplified spontaneous emission (ASE) from the probe laser. The different colors in Fig. 5.9(c)

represent different transmission measurements taken using telecom filters to remove the amplified
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spontaneous emission from the tunable laser used for testing. Without the addition of these telecom

filters, the laser emits ASE at the bassband wavelengths (even when nominally set to the pump

wavelength) which would pass through the filter providing a fictitious noise floor to the filter

rejection. We believe the noise shown at the ∼-105 dB to -110 dB in Fig. 5.9 is from light scattering

through and around the density fill on the CMOS chip. However, even with this scattered light

present, the observed > 95 dB rejection is more than enough pump filtering to permit measurement

of coincidences-to-accidentals ratios (CARs) greater than 100 as we found in Fig. 5.3.

Fig. 5.9(b) shows the spontaneous emission spectrum from the device under test when an

ASE filtered pump is placed at the resonance near 1560 nm. This measurement was taken by

sweeping the passband of a tunable Fabry-Perot filter at the output of the chip and before the
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Figure 5.9: (a) Broadband transmission spectrum of the source thru port (blue) exhibiting res-
onances and the transmission spectrum of the filters (red). (b) The spectrum of photon counts
received at the detector from the output of the chip when the pump is placed on resonance. (c)
High dynamic range transmission spectra of the filter demonstrating over 95 dB pump rejection.
Various colors below -70 dB represent measurements through different telecom filters which elimi-
nate excess spontaneous emission form the swept laser source, thereby increasing the measurements
dynamic range [44].
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superconducting nanowire detectors, thereby serving as an in-house single photon spectrometer.

The pump is rejected to a level approximately an order of magnitude lower than the signal and

idler output levels. In addition, we observe at resonances more than two free spectral ranges away

that there is still light being generated. This light is not correlated in time since the four-wave

mixing process is not phase matched at these widely separated resonance. The source of these

excess photons is likely spontaneous Raman scattered light from the cladding materials around

the waveguide, as crystalline silicon has negligible Raman gain at these detunings. In future

implementations, this excess noise can be easily filtered by an addition on-chip wideband filter

passing the signal, idler, and pump wavelengths while rejecting all others.
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Figure 5.10: (a) Schematic of experimental setup for demonstrating all on-chip pump filtering
with a 50%-50% fiber directional coupler probabilistically separating signal and idler photons. (b)
Example coincidence histogram with coincidence window of 640 ps for the setup in (a). (c) Detected
coincidence rates and CARs for various on-chip pump powers for the setup in (a). (d) Schematic of
experimental setup where an off-chip filter was used to remove excess noise photons not contributed
by the pump with (e) example coincidence histogram and (f) corresponding measured coincidence
rates and CARs [44].
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To characterize the noise from the remaining pump along with the generated noise at other

resonances, we perform coincidence measurements where the signal and idler photons are separated

using a fiber 50%-50% splitter as shown in Fig. 5.10(a). Since there is a 50% probability that a

signal and idler pair will exit the same port of the beam splitter, this separation technique is not

deterministic, but benefits from being broadband. An example coincidence peak is shown in Fig.

5.10(b) displaying at the center of the peak approximate 5 times the number of coincidences as

accidentals. Since, all filtering was performed on a single chip and the pair is only subject to the

loss from a single output coupler (∼ 2 dB), we were able to measure coincidence rates of near 400

coincidences per second as shown in Fig. 5.10(c) with CARs around 3. This is nearly a three orders

of magnitude improvement in rate over previous demonstrations with on-chip pump filtering which

relied on multiple cascaded chips [57, 114].

To characterize the effect of the spontaneous Raman generated noise on the CAR, we also

performed coincidence measurements with a wide-band off-chip fiber filter with a transmission

spanning from 1545 nm to 1579 nm to remove the Raman noise but importantly still pass any

pump light that may have leaked through as shown in Fig. 5.10(d). This ensures that we are

still demonstrating pump rejection entirely on chip. Comparing the resultant coincidence plot in

Fig. 5.10(e) to Fig. 5.10(b) we find a significant improvement in noise from the chip, with CARs

exceeding 10 as shown in Fig. 5.10(f). This illustrates that the CAR was being limited by the

Raman noise and not the pump leaking through the device. This confirms the effectiveness of our

implemented on-chip pump rejection.

In addition to CAR, another way to characterize the noise performance of a source is to

measure the degree of entanglement. Using a continuous wave pump guarantees that the photon

pairs being generated are entangled in energy and time. We built a folded Franson interferometer

[149] from fiber optic components as illustrated schematically in Fig. 5.11(a). The interferometer

is in a Michelson configuration where one arm is shorter than the other by a length greater than

the coherence length of the generated photons. This guarantees that there is no classical inter-

ference exhibited by the measured entangled photons. The bi-photon state however will have an
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Figure 5.11: (a) Schematic illustration of the setup of a folded Franson interferometer [149] which
was used to measure time-energy entangled photons. (b) The corresponding coincidences demon-
strating bi-photon interference and non-classical visibility of 81.4% ± 2.3% [44].

effective coherence length determined by the pump coherence and therefore will exhibit quantum

interference. By measuring the photons which arrive at a time delay which guarantees that they

took the same path within the interferometer (either the short or the long path taken together

are indistinguishable from each other in the quantum mechanical sense), the bi-photon state are

able to interfere. By measuring the number of coincidences in this delay window at a range of

phases in the interferometer we find a strong interference pattern at half the period that the clas-

sical interference in the interferometer would be as shown. This data is shown in Fig. 5.11(b)

demonstrating an interference and fitted visibility [(peak-trough)/(peak+trough)] of 81.4%±2.3%.

A visibility of
√

2/2 ≈ 70.1% is sufficient to violate a Bell inequality [149], demonstrating that the

pump filtering implemented on-chip is sufficient for many quantum information applications such
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as entanglement-based quantum key distribution.

5.3 Conclusions

In this chapter, we explored the coincidences-to-accidentals (CAR) figure of merit in detail.

We justified the procedure for determining the CAR used in Chapter 5 and investigated two primary

contributors to noise in leaked pump light and multi-pair events. We theoretically showed that

multi-pair events are intrinsic to spontaneous parametric sources and set the upper limit for CAR

for a given device. We then investigated the amount of pump rejection needed so that the CAR

would still be dominated by multi-pair events and found that, somewhat surprisingly, the pump

photon flux at the detectors did not need to be less than the photon pair detection rate since the

pump photons are uncorrelated in time.

We implemented a four-stage pump filtering device in a commercial CMOS process and

demonstrated over 95 dB pump rejection. Generation rates two orders of magnitude higher

than the state-of-the-art were demonstrated, as all pump filtering was performed on a single

chip. In addition, we further characterized the noise quality of the source by measuring time-

energy entanglement and demonstrated that the pump filtering was sufficient to show non-classical

visibility in two-photon interference. These results demonstrate the feasibility of implementing

many photon pair sources on a single electronic-photonic chip and could provide an important step

to next generation quantum photonic technologies.



Chapter 6

Resonance linewidth engineering for enhancing quantum and classical sources

Integrated photonics platforms provide access to various degrees of freedom for device design

that are otherwise unaccessible by free space optics. In Chapter 3, we demonstrated four-wave mix-

ing across a free-spectral range (FSR) of over 3 THz using two coupled micron-scale ring resonators.

This experiment was primarily enabled by the ability to fabricate ultra-small resonators as the FSR

is inversely proportional to resonator size. In this chapter we introduce linewidth engineering (i.e.,

frequency dependent port coupling to a resonator) as another degree of freedom which is readily

available in an integrated platform for both quantum and classical photonic sources. We will first

establish the concept and demonstrate ways in which its use can improve the performance of spon-

taneous four-wave mixing sources. We will then introduce imaginary coupling as a mechanism for

linewidth engineering and propose how its use in a laser cavity can lead to wide-band single mode

tuning of an integrated laser.

6.1 Increasing the generation efficiency of a resonant photon pair source

In Chapter 4, we formulated the spontaneous four-wave mixing generation of rate (in the

case of a CW pump on resonance) in Eq. 4.26 to allow for the case of unequal pump, signal, and

idler external couplings (rp,e, rs,e, and ri,e, respectively) as well as unequal pump, signal, and idler

intrinsic decay rates (rp,o, rs,o, and ri,o, respectively). In demonstrating a resonant photon pair

source in Chapter 4 and 5, we used a single ring resonator which had approximately equal couplings

and decay rates (and therefore Q’s) for each of the three modes.
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We now investigate whether there is an optimal choice for the resonator-bus couplings to

optimize photon generation rate. The intrinsic loss is often independent of frequency over the

range of three resonant modes, such that we can define ro ≡ rp,o = rs,o = ri,o. We can also

treat the signal and idler modes symmetrically, so that they have the same external couplings, but

different from the pump external couplings (i.e., rs,e = ri,e). Eq. 4.26 then allows us to find the

pair generation rate for symmetric couplings Isrc,pairs,sym to be

Isrc,pairs,sym = 4P 2
pω

2β2
fwm

r2
s,e

(rs,e + ro)3

r2
p,e

(rp,e + ro)4
, (6.1)

where we have assumed the resonator has been dispersion engineered such that ∆νFSR = 0. A

first derivative test of Eq. 6.1 with respect to pump external coupling rp,e allows us to find that

the optimal pump coupling corresponds to the critical coupling condition (i.e., rp,e = ro). This

should be expected since critical coupling maximizes the pump power in the resonator as we found

in Section 2.5. On the other hand, a first derivative test with respect to the signal/idler external

coupling (which we assumed were equal and denoted as rs,e) optimizes generation rate at

rs,e,opt = 2ro. (6.2)

Therefore, if our only goal was to optimize generation rate we should design the resonator such

that the signal and idler modes have twice the external coupling of the critically coupled pump.

To quantify how large of an enhancement of generation rate this is over equal couplings we can

assume equal couplings on all three resonance (i.e., rp,e = rs,e = ri,e) and perform a first derivative

test once again. In the case of equal coupling we find the optimal external coupling for the three

resonances to be

re,equal,opt =
4

3
ro. (6.3)

Calculating the ratio of the efficiency in the case of optimal symmetric couplings to optimal equal

couplings allows us to find that the ability to control the resonance linewidth provide only an 18.5%

improvement in total generation rate as shown in Fig. 6.1.
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However, in our current analysis we have only been considering total generation efficiency. We

can now consider applications where a certain escape efficiency (ηesc =
rs,e

rs,e+rs,o
), a device parameter

we introduced in Section 4.2.1, is desirable. For example, to perform a detection-loophole-free test

of quantum nonlocality the total system efficiency (the efficiency from photon pair generation to

detection) must be greater than 2/3 [132]. In the case of critical coupling of all resonances, the

system efficiency is intrinsically limited to 50%, since the corresponding escape efficiency is 50%.

We can reformulate Eq. 6.1 in terms of escape efficiency, where in the symmetric coupling case

(rs,e = ri,e) and the pump is set to critical coupling that

symmetric signal and idler coupling: Isrc,pairs,sym
r3

o

(Ppωβfwm)2
=

1

4
η2

esc(1− ηesc). (6.4)
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Figure 6.1: Plot of normalized generation efficiencies given by Eq. 6.4 for symmetrically coupled
resonators where the signal and idler are coupled equally while the pump is fixed at critical cou-
plings and Eq. 6.5 where all three resonances are equally coupled. At large escape efficiencies
the symmetric coupling configuration is much more efficient, including greater than 10 times more
efficient at escape efficiencies over 90% [43].
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In the equal coupling case we find

equal pump, signal, and idler coupling: Isrc,pairs,equal
r3

o

(Ppωβfwm)2
= 4η4

esc(1− ηesc)
3. (6.5)

We note that this trade-off for the case of equal couplings was originally shown by Vernon et al.

[154]. Plotting Eq. 6.4 and 6.5 in Fig. 6.1, we see that as higher escape efficiencies are required, the

symmetric coupling configuration greatly outperforms the equal couplings condition. In the case

that a 90% escape efficiency is desired, one would be able to obtain approximately ∼ 10× higher

generation rate by choosen properly tailored symmetric couplings over equal couplings.

Heralding single photons from a photon pair source is one particular application where a

very high escape efficiency is desirable. However, the above solution introduces a problem if the

application requires the measuring quantum interference between two heralded single photons.

When an ideal CW pump is used, there is a perfect energy correlation between the signal and idler

photons, restricted by energy conservation. Therefore the detection of one photon in a heralding

experiment “collapses” the heralded photon to a specific frequency within the resonance linewidth.

When heralding a second photon the frequency that the heralded photon collapses to has a finite

probability of being elsewhere within the resonance. Since the two heralded photons will have

definite and different frequencies they will not interfere in a Hong-Ou-Mandel type measurement

[67]. The frequency correlations of a photon pair source are often visually depicted by plotting their

“joint spectral intensity” (JSI). An example of a highly correlated JSI is shown in Fig. 6.2(a) and

is said to be a “mixed state” since the JSI is not able to be described by a product of a function

solely dependent on signal frequency and a function solely dependent on idler frequency as the ideal

joint spectral distribution in Fig. 6.2(b) is.

6.2 Engineering signal and idler spectral correlations

The joint spectral intensity can be engineered through the use of parameterizable signal, idler,

and pump external couplings in addition to tailoring the width of a pump pulse, where we now

work in the regime that the pump is not CW. A pulsed pump is required such that the pump is not
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Figure 6.2: (a) Joint spectral intensity of a photon pair generated in a highly mixed bi-photon
state. (b) Example normalized joint spectral intensity of an ideal separable bi-photon state.

single frequency and therefore can allow a heralded photon to not collapse to a specific frequency.

The formula for the joint spectral intensity1 can be found by solving Eqs. 4.3, 4.4, and 4.12

with a pulsed pump to be

ΦJSI =
4ω2β2

fwmrs,eri,e

[(ωi − ωi,o)2 + r2
i,tot][(ωs − ωs,o)2 + r2

s,tot]
|Fp(ωs, ωi)|2 (6.6)

where

|Fp(ωs, ωi)|2 =
1

2π

∫ ∫
ap(ωp1)ap(ωp2)δ(ωp1 + ωp2 − ωs − ωi)dωp1dωp2, (6.7)

where ωp1 and ωp2 takes into consideration that during pulsed pump operation the two pump pho-

tons could be slightly different frequencies. In Fig. 6.3 we plot four example joint spectral intensities

where we show the difference between Fig. 6.3(a) equal coupled CW pumped and Fig. 6.3(b) sym-

metric coupled with pump pulsed wider than the resonance linewidth. In Fig. 6.3(c) and Fig. 6.3(d)

we plot the JSI for the pulsed pump case where the signal, idler and pump resonance all have differ-

ent couplings. This configuration allows a source to exhibit a much larger spectral breadth in one

mode than the other. This can be useful in applications where it might be favorable for a heralding

1 See [155] and [153] for detailed derivations
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tailoring bi-photon probability distributions
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Figure 6.3: Joint spectral intensities for a resonator with (a) equal couplings (rs,e = 6ro, rp,e = 6ro,
and ri,e = 6ro) and a CW pump, (b) symmetric couplings (rs,e = ro, rp,e = 10ro, and ri,e = ro) and
a broad pulsed pump (pulse bandwidth of 15ro), (c) unequal couplings (rs,e = 20ro, rp,e = 10ro,
and ri,e = ro) with a pulsed pump (pulse bandwidth of 40ro), and (d) unequal couplings (rs,e = ro,
rp,e = 10ro, and ri,e = 20ro) with a pulsed pump (pulse bandwidth of 40ro) [43].

photon to be significantly more broadband than the corresponding signal photon or vice versa. It

was later shown [153] that the symmetric coupling configuration can arbitrarily approach a truly

separable bi-photon state as the coupling of the signal and idler resonance become arbitrarily more

strongly coupled than the pump resonance.

A frequency dependent coupler can be implemented using many of the degrees of freedom

available in an integrated platform. A fairly simple method consists of coupling a bus waveguide to a
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resonator twice, such that the coupling region forms an asymmetric Mach-Zehnder interferometer.

This method has been used to construct filters where every other FSR can be suppressed due

to coupling [160], thereby enabling a larger effective FSR. A method which leverages the ability

to build complex structures on a photonic chip was proposed and demonstrated by Zeng et al.

[167] which showed that building “photonic molecules” comprised of coupled resonators could be

engineered such that the supermodes have different external coupling rates.

6.3 Imaginary coupling, Q-splitting, and dark state lasers

We found in Section 3.7.1 that resonator modes can be coupled resulting in a splitting of the

resonator frequencies. However this relied on the coupling coefficients in Eq. 3.88 being entirely

real values. We now consider a case in which the coupling coefficients are entirely imaginary values.

The resonant configuration is pictured in Fig. 6.4 and is based on two resonant cavities, which share

an output coupler coupling the resonators in the far field. When two resonances are matched, a

resonator mode exists that couples to a radiation channel from two cavities with equal amplitude

but 180◦ out of phase. Destructive interference in the radiation channel leads to much lower external

 ωI 

 ωR 

re + ro

 ro

2re + ro

exceptional 

point

ωo

decreasing

detuning

ωBS

ωDS

ω1ω2

bright state 

dark state

Figure 6.4: Geometry which displays imaginary coupling coefficient through farfield interference in
the waveguide bus [45].
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coupling (higher external Q) than would otherwise be provided by the output coupler to either one

of the two cavities in isolation. A coupling of modes in time model describes all the relevant physics:

d

dt
~a = −i ¯̄ω · ~a+ i ¯̄µ · ~a+ i ¯̄Misin (6.8)

sout = i ¯̄Mo · ~a+ sin (6.9)

where

~a =



a1

a2


 (6.10)

¯̄ω =



ωo + δωo − iro 0

0 ωo − δωo − iro


 (6.11)

¯̄µ = i



re re

re re


 . (6.12)

¯̄Mi =
√

2re




1

1


 (6.13)

¯̄Mo = ¯̄MT
i (6.14)

Here a1 and a2 are the energy amplitudes of the resonant modes in the two cavities; ωo ± δωo are

the individual, uncoupled resonance frequencies of the two cavities whose detuning 2δωo can be

controlled; and re and ro are the decay rates due to external coupling and intrinsic loss (radiation

loss, roughness loss, absorption), respectively. We have assumed (without loss of generality) that

the decay rates are the same in each cavity and that there is negligible direct (real) coupling

between the cavities. Solving the system (6.8) in the steady state for zero input (sin = 0) gives the

eigenfrequencies (resonances) of the system

ω± = ωo − i(ro + re ±
√
r2

e − δω2
o) (6.15)
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with corresponding eigenvectors (supermodes)


a1

a2



±

=
1

C




1

±
√

1− ( δωo
re

)2 − i δωo
re


 (6.16)

where C is a normalization constant.

We next explore the salient features of this system. In the range of detunings smaller than

the external coupling (i.e. δωo < re), it is evident that both supermodes have equal real reso-

nant frequencies at the arithmetic mean of the individual resonator cavities’ uncoupled resonant

frequencies. Therefore, the imaginary coupling term results in an “attraction” of resonant frequen-

cies, illustrated in Fig. 6.4, in contrast to the usual energy level repulsion that is prototypical of a

real (reactive) coupling term [58]. Instead of splitting along the real frequency axis the eigenfre-

quencies split along the imaginary axis. Physically this means there is no energy exchange coupling

between the individual cavities while the corresponding quality factors, Q = Re{ω}
2Im{ω} [151], for the

two supermodes split due to interaction at the point of coupling to the shared radiation chan-

nel. Q-splitting has been demonstrated via far-field interference in radiation loss [151, 13] and in

a single-mode external coupling bus radiation channel [26, 163]. It has also been demonstrated

in Bragg matching of momentum detuned modes to achieve scatterer-avoiding cavity supermodes

[89, 131]. Imaginary k-splitting, a waveguide equivalent to Q-splitting, has also been demonstrated

for ultra-low-loss waveguide crossings [90]. The supermodes in the case of zero detuning are il-

lustrated in Fig. 6.4 and consist of a high-loss ‘bright state’, ~aBS = 1√
2
(1, 1)T at frequency ωBS,

with large external coupling and an antisymmetric, low-loss ‘dark state’, ~aDS = 1√
2
(1,−1)T at

frequency ωDS, with zero external coupling. The corresponding resonant frequencies are split along

the imaginary axis, ωBS − ωDS = −i2re.

We propose two ring resonators as a laser cavity structure with different FSRs coupled to a

waveguide as shown in Fig. 6.5(a). In the case of a laser we can substitute ro − rg for ro in the

equations above to explicitly include the gain rate rg. Therefore, for a small-signal gain, described

by gain rate rssg, larger than the intrinsic loss rate ro, but smaller than the loaded passive decay

rate ro + re, only the dark state will be above lasing threshold. For small signal gain above
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Figure 6.5: (a) Proposed laser resonator geometry enabling farfield interference at the output
coupler resulting in eigenfrequency imaginary splitting at matched resonances to create (b) a broad
Vernier-like FSR for ultrawide tuning [45].

re + ro, resonances at other FSRs may see net gain and begin to lase, in our current discussion

an undesirable feature. If the two cavities have different FSRs then the Q-splitting will only occur

where the resonant frequencies match, resulting in an effective FSR between dark states determined

by the least common multiple of the FSRs of the individual cavities as illustrated in Fig. 6.5(b).

This allows for a Vernier-like selection (and tuning) effect over an ultra-wide wavelength range.

The dark state is named as such because there is exactly no coupling of cavity light energy

into the output waveguide. As with any laser, for dark state lasing to be useful there must be

a finite external output coupling. This is achieved via a slight detuning of the resonators. The

dependence of laser output on detuning is illustrated in Fig. 6.7(b). Since the supermodes are, in

general, two-dimensional complex eigenvectors normalized to unit energy they can be visualized

similarly to polarization (spin) on a Poincaré (Bloch) sphere. Fig. 6.6 illustrates the evolution of

the supermodes with increased detuning. The dependence of the total external coupling of the dark

state supermode on detuning is described by

rDS,e = re −
√
r2

e − δω2
o (6.17)

Physically, this finite external coupling results from the no longer perfect destructive interference
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in the waveguide due to the phase difference between the cavities deviating from π with detuning

[Fig. 6.7(a)]. This results in a lasing threshold condition on the dark state of rssg > ro + rDS,e. Too

high an external coupling will result in the laser dropping below threshold as shown in Fig. 6.7(b)

at large cavity-cavity detuning δωo.

To investigate design of the cavity for optimal lasing characteristics we introduce a saturable

gain into the model as we introduced in Section 2.6.2. Assuming equal gain properties in each ring,

when the dark state is over threshold the gain rate is

rg =
rssg

1 + |aDS|2
|asat|2

. (6.18)

The steady state output power relative to the saturation energy, Pout
|asat|2 , is maximized at a particular,

optimal choice external coupling,

rDS,e(max) =
√
rssgro − ro. (6.19)

We can consider the saturation of the whole 2-cavity resonator rather than that of each ring

individually because in the range of detuning δωo where Q-splitting occurs the energy in each ring
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is equal (6.16). Here the size difference of the rings is assumed to be negligible with respect to its

saturation properties. From this model, the threshold and slope efficiencies are described by

Pout

|asat|2
=





0 , rssg<rDS,e+ro

2rDS,e

ro+rDS,e
(rssg−rDS,e−ro), rssg≥rDS,e+ro

(6.20)

This expression is general to any laser cavity. To find similar parameters for the uncoupled states

and bright state rDS,e is simply replaced with their respective output couplings. The laser mode

outputs as a function of small signal gain are illustrated in Fig. 6.7(c). Note that a high output

coupling increases the threshold requirement of a lasing mode but also results in a higher slope

efficiency with respect to the small signal gain rssg.

Vernier-like tuning has been used in lasers featuring sampled grating distributed Bragg re-

flectors with different periods [69]. We note that this is a fundamentally different mechanism than

that presented in this paper, not based on imaginary coupling due to far-field interference. Here,
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Figure 6.8: An illustration of quasi-continuous tuning of the dark state laser. First (a) both rings
are tuned an FSR of the smaller ring (larger FSR). Then the laser can be turned off and reset
to the start position Fig 1 (d). (b) An offset can then be introduced to shift the Q-splitting to
the previous location where both rings can then be continuously tuned across another FSR. The
process can then be repeated across the gain bandwidth.

we will briefly outline possible tuning strategies for dark state lasers. Tuning only one of the two

rings is the simplest method but results in discontinuous tuning. In this method the resonance

frequency of a single ring is shifted, for example using the thermo-optic effect, resulting in the two

cavities’ resonances aligning at a different FSR and therefore shifting at which wavelength the laser

is operating. This will result in successful tuning of the laser across a gain bandwidth, albeit in

discrete steps of the FSR of the larger ring. In principle, it is also possible to tune the laser almost

continuously over many FSRs if one is able to carefully tune both rings. This can be achieved

even if the tuning range of each resonator is limited to less than two FSRs (as it is often difficult

to thermally tune across several FSRs). This quasi-continuous tuning strategy is illustrated in

Fig. 6.8. Both rings can be tuned an FSR of the smaller cavity (larger FSR) where the laser can

be briefly shut off and tuned back to the start position in Fig. 6.5(b). Then one can introduce an

offset by detuning the rings until the Q-splitting occurs at the wavelength the laser was operating
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previously, but at the next longitudinal-order mode pair. This process can continue allowing a

quasi-continuous tuning across the dark state FSR.

An interesting property of the dark state laser cavity is the manifestation of an exceptional

point at δωo = re. The exceptional point is characterized by the coalescing of both eigenvalues and

eigenvectors of the system as shown in Fig. 6.4 and Fig. 6.6 respectively, along with a vanishing

norm [61]. This results from a square root branch point in Eq. 6.15 and physically occurs at the

transition from resonant frequency attraction to Q-splitting.

The proposed resonator may enable a new approach to the design of widely tunable laser

sources, and in principle extends to table top resonators with a shared output coupler. It is

compatible with any system where microcavity lasers have been demonstrated in a disk or ring

configuration, such as those based on III-V disks [88]. The design need not use different size

resonators if the Vernier property is not of importance.

6.4 Conclusions

In this Chapter we explored the application of linewidth engineering as a degree of freedom in

on-chip optical sources, including photon pair sources as well as classical laser sources. The benefits

towards generation rate of a spontaneous four-wave mixing source were explored, and we found

that in the case of high extraction efficiency, this approach can provide significant enhancement

over a resonator with equal couplings. We then investigated the frequency correlations between

the photons in generated photon pairs and showed that tuning the frequency dependence of the

external coupling and the pump bandwidth we could control the joint spectral intensity. We then

proposed a dark state laser geometry which can provide wide-band tuning of a single mode output

using imaginary coupling.



Chapter 7

Conclusions

7.1 Summary of major achievements

In this thesis we explored the theoretical development and experimental investigation of

small footprint and low-power nonlinear sources of quantum light. These sources are fabricated

using standard microelectronics processing techniques, enabling ultra-large scale quantum photonic

systems which can support the rapid growth of quantum information technologies such as quantum

computing and secure communications. We introduced the tool box of components available within

the silicon photonic platform, including waveguides, directional couplers, and ring resonators. We

then introduced the coupling of modes in time formalism which most of the resonant analysis of

sources is described by in this thesis.

A discrete resonance disperison engineering technique for designing efficient four-wave mixing

resonators was presented. We demonstrated four-wave mixing in dual coupled cavity configuration

where dispersion can be actively tuned to phasematch the nonlinear process. We also theoretically

explored the production of photon pairs through the spontaneous four-wave mixing process using a

quantized coupling of modes in time model. We then experimentally demonstrated the first photon

pair source fabricated within a commercial CMOS process on the same wafer as billions of electronic

transistors. In addition, classical four-wave mixing experiments were used to accurately predict the

efficiency of the spontaneous four-wave mixing process.

Noise properties present in on-chip silicon photon pair sources were studied and we specifically

discussed the contribution of excess pump photons accompanying the photon pairs to the single pho-
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ton detectors. We demonstrated the first single chip system of photon pair source with monolithic

pump rejection and measure a pump extinction of over 95 dB. In addition to a coincidences-to-

accidentals ratio (CAR), we also measured the time-energy entanglement of the generated photons

to demonstrate sufficient pump filtering for multiple applications.

Independently tunable external coupling was explored as a degree of freedom in quantum and

classical light sources. We found that this degree of freedom, readily available in integrated photonic

platforms provides significant improvements in the state-of-the-art for photon pair sources, by

allowing higher generation rates and control over bi-photon frequency correlations. Using imaginary

coupling, we also showed that linewidth engineering could be used to construct a laser geometry

which would support single mode lasing and wide-band tuning.

7.2 Remaining challenges and future work

While the work in this thesis presents significant advancements in the field of integrated

quantum photonics, there are many additional challenges confronting its development into a mature

technology. Excess losses are the primary obstacle to useful quantum information technologies based

on integrated photonics. While losses to and from a photonic chip can be mitigated by engineering

robust high-efficiency grating couplers, the repeatability, scalability, and stability of the coupling

will require advancements in packaging techniques such as fiber attachment. Not only should the

packaging techniques be robust, but they should also be low cost, in both time and money, such

that many input and output ports can be connected between photonic chips. This challenge may

be circumvented by implementing all photonic components on a single integrated chip. Stray light

scattered throughout a chip will require sufficient engineering to successfully integrated sources and

detectors on a single die, but the work presented in Chapter 5 provides a promising foundation

which future implementations can be built from.

Once a platform where high purity photon pair sources and efficient single photon detectors

are implemented on the same chip is developed, a transition in the utility of integrated quantum

photonics will be evident. Not only will the technology provide the promise of scalability, but also
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measurements superior to bulk optical experiments will begin to be demonstrated. The ability for

an entire system to span mere square millimeters of physical area on a chip means that they can be

mounted completely at the sub-Kelvin cryogenic temperatures, thereby allowing for systems where

the photons not only never have to physically leave a photonic chip, but are also shielded from

the additional noise of a room temperature environment. The primary environmental noise for

superconducting detectors is blackbody radiation originating from room temperature components.

If all components are implemented at cryogenic temperatures this background can be reduced by

many orders of magnitude, providing unprecedented performance advantages to quantum photonic

experiments. A particularly important first application of a single-chip platform supporting both

sources and detectors is the demonstration of non-classical interference between two heralded single

photon sources with visibilities which cannot be rivaled by bulk optical experiments. By utilizing

counter propagating travelling modes of a ring resonator source, a single optical cavity can ac-

tually provide two independent sources of photon pairs as shown in Fig. 7.1. The photon pairs

from both directions can then be filtered from their pump beams and then demultiplexed to four
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Figure 7.1: (a) Schematic of the proposed fully integrated Hong-Ou-Mandel (HOM) interference
experiment for the characterization of heralded single photon sources. Two heralded single photon
sources based on Four-Wave Mixing (FWM) consist of counter-propagating pump pulses in the
same resonator to generate photon pairs. Each pair of photons then pass through separate high-
extinction filters to isolate them from the pump and are then de-multiplexed. The blue arrows
represent the trigger photons and the red arrows the heralded single photons. Metallic enclosures
isolate the superconducting detectors from stray light, providing access only through the single
optical mode of the waveguide. (b) For zero pump pulse offset all four-photon detection events are
suppressed due to HOM interference.
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individual waveguide paths. From here the heralding photons for each source can be coupled to an

upper waveguide layer to be detected while the heralded photons can be interfered on a 50%-50%

directional coupler before similarly being sent to their corresponding detectors. With conventional

Hong-Ou-Mandel (HOM) interference the optical path length of the heralded photons would be

varied to produce a HOM dip. An equivalent procedure on-chip would require significant advance-

ments to the ability of actively reconfiguring silicon photon circuits at temperatures near absolute

zero. Instead a similar HOM dip can be observed by varying the time delay between the arrival

time of the two pump pulses coupled from off-chip via fiber grating couplers, as shown in Fig. 7.1.

This would allow for the configurability needed to vary the degree of interference to be imple-

mented outside the cryostat without introducing any additional background noise to the system.

This would provide a feasible first step to demonstrating the inherent advantages of a completely

on-chip quantum photonic circuit.

The experiment illustrated in Fig. 7.1 shares a similar characteristic to the on-chip pump

filtering presented in Chapter 5, in that it is feasible to demonstrate without reconfigurable photonic

circuits, which are challenging to implement at cryogenic temperatures. However, for large scale

systems, reconfigurability is a requirement and much research needs to be pursued on engineering

methods for supporting fast and energy efficient tunable components. The lack of high-speed and

low-power phase shifters that operate at sub-4 K temperatures is arguably the primary obstacle to

large scale quantum photonic systems at this time. However, there are many promising results in

the literature that can potentially lead to a solution to this problem [41, 150].

Quantum photonic integration in the 12SOI CMOS platform also calls for additional research.

Specifically, the contribution due to spontaneous Raman generation which we found in Chapters 4

and 5 to be the primary noise source requires further study. Noise characterization experiments at

different temperatures and phase matching conditions should be conducted to acquire additional

understanding of the source of the noise and therefore provide the knowledge required to eliminate

the parasitic effect. While it is likely that the effect will become negligible at cryogenic temperatures

(since the phonons involved the process will be removed), additional study is still required.
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In summary, the experimental and theoretical advancements presented within this thesis

demonstrate the potential of future integrated quantum photonic systems which may enable a new

era of measurement technology, communication security, and information processing.
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[32] A. Einstein. Über einen die erzeugung und verwandlung des lichtes betreffenden heuristischen
gesichtspunkt [On a heuristic viewpoint concerning the production and transformation of
light]. Annalen der Physik, 17:132–148, 1905.

[33] A. Einstein. Zum gegenwartigen stand des strahlungsproblems [On the current state of the
radiation problem]. Physikalische Zeitschrift, 10:185–193, 1909.

[34] A. Einstein. Zur quantentheorie der strahlung [On the quantum mechanics of radiation].
Physikalische Zeitschrift, 18:121–128, 1917.

[35] E. Engin, D. Bonneau, C. M. Natarajan, A. S. Clark, M. G. Tanner, R. H. Hadfield, S. N.
Dorenbox, V. Zwiller, K. Ohira, N. Suzuki, H. Yoshida, N. Iizuka, M. Ezaki, J. L. OBrien,
and M. G. Thompson. Photon pair generation in silicon micro-ring resonator with reverse
bias enhancement. Optics Express, 21:2782627834, 2013.

[36] U. Fano. Quantum theory of interference effects in the mixing of light from phase independent
sources. American Journal of Physics, 29:539, 1961.

[37] Mark Fox. Quantum optics: an introduction. Oxford University Press, 2006.

[38] S. J. Freedman and J. F. Clauser. Experimental test of local hidden-variable theories. Physical
Review Letters, 28:938, 1972.

[39] B. J. Frey, D. B. Leviton, and T. J. Madison. Temperature-dependent refractive index of
silicon and germanium. In Optomechanical technologies for Astronomy, number 62732J in
Proceedings of SPIE 6273. SPIE, 2006.

[40] C. W. Gardiner and M. J. Collett. Input and output in damped quantum systems: Quantum
stochastic differential equations and the master equation. Physical Review A, 31:3761–3774,
1985.

[41] M. Gehl, C. Long, D. Trotter, A. Starbuck, A. Pomerene, J. B. Wright, S. Melgaard, J. Sirola,
A. L. Lentine, and C. DeRose. Operation of high-speed silicon photonic micro-disk modulators
at cryogenic temperatures. Optica, 4:374–382, 2017.

[42] C. M. Gentry, G. Triginer Garces, X. Zeng, and M. A. Popović. Passive linewidth narrowing
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[47] C. M. Gentry, X. Zeng, and M. A. Popović. A discrete resonance, all-order dispersion engi-
neering method for microcavity design for four-wave mixing. In Frontiers in Optics, number
FTu5D.3. Optical Society of America, 2014.
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