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While the field of image processing has been around for some time, new applications across many diverse areas, such as medical imaging, remote sensing, astrophysics, cellular imaging, computer vision, and many others, continue to demand more and more sophisticated image processing techniques. These areas inherently rely on the development of novel methods and algorithms for their success. Many important cases in these applications can be posed as problems of reversing the action of certain linear operators. Recently, patch-based methods for image reconstruction have been shown to work exceptionally well in addressing these inverse problems, establishing new state-of-the-art benchmarks for many of them, and even approaching estimated theoretical limits of performance.

However, there is still space and need for improvement, particularly in highly specialized domains. The purpose of this thesis will be to improve upon these prior patch-based image processing methods by developing a computationally efficient way to model the underlying set of patches as arising from a low-dimensional manifold. In contrast to other works that have attempted to use a manifold model for patches, ours will rely on the machinery of kernel methods to efficiently approximate the solution. This will make our approach much more suitable for practical use than those of our predecessors. We will show experimental results paralleling or exceeding those of modern state-of-the-art image processing algorithms for several inverse problems. Additionally, near the end of the thesis, we will revisit the problem of learning a representation for the manifold from its samples and develop an improved approach for it. In contrast to prior methods for manifold learning, our kernel-based strategy will be robust to issues of learning from very few or noisy samples, and it will readily allow for interpolation along or projection onto the manifold.
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2.1 Patch-based approach to natural image processing. Left: Most small patches of high-contrast images (e.g. $5 \times 5$ pixels) contain almost straight contrast edges or uniformly filled black or white areas. A possible low-dimensional parameterization of such patches includes the distance $d$ from the wedge to the center of the patch and the angle $\alpha$ between the normal to the wedge and the horizontal direction. Right: Self-similarity found in regular patterns and textures validates their representation as a collection of small constituent elements. We will use the enlarged fragments of these images in our experiments in Chapters 4 and 5.
2.2 (Image from [181].) Demonstration of the concepts of completeness and coherence of two images in an example of creating an image summary. Completeness means that every patch in the source image ( $\mathbf{S}$ ) corresponds to a similar patch in the target image ( $\mathbf{T}$ ), essentially that $\mathbf{T}$ represents all parts of $\mathbf{S}$ in some way. Coherence means that every patch in the target image $\mathbf{T}$ corresponds to a similar patch in $\mathbf{S}$, i.e. that $\mathbf{T}$ does not invent new image features that have no analog in $\mathbf{S}$. The source ( $\mathbf{S}$ ) and target ( $\mathbf{T}$ ) images are considered equal (or close) with respect to the bi-directional similarity distance of Eq. 2.3 if any patch of one of these images can be (approximately) found in the other and vice versa.
2.3 (Image from [10].) Examples of structural editing problems that can be solved by minization of Eq. 2.3. Internal algorithms like PatchMatch take full advantage of the vast set of available patches to construct a visually plausible solution.
2.4 (Figure from [54].) The flowchart of the two-step BM3D algorithm. The main algorithm consists of the grouping, thresholding, and aggregation steps. The final estimate is produced by collaborative Wiener filtering to enhance the quality of denoising.
2.5 Two examples of signals that admit natural descriptions with low-dimensional manifolds. Left: The images of a bunny taken with varying positions of the camera and the light source. These modes of variability constitute a natural intrinsic parameterization of the manifold. Right: A submanifold of high-contrast $5 \times 5$ image patches (plotted for $0 \leq \alpha \leq 2 \pi, d=0$ ) embedded in $\mathbb{R}^{3}$ by keeping the values of only the first three pixels of each patch: $x_{1}, x_{2}$, and $x_{3}$. The two cusps are caused by the lowdimensional embedding; these points correspond to patches with vertical transition boundaries, i.e. $x_{1}=x_{2}=x_{3}$. In both examples the number of degrees of variability is much smaller than the dimension of the ambient spaces. Note that these sets are not closed under linear operations, which demonstrates the non-linearity of the generative mappings.
3.1 The advantage offered by kernel methods: non-linear machine learning problems are linearized in the induced feature space. Left: A dataset consisting of samples of two concentric classes can be made linearly separable in a higher-dimensional feature space (shown is an embedding of $\mathcal{H}$ in $\mathbb{R}^{3}$ ). Right: The Gaussian kernel maps data samples $\mathbf{x}_{i}$ into an $L^{2}$-space of Gaussians centered on them, $\Phi\left(\mathbf{x}_{i}\right)=\kappa\left(\mathbf{x}_{i}, \cdot\right)$; linear combinations of these Gaussians can be used to approximate non-linear functions.
3.2 In the kernel-induced feature space $\mathcal{H}$, for an appropriate choice of kernel, manifolds can approximately become affine subspaces and can be learned with linear PCA. This results in a non-linear solution when mapped back to the input space. The reproducing property of the kernel function (Eq. 3.1) obviates the need of explicitly mapping datapoints to the feature space and accounts for the computational efficiency of the algorithm.
3.3 A toy example of learning a spiral with Kernel PCA. We aim to unwrap the spiral by identifying it with a half-axis. This problem can be addressed with PCA in a higher-dimensional feature space, which corresponds to a non-linear solution when mapped back to the original space. Note that each level curve of $f(\cdot)$ intersects the spiral only in one point effectively corresponding to its coordinate on the sought half-axis.
4.1 Left: Covering a three-pixel image with two overlapping patches. Center: Two cylinders in $\mathbb{R}^{3}$ created by constraining each of the image patches to lie on the unit circle. Right: The result of using our algorithm to map randomly-generated points (not shown) close to the nearest points on the manifolds' intersection (see Section 5.5.1).
4.2 Left: The geometric interpretation of the original Cimmino's algorithm. The current iterate $\mathbf{z}^{(k)}$ and its reflections $\mathcal{R}_{m}\left(\mathbf{z}^{(k)}\right)$ with respect to the subspaces $\mathcal{M}_{m}$ lie on the hypersphere centered on the intersection set. The center of gravity found by averaging over the reflections converges to the center of the hypersphere. Middle: The method of consecutive projections of Kaczmarz [109]. Right: Finding the intersection of two affine subspaces with the chosen iterative projection algorithm of Eq. 4.1.
4.3 Mapping a cloud of randomly generated points onto smooth curves in $\mathbb{R}^{2}$ separately (left and center) and onto their intersection (right). The ground truth manifolds that we attempt to learn with kernel PCA are shown as the green and blue curves. Points are mapped close to their nearest points on the corresponding manifolds or on the manifolds' intersection.
4.4 Results of finding the intersections of two surfaces in $\mathbb{R}^{3}$ (left). Notice how randomly generated points are mapped close to the corresponding nearest points on the manifolds and trace the sought intersection curves (right; not all starting points are shown).
4.5 A computer-vision-inspired examples of finding intersections of manifolds of changing images with our algorithm. Top: Images of a bunny taken from different positions and with varying lighting conditions. Bottom: Images of two independently moving objects. The left part of the figure shows representative samples of both one-dimensional manifolds in each case. The points on their intersections, as found by our algorithm, are shown on the right. We see that our algorithm returns approximations that are very close to the true intersections. (True intersection images were omitted from training of the manifolds for both examples.) . . . . . . . . . . . 62
4.6 A schematic representation of the manifolds of facial images. The inter-subject manifold (showing the same "content" in different "styles") models the set of images of different people with the same facial expression (e.g. smiling). The intra-subject manifold models the set of different expressions of the same person. The subset of the images of a particular person smiling lies on the intersection of the manifolds. These images are examples from the facial expressions database [135]
4.7 Results of approximating images of smiling faces as points on the intersection of manifolds. The iterations are initialized with an image of a neutral face (a). Panels (b) and (c) show the training images closest to the found solution on the intra- and inter-subject manifolds respectively. Our result obtained after solving the preimage problem with the gradient descent method is shown on the panel (d). Notice how the found approximation combines the distinct features of the person with the attributes of a smile. The expected (true) solution is shown on the panel (e). The samples used in this experiment are (from top to bottom): F22, F35, M21, and F26.
4.8 An example of the patch-based image model used for denoising. Each $P \times Q=5 \times 5$ image region (red square on the left) is comprised of 9 overlapping $p \times q=3 \times 3$ patches drawn from underlying manifolds. A point on the intersection of these manifolds gives an estimate of the central pixel in the region.
4.9 Results of denoising a high-contrast image. Numbers represent PSNR. Our algorithm preserves sharp high contrast edges of smooth curves; notice their blurring by NLmeans.
4.10 Results of denoising textures by extending the patch samples from $\mathbb{R}^{p q}$ to $\mathbb{R}^{P Q}$ with the pixels of initial (noisy) images. Numbers represent PSNR. Running our algorithm several times quickly improves the results and performs similar or slightly better than the state-of-the-art BM3D.
5.1 An example of minimizing the criterion of Eq. 5.3. Left: The target manifold $\mathcal{M}$ and contour lines of $J_{\mathcal{U}}(\mathbf{z})$ in logarithmic scale. Notice how the values of $\log _{10} J_{\mathcal{U}}(\mathbf{z})$ (numbers on the isolines) decrease towards the manifold. Right: The results of minimizing $J_{\mathcal{U}}(\mathbf{z})$ with the gradient descent algorithm of Eq. 5.7. Randomly generated starting points $\mathbf{z}^{(0)}$ (blue) are mapped close to their nearest points on the manifold $\mathcal{M}$ (red points) using the gradient descent approach.
5.2 An example of regularizing an inverse problem with the manifold model. Depending on the initialization $\mathbf{z}^{(0)}$, iterations of Eq. 5.14 converge either to one of the global optima on the intersection $\mathcal{M} \cap \mathcal{W}$ (solid dots) or get trapped at the local minimum of $J_{\mathcal{U}}(\mathbf{z})$ within the constraint subspace $\mathcal{W}$ (hollow dots). In the latter case, minimizing the criterion of Eq. 5.15 with $\lambda>0$ will set the solution closer to the manifold $\mathcal{M}$, if desired. Right panel shows the plot of the values of $J_{\mathcal{U}}(\mathbf{z})$ (in logarithmic scale) along the constraint subspace $\mathcal{W}$.
5.3 Results of denoising images of MNIST handwritten digits and a sculpture face with KPCA followed by different preimage methods: fixed-point iterations [143], MDSbased preimage [119], robust KPCA [151], and isomorphism-preserving preimage [104]. Even for relatively simple and structured images, often modeled with underlying manifolds, their patch-based representation with our model achieves noticeable improvement in reconstruction. Here the corresponding manifolds are learned from other training images (or their patches for our method). Numbers indicate PSNR. . 83
5.4 Denoising textures found in natural images. Our algorithm accurately reconstructs high contrast edges, as well as fine details of textures, and performs similarly to state-of-the-art BM3D in terms of PSNR, but with enhanced visual quality. Numbers represent corresponding PSNR.
5.5 Analysis of the denoising performance under varying noise conditions for the Zebra (left) and Roof (right) images. Our method (blue line), run for 1000 iterations with unchanged parameters, does not make any assumptions about the noise variance, effectively operating as a blind denoising scheme. While it readily outperforms its competitors on high noise levels, stopping the iterations earlier to avoid overfitting leads to superior results in low-noise regimes as well (diamonds indicate results obtained by early stopping). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.6 Reconstruction PSNR of the zebra image as a function of the number of layers of patches. A significant improvement is gained by using overlapping patches $(L>1)$, but no major gain could be achieved by considering more than eight layers of $5 \times 5$ patches. These results are obtained by averaging over 100 realizations of noise; error bars indicate sample standard deviations.
5.7 The advantages of our overlapping patch model. Using non-overlapping patches and mapping each of them onto the manifold separately $(L=1)$ results in apparent tessellation of the denoised image. The transitions can be smoothed somewhat by averaging over differently offset layers of patches to produce the final estimate. However, instead estimating all overlapping patches jointly on each iteration, as we propose, significantly improves the results.
5.8 Comparison of the speed of convergence of the two proposed iteration methods. In the example of denoising the zebra image, gradient descent with fixed stepsize $h=1$ (Eq. 5.9) achieves faster convergence than fixed-point iterations (Eq. 5.12).
5.9 Comparison of denoising results obtained using different iterative methods. In our experiments, the gradient descent method with constant step size $h=1$ converges to nearly the same solution much faster than the fixed-point iterations of Eq. 5.12. . 90
5.10 Compressive sensing reconstruction. The results of our algorithm are consistent with the learned model and nearly perfectly match the original images. Basis pursuit reconstruction is obtained from 448 Bernoulli measurements ( 7 separate measurements for each of $648 \times 8$-pixel regions); notice the tesselation artifacts resulting from this choice of measurement matrix. Spatially adaptive filtering based on the state-of-the-art BM3D algorithm [71] as well as the Total Variation minimization approach are initialized with 400 low-frequency Fourier measurements. We use 400 random Bernoulli measurements in our method. Numbers represent PSNR.
5.11 Comparison of compressive sensing results obtained with our method using different measurement matrices: 400 Bernoulli random measurements; 7 Bernoulli random measurements for each of $648 \times 8$ non-overlapping blocks ( 448 measurements total); 400 Gaussian random measurements; 422 low-frequency Fourier measurements. Numbers correspond to PSNR.
5.12 Results of image inpainting. Our algorithm outperforms other patch-based approaches of Criminisi [53] and Wexler et al. [205] with improved visual quality. Numbers represent PSNR.
5.13 Distribution of patches of different sizes and variances adaptively chosen to cover the Peppers image in the process of denoising (the final iteration is shown). Color intensity encodes the number of overlapping patches in each pixel: white - one patch, red - $p q$ patches, black - no patches. Smaller high-variance patches are used to reconstruct sharp edges, while large $17 \times 17$ patches cover uniform smooth image regions. $(9 \times 9$ patches are not shown. $)$
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## Chapter 1

## Introduction

### 1.1 Overview and Motivation

While the field of image processing has been around for some time, new applications arising across many diverse areas, such as medical imaging, remote sensing, astrophysics, cellular biology, computer vision, and many others, are now requiring an increase in image quality beyond what has been achievable with current methods. Therefore, to move forward, all these fields are increasingly calling for the design of new, more effective image processing methodology.

As a first example, we see this need in the field of medical imaging. Since the invention of Magnetic Resonance Imaging (MRI), it has quickly become an indispensable part of medical diagnostic and treatment monitoring. While previous imaging techniques, such as radiography or computed tomography, involved harmful ionizing radiation, MRI is safe for the patient and thus has become the new method of choice for medical diagnostics [95]. Furthermore, MRI is one of the few technologies that allows one to observe dynamic biological processes, e.g. the heart beating with cardiac MRI or real-time brain activity with functional MRI (fMRI) [8, 87], which makes it indispensable for studying cardiac health problems or brain function.

Unfortunately, however, there are physical and physiological limits on the speed of scanning, which have made MRI slow, and caused limited resolution, increased cost, patient discomfort, and potential blurring of the image if/when a patient moves during the procedure. Faster acquisition to avoid these problems has become possible only due to very recent advances in compressive sensing methods in image processing [136]. These techniques apply sophisticated image reconstruction
algorithms, so that only a fraction of the raw signal needs to be acquired during each scan. This eventually saves time and cost, while also helping to increase resolution. In dynamic applications such as fMRI, compressive sensing not only improves temporal resolution almost fourfold but also, rather surprisingly, increases sensitivity of activation detection with specific sampling sequences in low SNR regimes [216]. However, even with these advances, the cost of an average patient MRI in the United States exceeded $\$ 2600$ in 2014, which is a financial hardship for many. Meanwhile, with conventional fMRI, for example, one still can only acquire only a single image every 2 seconds, which is much too slow for detailed temporal understanding of brain function. Hence, even more sophisticated image processing algorithms will be needed to make MRI cost-effective as a diagnostic tool, and to enable more advances in understanding in the field of neuroscience.

In the study of cellular biology, the ability to understand how cells function on the molecular level is limited by the challenges of studying them in-vivo. Cellular objects of interest, such as membrane structures, protein clusters, or even single molecules are much too small to study with most current imaging technologies. For example, the resolution of conventional microscopy is limited to $200-250 \mathrm{~nm}$ by diffraction of light. Meanwhile, electron scanning microscopes allow finer imaging, but only at the cost of producing static images [51, 82]. Only the recent development of image processing methods for superresolution microscopy [150] made it possible to achieve resolutions of about 10 nm , one order of magnitude below the diffraction limit. This has allowed researchers to finally begin to study the molecular machinery of a cell in-vivo. Similarly, single-molecule and neuronal activity imaging have become possible only in the last 3-5 years, largely due to recent advances in imaging techniques $[90,180]$. However, these methods are still limited, specifically by relatively low temporal resolution (e.g. on the order $0.1-0.3 \mathrm{sec}$ in localization microscopy [145]), which may not be enough to study the dynamics of rapid cellular processes.

On the other extreme of scale, modern applications in astronomy and remote sensing also require higher quality image processing algorithms than exist to date. The main challenges here are to reconstruct and enhance images taken from a satellite, an airplane, or from small remote sensing devices. However, while a high-quality image is needed for study in these applications, the
amount of data that can be transmitted from satellites or remote sensors is often very limited, and computational power onboard may be insufficient as well. For example, the amount of raw data produced by space telescopes, such as the ESA's Hershel, far exceed the available capacity of the downlink communication channel, while severely limited CPU time prevents the use of complicated compression algorithms on the satellite itself. Hence, methods that allow high quality image reconstruction from very little data, e.g. successful compressive sensing algorithms, are needed for this application [19]. As another example, the reconstruction of high quality color images of Jupiter's moon Europa, released by NASA in 2014 after being taken almost 25 years ago, was made possible only recently due to newly created imaging algorithms. Needless to say that the pursuit of new frontiers in space exploration will walk hand in hand with the development of novel more powerful image reconstruction methods.

Moreover, it is important to emphasize that image quality requirements in scientific and medical domains, such as those mentioned above, are generally much higher than in, for example, conventional photography, and they constantly increase. This further highlights the need for better and better algorithms for image reconstruction to keep up with the demands of these applications.

Furthermore, it is worth noting that recent statistical analysis indicates that existing algorithms, for example, for denoising [43, 44, 128], image registration [164, 209], and superresolution [6, 131], have not yet achieved their potential performance bounds, and thus there is still significant room for their improvement. Specifically, despite tremendous breakthroughs seen in the past decades in processing rich photographic images, many problems, even as fundamental as efficient removal of non-Gaussian noise [86] or avoiding introduction of artifacts in low noise regimes [43], remain challenging for most modern algorithms.

Thus, we have seen that there is a need for more powerful image reconstruction and enhancement algorithms across a broad spectrum of important modern scientific applications. This thesis will focus on the creation of more powerful algorithms to aid across a variety of such applications. In the next sections, we will briefly describe our approach to these modern challenges in image processing along with our main results and provide an outline for the rest of the dissertation.

### 1.2 Plan of Attack: The Manifold View of Image Patches

Most of the scenarios described above, such as denoising, compressive sensing reconstruction, superresolution, etc., can be posed as special instances of the general linear inverse problem; we will discuss its formulation in detail in the next chapter but here will provide a high level overview of the modern acknowledged solutions. Over the previous decades, these problems were targeted with numerous algorithmic approaches ranging from filtering in the image domain to non-linear manipulations in a coefficient domain. However, recently it was found that breaking an image into a collection of its small overlapping pieces - patches - and then considering each of them separately, produces exceptionally good results when the image is reassembled. In fact, patch-based methods constitute the core of many modern state-of-the-art algorithms for image reconstruction and will be the main focus of our work.

The successes of the patch-based approach in addressing inverse problems can be explained by the fact that in the mentioned applications the ability to preserve crisp contrast edges as well as details of patterns and textures are often the most desirable qualities of the algorithm. Working with smaller patches, as opposed to an image as a whole, often allows one to efficiently achieve these goals. Hence, patch-based representations allow the resulting methods to be applicable across a broad range of problems in different fields.

In this thesis, we will develop novel patch-based methods for general linear inverse problems in image processing. However, unlike most previous work in this category, we will employ an elegant description of patches with an underlying manifold model. Numerous practical methods so far, often indirectly, have imposed a low-dimensional structure on the set of image patches, and several theoretical studies have shown that it indeed can be well-modeled with a smooth non-linear manifold. A few methods have even attempted to model the patches with a manifold. However, the design of computationally tractable algorithms that make this underlying manifold assumption explicit has remained an open problem to date, which we will address in this thesis.

The purpose of this thesis will thus be to improve upon prior patch-based image processing
methods, by developing a computationally efficient way to model the underlying set of patches as arising from a low-dimensional manifold. In contrast to other work that has attempted using a manifold model for patches, ours will rely on the machinery of kernel methods to efficiently approximate the manifold. This will make our approach much more pragmatic than those of our predecessors. We will show experimental results paralleling or exceeding state-of-the-art image processing methods for several inverse problems.

Additionally, in the final chapter, we will revisit the problem of manifold learning and develop an improved approach for it. In contrast to prior work, our novel kernel-based algorithm will be robust to issues of learning from very few or noisy manifold samples and will readily allow for interpolation along or projection onto the manifold.

### 1.3 Main Contributions

With a broad range of applications in mind, we will present a novel intersecting manifolds model for images. In this novel model, we will assume that each image patch lies on its own manifold in the image space, which will locate an entire image at the intersection of many such manifolds corresponding to its different overlapping patches. We will see that this intersection seeking strategy is a natural way to formulate the problem of simultaneously constraining all image patches to lie on the underlying manifold model.

Next, to find a computationally efficient solution to the problem of finding the manifolds' intersection, we will develop a non-linear extension of the well-known Projections onto Convex Sets (POCS) algorithm, which is typically used for finding intersections of, for example, affine subspaces. To achieve this, we will have to carefully reformulate the POCS algorithm entirely in terms of inner products and then apply the kernel trick from machine learning to obtain its non-linear extension. To the best of our knowledge, this result has not been reported in the literature before. The model of intersecting manifolds and our efficient closed-form solution can potentially be used in problems beyond image processing, such as, for example, set extrapolation.

Then, we will focus specifically on image processing applications and will design an effective
technique for solving any linear inverse problem with our model of intersecting patch-manifolds. Essentially, our solution is a generalization of a popular kernel-based approximator of the distance to a manifold. Our method favorably compares to several specialized state-of-the-art algorithms often surpassing them in both visual quality and quantitative performance measures. This constitutes our main contribution to the field of image processing.

Finally, we will propose a method for learning and representation of manifolds in kernelinduced feature spaces. We will parameterize the manifold-approximating subspace in a similar way to many successful kernel-based algorithms, but will improve the expressive power of this description and generalize it for manifolds of arbitrary dimensions. We will show the particular suitability of our representation for problems of mapping points onto and interpolating along the manifold. It will also be extremely powerful for learning manifolds from either very few or noisy samples, which have been issues for past manifold learning algorithms.

### 1.4 Structure of the Thesis

We now briefly outline the structure of the dissertation and the contents of its chapters.
To put our work in context, we will start by reviewing some background information and the existing related literature in Chapter 2. Here we will first formally set up the most general form of the linear inverse problem for images. We will see that many important modern image processing applications mentioned in the beginning of this chapter reduce to this form, so we use it as the main motivational example that will direct our upcoming narrative. We will then proceed by examining its existing solutions. While acknowledging some popular time-proven global models for entire images, we will primarily focus on recently-emerged but surprisingly effective local patchbased methods. We will attempt to analyze the rich spectrum of prior patch-based algorithms ranging from strictly specialized such as [181] to more general and flexible [54] and will conclude by discussing elegant descriptions for the set of image patches with underlying manifold models.

Next, in Chapter 3, we will turn to more technical topics and review the machinery of kernel methods, which will form the leitmotif of the thesis. Specifically, we will focus in detail
on Kernel Principal Component Analysis (KPCA) as one of the most powerful existing manifold learning algorithms. It will become our tool of choice on top of which we will build our solutions. Furthermore, at this point, we will establish the notation used throughout the rest of the work.

The fourth chapter is dedicated to our first piece of original work, a method for efficiently finding an approximate intersection of many manifolds. Borrowing the idea from Kernel PCA of approximating a manifold with an affine subspace in a higher-dimensional feature space, we will consider several such subspaces to model intersecting manifolds. We will then derive a kernelbased non-linear extension of the POCS algorithm and express our solution in closed form for improved efficiency. We will show successful proof-of-concept results on several toy examples and in a problem of set extrapolation, and we will see that this setting is of interest because of its connection to patch-based image processing with overlapping patches.

In Chapter 5, we will approach the problem of finding the manifolds' intersection specifically with image processing applications in mind. Again, based on the kernel PCA representation of manifolds, we will form a functional to approximate the distance to their sought intersection. We will then minimize it with a descent algorithm in order to arrive at a point on this intersection. Unlike our closed-form method from the previous chapter that operates in the feature space, the minimization here will be carried out in the original image space directly. This will eliminate the need for solving the cumbersome error-prone preimage problem often associated with kernel methods and will guarantee the existence of a suitable solution. Furthermore, we will greatly improve upon the efficiency of our method by reusing the same simple patch manifold description learned once for all patch positions in the image. In fact, in addition to small structured texture images as in Chapter 4, we now will be able to effectively process natural photographic images of significantly larger sizes. To conclude, we will show how our practical patch manifolds intersection framework can be applied unchanged to solve any linear inverse problem in image processing. We achieve experimental results similar to or better than the state-of-the-art algorithms on each problem, even though the comparison algorithms are specifically tailored for each individual problem.

Finally, in the sixth chapter we will expose some shortcomings of the traditional kernel PCA
parameterization of the manifold approximating subspace in feature space. We will see that the minimizers of the distance to this subspace form a set of disconnected points in the original space, forcing the minimization procedure to eventually converge to one of them. Potentially this undermines our ability to accurately represent a continuous manifold and to map points onto it. To deal with this problem, especially conspicuous with manifolds of low codimensions, we present our novel kernel-based manifold learning method. It allows one to learn the structure of the manifold from only a few noisy samples and is particularly useful for finding projections onto and interpolating along non-linear manifolds. We will show encouraging results of our method outperforming other popular approaches in these applications as well as in modeling datasets for the purposes of classification and anomaly detection.

## Chapter 2

## Background and Literature Review

In this chapter we will provide a brief overview of existing image reconstruction methods. We will particularly focus on patch-based algorithms as they form the core of the latest state-of-the-art tools. We further discuss manifold models as an elegant and effective way to impose a structure on the set of image patches. But first, let us start by formally introducing the general problem setting that will motivate our work.

### 2.1 Inverse Problems in Image Processing

Many problems in image processing are often viewed as special instances of the general problem of reconstructing an unknown signal from its linear measurements. These are referred to as linear inverse problems. In its most general form, a linear inverse problem aims to reconstruct a signal $\mathbf{z}_{\text {true }}$ from its observations $\mathbf{b}$ obtained by some linear transformation $\mathbf{W}$ and possibly corrupted with additive noise $\mathbf{n}$ :

$$
\begin{equation*}
\mathbf{b}=\mathbf{W} \mathbf{z}_{\text {true }}+\mathbf{n} . \tag{2.1}
\end{equation*}
$$

Many practical applications, such as denoising and compressive sensing among others, can be expressed in the form of Eq. 2.1. Typically, however, the low column rank of the matrix $\mathbf{W}$ makes the above problem underdetermined with an infinite number of solutions. For example, the number of measurements in compressive sensing is usually assumed to be much smaller than the dimension of the signal space (the number of pixels). In inpainting, on the other hand, the masking
matrix selects only a fraction of the original image pixels and leaves out the others. In denoising, even though $\mathbf{W}=\mathbf{I}$, the identity matrix, additive noise $\mathbf{n}$ still makes the problem ill-posed.

Therefore, in order to restrict the set of possible solutions, additional assumptions on the sought image $\mathbf{z}_{\text {true }}$ should be made. They usually take the form of an underlying model, whose choice is guided by some prior knowledge about the sought image. A suitable model promotes desired qualitative characteristics in the reconstructed image, while establishing a quantitative criterion that helps to choose the optimal solution. For example, one may encourage the image to have sparsity in a wavelet basis by minimizing the $\ell^{1}$ norm of the wavelet coefficients, or one may seek low total variation (TV) to sharpen edge transitions of the image, if those qualities are expected in the desired solution. On the other hand, methods based on exploiting similarity between image regions may be suitable if the image $\mathbf{z}_{\text {true }}$ contains repetitive patterns and textures. Needless to say that the appropriateness of the assumed model for representing a particular class of signals is a major factor that affects the overall quality of reconstruction. Finally, it directly determines what signal processing algorithms are potentially suitable, which can also be an important consideration in making this choice.

### 2.2 Image Models and Reconstruction Algorithms

Finding a successful solution to the inverse problem of Eq. 2.1 inherently relies upon the representational suitability of the assumed image model. In this section we will review some of the most common assumptions (such as sparsity of transform domain coefficients and similarity of small image patches) made by popular image processing algorithms to capture the characteristics of natural images. We start by considering the variational interpretation of image processing methods, as it provides a convenient way to design new and extend existing algorithms for addressing a wide range of inverse problems. Later, we will adapt this view for our solution developed in Chapter 5.

### 2.2.1 Variational Approach to Image Reconstruction

The criteria for successfully inverting the action of the measurement (or degradation) operator $\mathbf{W}$ in Eq. 2.1 are twofold. Foremost, one wants to find an estimate $\widehat{\mathbf{z}}$ of the original image $\mathbf{z}_{\text {true }}$, whose measurements with $\mathbf{W}$ match those given in the vector $\mathbf{b}$. This desire for data fidelity is usually expressed in terms of the Euclidean distance, thus leading to $\min _{\widehat{\mathbf{z}}}\|\mathbf{b}-\mathbf{W} \widehat{\mathbf{z}}\|_{2}^{2}$. As noted before, in most cases this least squares problem is ill-posed and has an infinite number of admissible solutions. Therefore, additional prior expectations about the sought type of images are invoked in order to select a suitable $\widehat{\mathbf{z}}$, which results in minimizing an augmented energy functional:

$$
\begin{equation*}
\min _{\mathbf{z}}\|\mathbf{b}-\mathbf{W} \mathbf{z}\|_{2}^{2}+\lambda R(\mathbf{z}), \tag{2.2}
\end{equation*}
$$

where $\lambda$ is a positive constant.
The regularization term $R(\cdot)$ is method-dependent and often takes the form of an $\ell^{p}$-norm of the image coefficients in some specific basis. One of the classical examples of regularized image reconstruction is Wiener filtering [206]. It can be shown that in this case $R(\cdot)$ in Eq. 2.2 becomes the $\ell^{2}$-norm of the image's Fourier coefficients, making the method an instance of the Tikhonov regularization in the Fourier domain [147]. Unfortunately, this implicitly imposes the assumption of continuity on the found solution (not necessarily obeyed by most images), which usually results in poor reconstruction of sharp contrast edges.

To avoid the excessive image smoothing, a regularization that allows for discontinuities in $\mathbf{z}$ was introduced in the form of image total variation (TV) [169], which is defined as the $\ell^{1}$-norm of the image gradient, $R_{T V}(\mathbf{z})=\|\nabla \mathbf{z}\|_{1}$. Operating in the image domain directly, it penalizes small differences in neighboring pixels (which in denoising, for example, are supposedly caused by noise) and instead favors solutions with large homogeneously filled regions separated by sharp edges. Due to its edge-preserving properties, TV minimization has found broad applicability in denoising [39, 169], compressive sensing reconstruction [33], inpainting [40], and other problems. In compressive sensing, for example, this approach achieves perfect reconstruction of certain types of images (such as the popular Shepp-Logan phantom) from a small number of their measurements [33]; theoretical
guarantees of its convergence were further investigated in [149].
Further motivation for using the $\ell^{1}$-norm as a regularization term in Eq. 2.2 comes from its ability to favor the recovery of sparse solutions [68], which made it a useful heuristic approximation for the computationally intractable $\ell^{0}$-pseudonorm. The principal assumption of such approaches is that an appropriately chosen basis or frame concentrates essential image information in just a few high-magnitude representation coefficients while setting the others to zero. In addition to separable orthogonal wavelet bases [59, 139], numerous overcomplete directional transforms (e.g. steerable wavelet pyramids [182, 198], wedgelets [67], curvelets [34], contourlets [65], etc.) have been designed as parsimonious descriptors of essential low-level image features, such as sharp oriented edges. Furthermore, group sparsity has become a powerful idea that relies on statistical dependence between neighboring coefficients [156, 159, 200].

To invoke the sparsity assumption in reconstruction, popular reconstruction algorithms are often based on matching pursuit $[140,154]$, which greedily tries to build a sparse solution by adding one best basis element to the approximation at a time. Others, assuming $R(\cdot)=\|\cdot\|_{1}$ in Eq. 2.2, directly rely on methods for solving the resulting convex optimization problem [46, 192], which became known as basis pursuit. Moreover, a number of proximal methods [18] have been developed $[12,60,96,129]$ that arrive at a sparse solution by alternately updating $\mathbf{z}$ to better fit the vector of measurements $\mathbf{b}$ and shrinking the transform coefficients with a specific thresholding function (e.g. hard- or soft-thresholding) to zero out small entries.

In our work, we will directly associate the regularization term in Eq. 2.2 with the distance to the set of admissible images and then minimize the resulting functional with a simple descent algorithm. In our case, the set of admissible images are those whose patches all conform to a specific patch model. Therefore, we next turn our attention to the paradigm of representing images with their patches and discuss in detail some of the most popular and successful patch-based algorithms, as this local approach to image processing constitutes the inspiration for our solution.

### 2.2.2 Overview of Patch-based Image Models

All methods mentioned in the previous section rely on global models for entire images (e.g. in iterative thresholding, every pixel of a large image simultaneously contributes to computing a single vector of wavelet coefficients). Instead, it was found recently that treating images as collections of their small overlapping regions, often called patches, and modeling each of them separately produces surprisingly effective results in solving various image processing problems ranging from denoising to structural manipulations. This approach is motivated primarily by the high degree of self-similarity and redundancy often present in most natural images. The reasoning behind it can be conveniently illustrated with the following simple example.

For the purpose of explanation, let us consider images of high contrast black-and-white curves, such as those found on the hide of a zebra, for example (Fig. 2.1). We note that all sufficiently small patches (e.g. $5 \times 5$ pixels) across such images are very simple and similar to each other. Indeed, they either contain almost straight contrast edges or uniformly filled black or white areas. Thus, it is not unreasonable to expect the existence of simple models for the set of such patches.


Figure 2.1: Patch-based approach to natural image processing. Left: Most small patches of highcontrast images (e.g. $5 \times 5$ pixels) contain almost straight contrast edges or uniformly filled black or white areas. A possible low-dimensional parameterization of such patches includes the distance $d$ from the wedge to the center of the patch and the angle $\alpha$ between the normal to the wedge and the horizontal direction. Right: Self-similarity found in regular patterns and textures validates their representation as a collection of small constituent elements. We will use the enlarged fragments of these images in our experiments in Chapters 4 and 5.

Even though this example may seem overly simplified, it is straightforward to extend our observations to the case of more complex natural images, whose patches may also contain ridges
or gradients, as well as vary in contrast and brightness. In any case, the number of degrees of freedom in all admissible patches appears to be much smaller than their dimensionality (note that even relatively small $5 \times 5$ patches already reside in a 25 -dimensional space). Therefore, large complex images can be modeled as collections of their overlapping patches, each of which admit simpler descriptions.

This is the key idea of recently developed patch-based algorithms that show state-of-the-art results in denoising [25, 54, 217], inpainting [10, 53], compressive sensing reconstruction [71, 45], and other inverse problems $[56,57]$. We will discuss their most successful representatives in detail in the next subsections.

To structure our survey of the vast number of existing patch-based image processing algorithms, we will draw a distinction between them based on the source of exemplar patches they use for reconstruction. We note that it is common, at least in the denoising literature [27, 146, 213], to refer to the methods that build a solution from modified patches of the same initially-given (i.e. noisy) image as internal; Non-local Means [25] and BM3D algoithms [54] are two common examples of such approaches. In contrast, external methods often rely on universal patch models derived from other exemplar images, which are cast, for example, in the form of patch dictionaries [73, 217], patch manifolds [45, 158], or learned deep network structures [89, 186]. Usually external methods are more flexible and can be more or less directly extended to a broader range of problem modalities. However, internal methods tend to surpass them, especially in processing textures, when sufficient numbers of exemplar patches are readily available in the given image [146].

Thus, we adopt a similar viewpoint in our modest attempt to capture the diversity of patchbased approaches for various image processing problems. In the next subsection we will discuss algorithms that build their solutions directly from given exemplar patches; they are often acknowledged as tools of choice for inpainting and structural editing of large complex scenes (see Fig. 2.3). Then, on the next level of generalization, we will look at methods that allow each image patch to change, often as a certain function of its neighbors. Algorithms of this kind, such as BM3D, have proven especially effective for denoising. Finally, in Section 2.2.2.3, we will discuss truly external
approaches to modeling the entire set of all admissible image patches. Here we will focus primarily on dictionaries- and neural-networks-based approaches but defer our review of manifold models for patches - the foundation of our effective solution - to the upcoming section.

### 2.2.2.1 Internal Algorithms for Structural Image Editing

To start, on one extreme of the spectrum of patch-based image processing algorithms, we place the methods that rely on searching for suitable patches in an input image and then directly adapting them without major changes as building blocks to form a solution $[10,53,70,69,118]$. They achieve results of particularly good visual quality in large scenes with complex patterns and textures, where substitution of a patch for a similar one may not be easily noticeable. However, often such algorithms are tailored for addressing only a specific problem, such as inpainting. Their extension to other inverse problems (e.g. compressive sensing reconstruction) appears to be nontrivial, if even possible, since they rely on a high-quality initial image for patch sourcing.

Historically, the algorithm for texture synthesis proposed by Efros and Leung [70] was one of the first successful methods of this kind. Given a small sample of a desired texture, the algorithm proceeds pixelwise to generate a larger piece statistically similar to the observed prior. It is assumed that each pixel is conditionally independent on the rest of the image given the values of its closest neighbors (i.e. those pixels constituting a patch). Thus, each new pixel is synthesized such that the resulting patch centered around it could be also found somewhere in the original sample.

However, growing large images by one pixel at a time could be inefficient, especially given that for most patches of structured patterns, knowledge of a few pixels in a patch completely determines the rest of them. Therefore, it was soon after proposed to copy entire patches from the initial sample texture to synthesize the resulting solution. This, in fact, raises the problem of fitting and seamlessly stitching together patches with unmatching borders. A possible solution is to make patches overlap and then carve them with an irregularly shaped cut to make their borders match as jigsaw pieces. Cuts along the minimum error boundary in the overlap were proposed by Efros and Freeman in the algorithm known as Image Quilting [69]. Kwatra et al. consider each
pixel in the overlap region to be a node in the graph with edges between adjacent nodes weighted according to the pixel differences in the two patches. Their Graphcut algorithm then cuts each patch along the minimum weight cut in the graph [118].

Simakov et al. summarized the idea of similarity between two images on the patch-level by introducing a global bi-directional patch-based similarity measure [181]. An image $\mathbf{S}$ is close to an image $\mathbf{T}$ with respect to this distance if for every patch $\mathbf{s} \in \mathbf{S}$ there is a close approximation in $\mathbf{T}$ (which ensures "coherence"), and vice versa, if every patch $\mathbf{t} \in \mathbf{T}$ is represented by a similar patch in $\mathbf{S}$ ("completeness"). Mathematically these conditions are expressed as the distance between images:

$$
\begin{equation*}
d_{B D S}(\mathbf{S}, \mathbf{T})=\underbrace{\frac{1}{N_{\mathbf{S}}} \sum_{\mathbf{s} \in \mathbf{S}} \min _{\mathbf{t} \in \mathbf{T}} d(\mathbf{s}, \mathbf{t})}_{\text {Completeness }}+\underbrace{\frac{1}{N_{\mathbf{T}}} \sum_{\mathbf{t} \in \mathbf{T}} \min _{\mathbf{s} \in \mathbf{S}} d(\mathbf{t}, \mathbf{s})}_{\text {Coherence }}, \tag{2.3}
\end{equation*}
$$

where $N_{\mathbf{S}}$ and $N_{\mathbf{T}}$ are the total numbers of patches in both images and $d(\mathbf{s}, \mathbf{t})$ is the Euclidean distance between two patches (please see Fig. 2.2 for an illustrative example of comparing images using this distance). The PatchMatch algorithm of Barnes et al. [10] for efficient approximate nearest neighbors search for matching patches and minimization of this similarity measure has become critical to some of the most successful structural image editing tools to date. They allow one to effectively address such high-level tasks as image retargeting, reshuffing, and completion.

Meanwhile, other successful exemplar-based algorithms were specifically developed for image inpainting, which is a problem closely related to the texture synthesis problem above. The goal here is to fill a gap in the image (caused for example by an overlaid inscription, physical damage to a photograph, or an object removed during editing) using the content from the rest of the scene. Similar to texture synthesis, these algorithms attempt to stitch together exemplar patches from elsewhere in the image to fill the unknown region. In contrast to the general problem of texture synthesis however, here the order in which unknown pixels are filled significantly affects the final result. Criminisi et al. in [53], for example, follow a technique similar to [69] and fill the gap pixelwise to match the result with patches in the reference region. They specify the filling order by assigning high priority values to those pixels lying on the continuation of essential linear structures
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Figure 2.2: (Image from [181].) Demonstration of the concepts of completeness and coherence of two images in an example of creating an image summary. Completeness means that every patch in the source image ( $\mathbf{S}$ ) corresponds to a similar patch in the target image ( $\mathbf{T}$ ), essentially that $\mathbf{T}$ represents all parts of $\mathbf{S}$ in some way. Coherence means that every patch in the target image $\mathbf{T}$ corresponds to a similar patch in $\mathbf{S}$, i.e. that $\mathbf{T}$ does not invent new image features that have no analog in $\mathbf{S}$. The source ( $\mathbf{S}$ ) and target ( $\mathbf{T}$ ) images are considered equal (or close) with respect to the bi-directional similarity distance of Eq. 2.3 if any patch of one of these images can be (approximately) found in the other and vice versa.
in the image or located in the corners of the gap. Moreover, Zhou and Robles-Kelly in [214] guide their choice of the optimal filling patch not only by the values of known pixels on the border of the gap, but also consider those patches that can be potentially chosen for inpainting the neighboring pixels. This maximizes the local consistency with respect to these potential neighbors. Finally, a global criterion for inpainting was proposed by Wexler et. al. in [205], who optimize a functional equivalent to the coherence term in Eq. 2.3 with $\mathbf{S}$ and $\mathbf{T}$ being the unknown and reference regions respectively. This encourages every patch in the final inpainted region to be similar to one elsewhere in the undamaged portion of the image.

### 2.2.2.2 Internal Methods based on Joint Modeling of Similar Image Patches

Methods of another class, instead of explicitly borrowing existing patch exemplars, attempt to exploit the dependencies and relationships between similar patches in the same image. In this vein, local image models based primarily on a Markov random fields description were initially used for texture synthesis [215]. Similar models were soon established to address a broader class of


Figure 2.3: (Image from [10].) Examples of structural editing problems that can be solved by minization of Eq. 2.3. Internal algorithms like PatchMatch take full advantage of the vast set of available patches to construct a visually plausible solution.
problems, such as superresolution [80], classification [62], or change detection [155]. Furthermore, fractal methods that directly exploit image self-similarity on multiple scales (across patches of different sizes) were proposed for image compression [11] and later adopted for denoising [85]. In essence, all these approaches view each image patch as a function of its neighbors and can often be analyzed with the framework of image-dependent filtering [144].

The Non-local Means (NL-means) denoising algorithm of Buades et al. [25, 26] is a common example of such a filtering procedure [144]. It partially owes its popularity to the simple and elegant formulation: the image is denoised by adaptively averaging similar patches, which is known to be an asymptotically optimal strategy given infinitely many reference patches. Formally, for a patch $\mathbf{p}$ of an image $\mathbf{I}$, NL-means computes a denoised estimate of its central pixel $c_{\mathbf{p}}$ as:

$$
\begin{equation*}
\widehat{c}_{\mathbf{p}}=\sum_{\mathbf{q} \in \mathbf{I}} c_{\mathbf{q}} \cdot w(\mathbf{p}, \mathbf{q}), \tag{2.4}
\end{equation*}
$$

where the sum is over all patches $\mathbf{q}$ in image $\mathbf{I}, c_{\mathbf{q}}$ denotes the central pixel of patch $\mathbf{q}$, and the weights $w(\mathbf{p}, \cdot)$ are defined as $w(\mathbf{p}, \mathbf{q})=\frac{1}{S_{\mathbf{p}}} e^{-\frac{\|\mathbf{p}-\mathbf{q}\|_{2}^{2}}{h^{2}}}$. This weighting scheme puts more emphasis on patches $\mathbf{q}$ that are similar to a given patch. The normalization constant $S_{\mathbf{p}}=\sum_{\mathbf{q} \in \mathbf{I}} w(\mathbf{p}, \mathbf{q})$ makes all weights for a patch $\mathbf{p}$ sum to 1 , and the width parameter $h$ depends on the noise variance.

In practice, the sum in Eq. 2.4 is computed not over all of I but instead over some limited predefined neighborhood (e.g. over $21 \times 21$ regions for $3 \times 3$ patches [26]). Notice, however, that the
relative positions of patches $\mathbf{q}$ used to construct the estimate are ignored by the algorithm, hence making it non-local. From this point of view, it is instructive to compare this approach with its special case, Bilateral Filtering [193]: NL-means defines pixel similarity patch-wise across possibly remotely-located image regions instead of pixel-wise in a local neighborhood as done by the latter.

NL-means produced significant improvements in denoising results over traditional non-patchbased filtering schemes, and the simplicity of its procedure stemmed numerous works proposing possible quality-improving modifications. For example, adaptive neighborhood selection and refinement of the local noise variance estimates have been considered in $[24,113,137]$. Moreover, Kervrann et al. look at iterative application of this model [113], and further discussion of its connection to diffusion processes can be found in $[144,183]$.

The strategy of processing groups of similar image patches together, employed by NL-means, was taken further and generalized by Dabov et al. leading to the development of state-of-the-art denoising algorithm, BM3D [54]. It operates by searching for and stacking similar image patches into three-dimensional arrays. These blocks of patches are then brought to a three-dimensional transform domain (e.g. with a separable wavelet or discrete cosine transform), where the presumed hidden structure shared by similar patches can be revealed in the form of a shared sparsity structure across their coefficients. Now, as in established denoising methods [60, 96], one may encourage transform sparsity in a noisy patch by thresholding its coefficients (according to the shared sparsity structure of similar exemplars) to reduce noise. (Please see Sections 2.2.1 and 2.2.2.3 for detailed discussions of methods that rely on sparsity of image coefficients under certain transforms and of their patches in learned dictionaries respectively.)

The patches are then returned back to the pixel domain with an inverse transform, and the entire image estimate is computed by aggregating and averaging overlapping patches. This joint filtering procedure is able to preserve and reveal even the finest details shared across many patches while effectively removing the noise. To further enhance the results of reconstruction, this basic estimate is passed as an input to a specifically designed collaborative Wiener filter on the second step of the algorithm (see Fig. 2.4).


Figure 2.4: (Figure from [54].) The flowchart of the two-step BM3D algorithm. The main algorithm consists of the grouping, thresholding, and aggregation steps. The final estimate is produced by collaborative Wiener filtering to enhance the quality of denoising.

Besides denoising, this model was adapted for superior performance in deblurring, compressive sensing reconstruction, superresolution, and other image processing problems [57, 71]. In compressive sensing, for example, the estimate is recursively injected with noise and then filtered with the described algorithm to restore its features consistent with the CS measurements. In our method developed in Chapter 5, we will employ a very similar idea of projecting intermediate solutions onto the constraint subspace, yet our assumed global model for patches will effectively make our algorithm readily applicable for solving any linear inverse problem without modifications.

Let us summarize by commenting on a few other approaches that search for and jointly process the nearest neighbors of a patch in an input image. For example, Chatterjee and Milanfar [42] group similar patches in disjoint clusters and then build local linear models for each of them. Ram and Elad, on the other hand, arrange all patches in a shortest-path chain and then perform denoising on one-dimensional signals formed by the pixels along this chain [160]. We notice that an assumption of smoothness of the set of image patches underlies both these methods as well as many other algorithms mentioned so far. Indeed, while the above smooth ordering method of Ram and Elad [160] was shown to be related to the BM3D algorithm (they both apply onedimensional transforms on stacks of patches), it can also be viewed as an instance of tracing a path on the underlying smooth patch manifold. Furthermore, we would argue that the authors in [42] implicitly construct an estimate of the nearest point on the piece-wise linearly approximated smooth set of patches. Hence, we might hope to improve upon these methods by making their implicit goals explicit in our approach by using an externally-defined manifold prior. We will focus more closely on the models of this kind in the next section.

### 2.2.2.3 External Models for the Entire Set of Image Patches

A weakness of all above (internal) methods, however, is that they can only reproduce functions of the patch exemplars available in the given image and do not attempt to model a collection of all suitable patches as a whole. This potentially limits their applicability in addressing problems for which initializations are not directly defined in the image domain but are given in the form of measurements instead, as in, for example, compressive sensing reconstruction. In contrast, external methods completely rely on general patch models, which they apply to treat various previously unseen images. Typically such models are derived or learned offline from a set of representative patches. Learned dictionaries, learned non-linear deep approximators, and manifold models underlie the most successful approaches of this type.

An overcomplete dictionary is a collection of vectors, called atoms, in which any valid signal of interest admits an extremely concise description. Such representations have been particularly useful for modeling sets of image patches as seen in many practical applications [74, 138, 211]. Among many existing dictionary learning methods [75, 127, 168, 199], the K-SVD [3], along with its numerous enhancements [141, 142, 161], stands out as one of the most efficient and successful algorithms. It proceeds by alternating between finding a sparse code for parsimonious representation for the collection of image patches with respect to the current dictionary and updating the dictionary elements with respect to the patch codings.

Once the dictionary is learned, all overlapping patches of an image can be modeled independently with their sparse representations and then averaged to form a solution [74]. To fully exploit the potential of this technique, however, one needs a good initialization for patches, which may not be readily available in such problems as inpainting and CS reconstruction. Alternatively, Zoran and Weiss propose to maximize the likelihood of a randomly selected patch with respect to the sparsity prior on the dictionary, i.e. the expected patch likelihood of an entire image [217]. Their general approach overcomes the challenges of treating overlapping patches and also allows for the use of other probabilistic priors. In this regard, relatively simple patch dictionaries are advantageous over
translation-invariant MRF models, which can be extremely difficult to train [166].
Invoking the sparsity assumption of dictionary coefficients geometrically characterizes the set of all admissible patches as a union of subspaces [18]. While proven successful in numerous applications, there is no evidence that this model indeed provides the most accurate representation for the set of image patches. On the other hand, recent theoretical results indicate that the structure of this set closely resembles a low-dimensional manifold, which effectively allows for smooth transitions between similar patches [36, 125, 158]. Thus, employing manifold models in image processing may pull out the unrealized potential of established image representations and will be of primary interest in our work. We will review them in detail in the next section.

Before moving on to discussing manifold models, we would like to conclude this section by mentioning a class of novel effective solutions based on the machinery of deep neural networks. Their recent remarkable successes in computer vision [116, 170] motivate their applicability for solving inverse problems as well. In fact, it has been noted that many image processing algorithms described so far can be viewed as realizations of deterministic (although complex) mappings onto the set of desired images [89, 186]. Thus, instead of characterizing the target set, one may attempt to directly learn the mapping itself, for example, in the form of a trainable network.

Taking on this strategy, plain multilayer perceptrons (MLP) were found to readily achieve state-of-the-art results in image denoising [28] and deconvolution [175], although at the cost of their excessively high complexity [203]. This pure learning strategy, however, does not make any assumptions about image statistics but rather relies on the property of MLPs to be universal approximators [103]. Furthermore, convolutional neural networks [123] - a powerful tool for modeling translation-invariant image structures [116] - were successfully applied for denoising [105, 72], superresolution [66, 204], and deconvolution [208]. These novel network designs inspired by the traditional dictionary learning techniques effectively combine the structure of established thresholding methods [60, 129] with adaptability of the deep learning framework eventually leading to significant quality improvements.

In the next section we will finally turn our attention to manifold models particularly suitable
for families of similarly structured smoothly changing high dimensional signals, of which image patches are a common example.

### 2.3 Manifold Models in Signal Processing

Let us start by providing a high-level motivation for the manifold representation of signals and then proceed by discussing applications of manifold models in patch-based image processing.

### 2.3.1 Overview and Motivation

Even though the dimensionality of modern signals constantly increases (e.g. the number of pixels in images), the inherent structure in a signal often allows for a more concise description [176]. For example, in computer vision, images of a (known) subject taken from varying positions may be described in terms of these parameters. As an illustration, consider a set of images of a bunny viewed from different angles (such as the one shown in Fig. 2.5) with a moving lighting source. Indeed, there is a bijective correspondence between such images and the values of the continuous angular parameters, which allows one to unambiguously reconstruct the image knowing the position of the camera and the lighting source relative to the subject and vice versa.

Usually, as in the above example, the number of descriptive parameters $d$ is much smaller than the dimension of the ambient signal space $D$, but still such a parameterization describes the signal with sufficient accuracy. The signal itself can thus be viewed as a (non-linear, in general) mapping $f$ from the set of parameters $\Theta \subseteq \mathbb{R}^{d}$ to the signal space. Assuming $f$ is a homeomorphism, all signals $f(\theta)$ generated by this model for different values of $\theta \in \Theta$ lie on some low-dimensional manifold $\mathcal{M}$ in $\mathbb{R}^{D}[126,201]$. In other words, signals change smoothly as a function of the parameters, which is a reasonable assumption in most cases.

We note that the parameters $\Theta$, in general, may or may not have any specific comprehensible meaning, but can be learned from the set of signal samples and reflect its geometry instead. Statistical approaches that aim to recover this or a related low-dimensional parameterization based on the training set of representative samples have found broad applicability in machine learning,
particularly for the purposes of computer vision [133], face recognition [98, 202, 210], identification of facial expressions [41, 77, 177], action recognition [1, 195], automatic lipreading and synthesis [3], human gait modeling [64], and medical image analysis [4, 84, 94, 179, 185], among others. Furthermore, application of topological methods to the analysis of large high-dimensional datasets was considered by Carlsson in [35]. Recent work of Lum et al. [134] demonstrates the superiority of this approach over standard purely statistical methods in revealing subtle but presumably meaningful dependencies in datasets of various kinds.


Figure 2.5: Two examples of signals that admit natural descriptions with low-dimensional manifolds. Left: The images of a bunny taken with varying positions of the camera and the light source. These modes of variability constitute a natural intrinsic parameterization of the manifold. Right: A submanifold of high-contrast $5 \times 5$ image patches (plotted for $0 \leq \alpha \leq 2 \pi, d=0$ ) embedded in $\mathbb{R}^{3}$ by keeping the values of only the first three pixels of each patch: $x_{1}, x_{2}$, and $x_{3}$. The two cusps are caused by the low-dimensional embedding; these points correspond to patches with vertical transition boundaries, i.e. $x_{1}=x_{2}=x_{3}$. In both examples the number of degrees of variability is much smaller than the dimension of the ambient spaces. Note that these sets are not closed under linear operations, which demonstrates the non-linearity of the generative mappings.

On the other hand, manifold models suggest an elegant way to impose a structure on the set of image patches. For the purpose of explanation, we again look at the example of a simple image of high-contrast black-and-white curves in Fig. 2.1. Indeed, all its patches approximated with wedges can now be easily parameterized with an angle $\alpha$ and a distance $d$. For an appropriately chosen parameter range, there is a one-to-one and onto continuous correspondence between $\alpha$ and $d$ on the one hand and the set of patches on the other. In other words, all such patches belong to an underlying two-dimensional manifold that imposes mutual constraints on the pixels of each patch.

Next we discuss recent works on patch-manifold models and their applications in addressing inverse problems.

### 2.3.2 Manifold Models for the Set of Image Patches

Even though appearance manifolds of images are useful in machine learning and computer vision scenarios [133, 132, 148, 184], their application for solving inverse problems on the set of natural (e.g. photographic) images is hindered by the necessity of learning the image manifold from a large training set of sufficiently similar examples, which usually is not available except for very simple image classes like the sculpture faces above. Instead, working in the lower-dimensional space of image patches, as opposed to the space of entire images, dramatically reduces the size of the required training set and the model complexity overall. In principle, it allows one to describe a specific class of images by a single set of training patches [83].

Recent works study the properties of the underlying patch manifold derived from natural and synthetic images. The analysis of full probability distributions of small image patches was conducted by Lee et al. in [125]. They found that most $3 \times 3$ patches extracted from range and optical images are concentrated in compact clusters or along non-linear manifolds of intrinsic dimensionality much lower than the dimension of the ambient space. Moreover, the manifold of high-contrast patches was shown by Carlsson et al. in [36] to have the topology of a Klein bottle.

Furthermore, practical methods that directly use patch manifolds as effective priors were developed for regularization of inverse problems. The nonparametric Bayesian models of Chen et al. [45] and Gaussian mixture models [212, 217] approximate the nonlinear patch manifold as a union of linear local distributions learned, for example, with the MAP-EM algorithm [212]. They have been successfully applied to describe the manifold corresponding to a single patch. However, because of their complexity, neither extends readily to the case of several overlapping patches, although the recently proposed method of imposing coherence on overlapping patches via Markov random fields [130] is one of the first attempts at this extension. The training of such models is also extremely computationally intensive. Moreover, Kim et al. [114] model the patch manifold with kernel PCA, as we will also, inspired by its prior success in the manifold learning literature. During reconstruction, they minimize the distance to the resulting model but treat each patch separately. This
inevitably results in blocking artifacts in the reconstructed image, which are commonly reduced by overlapping and averaging the borders of neighboring patches.

In a different approach [158], Peyré regularizes inverse problems by requiring the overlapping image patches to trace a two-dimensional trajectory along the patch manifold. However, the main drawback of this method is the computational expense of optimizing over all such trajectories on the densely-sampled non-linear patch manifold.

Thus, we can see that manifold models for image patches have great potential as useful and effective regularizers for inverse problems in image processing. However, their applicability in most practical settings has been primarily hindered by the difficulty of working with non-linear patch manifolds that usually lack exact descriptions. In our work, we will propose a pragmatic solution to this problem, which we briefly outline next.

### 2.3.2.1 An Outline of Our Proposed Model of Intersecting Patch Manifolds

In our model for images, we will consider several manifolds, one for each patch position. We will claim that the image itself composed of many overlapping patches lies on the intersection of their corresponding manifolds. We note that the hard problem of finding manifolds' intersections was considered by Cadzow for several applications [32]. Their approach is based on iterative composite projections and converges under relatively mild conditions. However, this method is restricted to manifolds for which the projections can be easily computed via property mappings (such as sets of matrices of a specific rank or structure). Instead, we will learn the manifolds from their training samples, which allows for wider generalization of our method.

The main idea of our work is to use the kernel PCA algorithm in our manifolds intersection model as it is one of the most general and powerful known manifold learning techniques. While not necessarily the most exact way of projecting onto a manifold, kernel PCA will allow us to quickly find an approximate mapping. Approximating each individual projection with speed will then make it possible for us to locate an approximate intersection point for many manifolds simultaneously. With this strategy, we will develop two solutions, one in terms of a closed-form expression in the
kernel-induced feature space and another in the form of iterations in the original image space that will easily incorporate any additional linear constraints on the reconstructed image, if desired.

### 2.4 Conclusion

In this chapter we have presented an overview of methods and algorithms for solving inverse problems in image processing. Patch-based approaches have recently become particularly effective in this realm and often they account for current state-of-the-art solutions. Meanwhile, manifold models provide an elegant way to impose a structure on the set of image patches. We will use this idea in the next chapters to develop a general image processing framework based on an intersecting manifolds model of overlapping image patches. This will eventually allow us to effectively solve any linear inverse problem.

However, inferring the structure of a manifold from its samples is a difficult learning problem by itself. We will address it with the machinery of kernel methods. These methods have provided the foundation for non-linear extensions of many established linear algorithms previously and have been proven effective over time. In the next chapter, we review in detail this powerful machine learning framework that constitutes the core of our dissertation work. We will also use this opportunity to formally introduce the notation used throughout the rest of the work.

## Chapter 3

## Introduction to Kernel Methods in Machine Learning

This chapter serves to provide the reader with needed background on kernel methods before we describe how we will employ this machine learning tool to build our solutions later in the thesis. We start by giving a broad and general overview of kernel-based algorithms. Then we focus on specific details of Kernel PCA, as it is one of the most powerful known manifold learning methods; we will use it in our approaches. We continue by restating some of the theoretical guarantees of the Kernel PCA solution that by extension will apply to our method in Chapter 6 and then conclude by describing a memory-efficient incremental implementation of the Kernel PCA algorithm.

### 3.1 Overview of Kernel Methods

Kernel methods are a popular strategy in machine learning for handling difficulties imposed by nonlinearity of a problem in a computationally efficient way. Their main idea is to map data points by some non-linear transformation $\Phi: \mathbb{R}^{D} \rightarrow \mathcal{H}$ to a $D_{\mathcal{H}}$-dimensional feature space $\mathcal{H}$ (with $D_{\mathcal{H}}>D$ ), in which they can instead be analyzed with linear algorithms (see Fig. 3.2). Efficiency is gained by the fact that the images $\Phi(\mathrm{x})$ need never be computed. Instead, the space $\mathcal{H}$ is implicitly induced by a positive semi-definite kernel function $\kappa: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}$ that bears the meaning of a similarity measure and represents the inner products in $\mathcal{H}[174,16]$,

$$
\begin{equation*}
\kappa(\mathbf{x}, \mathbf{y})=\langle\Phi(\mathbf{x}), \Phi(\mathbf{y})\rangle_{\mathcal{H}} . \tag{3.1}
\end{equation*}
$$

The Gaussian kernel $\kappa(\mathbf{x}, \mathbf{y})=\exp \left\{-\frac{\|\mathbf{x}-\mathbf{y}\|^{2}}{\sigma^{2}}\right\}$ parameterized by the width $\sigma>0$ and inhomogeneous polynomial kernels $\kappa(\mathbf{x}, \mathbf{y})=(\langle\mathbf{x}, \mathbf{y}\rangle+c)^{d}$ of degree $d$ are two common examples of $\kappa$.

Lifting the data into a higher-dimensional feature space is indeed a powerful idea as evidenced by numerous machine learning applications that gain advantage from the kernel-based approach. For example, polynomial kernels give rise to feature spaces of monomials of powers no greater than $d$. They often help to easily "unfold" complex non-linear data structures making them linearly separable, for example, as shown in Fig. 3.1. For Gaussian kernels, the mapping $\Phi$ can be interpreted as mapping each point in $\mathbb{R}^{n}$ to an $L^{2}$ function, consisting of a "Gaussian bump" of a certain width centered at that particular data point. When mapped back to the original feature space, a solution consists of linear combinations of these Gaussians, which for example can well approximate a nonlinear function in the regression problem (see the right panel in Fig. 3.1). We note that in this case, the induced $L^{2}$-feature space of functions is effectively infinite-dimensional. However, we still will be able to work with it using an elegant scheme outlined next. Finally, it is worth mentioning that kernel methods effectively generalize the notion of inner products in arbitrary spaces besides $\mathbb{R}^{n}$ and have been found useful for comparing complex data structures, such as strings, sequences, or trees [14].




Figure 3.1: The advantage offered by kernel methods: non-linear machine learning problems are linearized in the induced feature space. Left: A dataset consisting of samples of two concentric classes can be made linearly separable in a higher-dimensional feature space (shown is an embedding of $\mathcal{H}$ in $\mathbb{R}^{3}$ ). Right: The Gaussian kernel maps data samples $\mathbf{x}_{i}$ into an $L^{2}$-space of Gaussians centered on them, $\Phi\left(\mathbf{x}_{i}\right)=\kappa\left(\mathbf{x}_{i}, \cdot\right)$; linear combinations of these Gaussians can be used to approximate non-linear functions.

Due to Mercer's theorem [5, 174], the feature space $\mathcal{H}$ induced by a positive semi-definitie kernel has the structure of a reproducing kernel Hilbert space. Therefore, any algorithm formulated
in terms of inner products can be adapted to operate in this space simply by substituting the values of the kernel $\kappa(\mathbf{x}, \mathbf{y})$ for the corresponding inner products $\langle\mathbf{x}, \mathbf{y}\rangle$. Eventually, this yields a nonlinear solution when mapped back to the original space. This strategy, called the kernel trick, has been used to produce efficient nonlinear extensions of the Support Vector Machines, Principal Component Analysis, and Ridge Regression algorithms, among others [106, 157, 174].

In particular, Kernel Principal Component Analysis (Kernel PCA or KPCA) [173] presumes that, for an appropriate choice of $\Phi$, a manifold in the original space approximately becomes an affine subspace in feature space. It thus learns a manifold from its samples via PCA in feature space (see Fig. 3.2). Despite this seemingly simple approach, KPCA is one of the most powerful known methods for learning the non-linear structure of a manifold from its samples. Indeed, other popular manifold learning algorithms, such as Laplacian Eigenmaps [13], Locally Linear Embedding [167], and ISOMAP [191], were shown in [93, 207] to be special cases of it. Its effectiveness has been proved in many signal processing settings. For example, besides direct application of KPCA for denoising [143], it has been used for super-resolution in [117], and to locally parameterize a patch manifold for the purpose of image deconvolution in [152]. We will use KPCA as a main building block in our model of intersecting manifolds in Chapter 4 and adopt its manifold learning capabilities to efficiently approximate and minimize the distance to the patch manifold $\mathcal{M}$ in Chapter 5 .


Figure 3.2: In the kernel-induced feature space $\mathcal{H}$, for an appropriate choice of kernel, manifolds can approximately become affine subspaces and can be learned with linear PCA. This results in a non-linear solution when mapped back to the input space. The reproducing property of the kernel function (Eq. 3.1) obviates the need of explicitly mapping datapoints to the feature space and accounts for the computational efficiency of the algorithm.

### 3.2 Kernel PCA Algorithm

Because of its importance in our later work, in this section, we will review the Kernel PCA algorithm in detail. We begin by first reviewing the conventional (linear) PCA algorithm and then apply the kernel trick to derive its non-linear kernel-based extension for the problem of manifold learning, the KPCA algorithm [173].

### 3.2.1 Principal Component Analysis Algorithm

Principal Component Analysis (PCA) [108] is a powerful statistical procedure for unsupervised learning that provides a concise description of the dataset in terms of its uncorrelated (orthogonal) principal components, which are the directions of maximum data variability. These components are typically ordered according to the (descending) data variance along each of them. A leading subset of them may thus be chosen to provide a lower-dimensional subspace in which the data nearly lies. This allows one to discover correlations in the data, as well as to learn a more compact representation for describing the observations. These advantages have made PCA a widely used tool for applications ranging from compression and dimensionality reduction to pattern recognition and analysis.

To formally introduce the PCA algorithm, let $\left\{\mathbf{x}_{i} \in \mathbb{R}^{D}\right\}_{i=1}^{n_{\mathrm{x}}}$ be a set of training data samples, which we assemble into a $D \times n_{\mathrm{X}}$ matrix $\mathbf{X}$ for convenience. PCA aims to find a subspace $\mathcal{U}$ parameterized by its orthonormal basis $\left\{\mathbf{u}_{l}\right\}_{l=1}^{d_{\mathcal{U}}}$ and an offset $\mathbf{m}$ that minimizes the mean-squared error of projecting the data samples onto it:

$$
\begin{align*}
\min _{\mathbf{u}_{1}, \ldots, \mathbf{u}_{d_{\mathcal{U}}}, \mathbf{m}} & \sum_{i=1}^{n_{\mathrm{X}}}\left\|\mathbf{x}_{i}-\mathcal{P}_{\mathcal{U}}\left(\mathbf{x}_{i}\right)\right\|_{2}^{2}  \tag{3.2}\\
\text { subject to } & \left\langle\mathbf{u}_{k}, \mathbf{u}_{l}\right\rangle=0, \text { for } k \neq l \\
& \left\|\mathbf{u}_{l}\right\|_{2}=1
\end{align*}
$$

where $\mathcal{P}_{\mathcal{U}}(\mathbf{x})=\sum_{l=1}^{d_{\mathcal{U}}} \mathbf{u}_{l} \mathbf{u}_{l}^{\mathrm{T}}(\mathbf{x}-\mathbf{m})+\mathbf{m}$ is an othogonal projector onto $\mathcal{U}$. Note that this formulation is equivalent to finding the vectors $\mathbf{u}_{l}$ that maximize the variance of projections onto them and,
therefore, "explains" the data the best by retaining the most information in $\mathbf{X}$. We will consider this alternative formulation in Section 3.3.2.

The solution to the above optimization problem is found first by noting that the optimal m is given by the center of the training data samples, i.e. $\mathbf{m}=\frac{1}{n_{\mathrm{X}}} \sum_{i=1}^{n_{X}} \mathbf{x}_{i}$. Then the optimal $\mathbf{u}_{k}$ can be found in closed form by diagonalization of the sample covariance matrix

$$
\mathbf{C}=\frac{1}{n_{\mathrm{X}}-1} \sum_{j=1}^{n_{\mathrm{X}}}\left(\mathbf{x}_{j}-\mathbf{m}\right)\left(\mathbf{x}_{j}-\mathbf{m}\right)^{\mathrm{T}}
$$

Specifically, we decompose $\mathbf{C}=\mathbf{U} \boldsymbol{\Lambda}_{\mathrm{C}} \mathbf{U}^{\mathrm{T}}$, where $\mathbf{U}$ is the matrix of eigenvectors of $\mathbf{C}$ in its columns, i.e. the sought principal components $\mathbf{u}_{l}$; typically, for dimensionality reduction as well as associated problems, only the first $d_{\mathcal{U}}$ eigenvectors corresponding to the largest eigenvalues in $\boldsymbol{\Lambda}_{\mathrm{C}}$ are retained.

### 3.2.2 Kernel PCA: From Affine Subspaces to Non-Linear Manifolds

As noted in Section 3.1, to develop a non-linear kernel-based extension of the PCA algorithm, we need to formulate it entirely in terms of inner products between training samples. Unless specified otherwise, we will reuse the notation introduced in Section 3.2.1, but now, instead of working in the original space, we will be (implicitly) looking for a basis $\left\{\mathbf{u}_{l}\right\}_{l=1}^{d_{\mathcal{U}}}$ satisfying the minimum MSE condition of Eq. 3.2 in the feature space induced by a chosen kernel $\kappa$.

Let $\mathbf{x}_{i} \in \mathbb{R}^{D}, i=1, \ldots, n_{\mathrm{X}}$ be training samples of the target manifold $\mathcal{M}$. We denote by $\Phi(\mathbf{X})$ a $D_{\mathcal{H}} \times n_{\mathrm{X}}$ matrix formed by the images of these samples $\Phi\left(\mathbf{x}_{i}\right) \in \mathcal{H}$ in feature space arranged in columns. We note that even though the dimension of the feature space, $D_{\mathcal{H}}$, may be infinite, we will never explicitly work with the matrix $\Phi(\mathbf{X})$ and introduce it only to simplify the derivation of the algorithm. Similarly to our previous definitions, we use $\mathbf{C}=$ $\frac{1}{n_{\mathrm{X}}-1} \sum_{j=1}^{n_{\mathrm{X}}}\left[\Phi\left(\mathbf{x}_{j}\right)-\mathbf{m}\right]\left[\Phi\left(\mathbf{x}_{j}\right)-\mathbf{m}\right]^{\mathrm{T}}$ and $\mathbf{m}=\frac{1}{n_{\mathrm{X}}} \sum_{i=1}^{n_{\mathrm{X}}} \Phi\left(\mathbf{x}_{i}\right)=\frac{1}{n_{\mathrm{X}}} \Phi(\mathbf{X}) \mathbb{1}$ to stand for the sample covariance matrix and the mean of training samples respectively, but now in feature space; $\mathbb{1}$ denotes the $n_{\mathrm{X}} \times 1$ column vector of ones.

We note that for any eigenvector $\mathbf{u}_{l}$ of $\mathbf{C}$, one can write $\mathbf{C} \mathbf{u}_{l}=\mathbf{u}_{l} \lambda_{\mathrm{l}}$, and then for any $\lambda_{1} \neq 0$,

$$
\begin{align*}
\mathbf{u}_{l} & =\frac{1}{\lambda_{l}} \mathbf{C} \mathbf{u}_{l} \\
& =\frac{1}{\lambda_{l}} \frac{1}{n_{\mathrm{X}}-1} \sum_{i=1}^{n_{\mathrm{X}}}\left[\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}\right]\left[\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}\right]^{\mathrm{T}} \mathbf{u}_{l} \\
& =\sum_{i=1}^{n_{\mathrm{X}}}\left[\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}\right] \alpha_{i, l} \tag{3.3}
\end{align*}
$$

where $\alpha_{i, l}$ denotes the elements of a $n_{\mathrm{X}} \times d_{\mathcal{U}}$ matrix of expansion coefficients $\boldsymbol{\alpha}$, which will be defined later. Equation 3.3 implies that the eigenvectors of $\mathbf{C}$ that correspond to non-zero eigenvalues necessarily lie in the subspace spanned by the centered training samples, $\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}, i=1, \ldots, n_{\mathrm{X}}$. Thus, for all $i=1, \ldots, n_{\mathrm{X}}$, we may consider an equivalent system,

$$
\begin{equation*}
\left[\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}\right]^{\mathrm{T}} \mathbf{U} \boldsymbol{\Lambda}_{\mathrm{C}}=\left[\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}\right]^{\mathrm{T}} \mathbf{C} \mathbf{U} . \tag{3.4}
\end{equation*}
$$

To express the algorithm in terms of inner products and to avoid computation of the sample covariance matrix in feature space, we consider the centered Gram (kernel) matrix $\overline{\mathbf{K}}$ with entries

$$
\overline{\mathbf{K}}_{i, j}=\left\langle\Phi\left(\mathbf{x}_{i}\right)-\mathbf{m}, \Phi\left(\mathbf{x}_{j}\right)-\mathbf{m}\right\rangle_{\mathcal{H}} .
$$

It can be easily verified that $\overline{\mathbf{K}}=\left(\mathbf{I}-\frac{1}{n_{\mathrm{X}}} \mathbb{1}^{\mathrm{T}}\right) \mathbf{K}\left(\mathbf{I}-\frac{1}{n_{\mathrm{X}}} \mathbb{1}^{\mathrm{T}}\right)$, where the entries of the (uncentered) kernel matrix $\mathbf{K}_{i, j}=\kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ are computed in the input space.

With this definition, after substituting Eq. 3.3 and the definition of the covariance matrix $\mathbf{C}$ into Eq. 3.4, the KPCA problem becomes: $\left(n_{\mathrm{X}}-1\right) \overline{\mathbf{K}} \boldsymbol{\alpha} \boldsymbol{\Lambda}_{\mathrm{K}}=\overline{\mathbf{K}}^{2} \boldsymbol{\alpha}$, which is then solved by eigendecomposition of $\overline{\mathbf{K}}=\overline{\boldsymbol{\alpha}} \boldsymbol{\Lambda}_{\mathrm{K}} \overline{\boldsymbol{\alpha}}^{\mathrm{T}}$. Coefficients $\boldsymbol{\alpha}$ are found as the first $d_{\mathcal{U}}$ eigenvectors of $\overline{\mathbf{K}}$ scaled by the reciprocal of the square root of the corresponding eigenvalues, $\boldsymbol{\alpha}_{:, l}=\frac{1}{\sqrt{\lambda_{\mathrm{K}_{l}}}} \overline{\boldsymbol{\alpha}}_{:, l}$, $l=1, \ldots, d_{\mathcal{U}}$, to achieve normalization in feature space.

To summarize, the sought subspace $\mathcal{U}$ in the feature space is then described with an orthonormal basis $\mathbf{U}$ formed by its principal components $\mathbf{U}=[\Phi(\mathbf{X})-\mathbf{m}] \boldsymbol{\alpha}$ and the sample mean $\mathbf{m}$. We note that since $\mathbb{1}^{\mathrm{T}} \overline{\mathbf{K}}=\mathbb{D}^{\mathrm{T}}$ and thus $\mathbb{1}^{\mathrm{T}} \boldsymbol{\alpha}=\mathbb{D}^{\mathrm{T}}$, we can omit subtraction of $\mathbf{m}$ in the above expression for $\mathbf{U}$ and expand it in terms of uncentered samples $\Phi(\mathbf{X})$ instead, $\mathbf{U}=\Phi(\mathbf{X}) \boldsymbol{\alpha}$. Please see [173] if further details of the Kernel PCA derivation are desired.

### 3.2.3 Typical Uses of KPCA and an Interpretation of its Solution

To better understand how Kernel PCA works, we will illustrate with a simple toy example of a spiral-shaped manifold $\mathcal{M}$ in $\mathbb{R}^{2}$ shown in Fig. 3.3. Here we are targeting two related problems. On the one hand, we want to find a simple representation of the spiral in terms of its low-dimensional intrinsic geometry. On the other hand, we will need to form an understanding of the manifold as it relates to the higher-dimensional ambient space in order to eventually map points in this ambient space onto it. We will show that each of these problems can be effectively addressed with KPCA in the two subsections that follow.

### 3.2.3.1 Learning a Low-Dimensional Representation of a Manifold

First, we want to obtain a low-dimensional (one-dimensional in this case) representation of the spiral by creating a bijective correspondence between it and a section of $\mathbb{R}$. That is, to any point on the spiral, we aim to assign a unique number continuously, similar to the color coding in Fig. 3.3. This will allow for comparison of different points on the spiral with respect to their relative position along the manifold, which is usually more informative than the simple Euclidean distance in the ambient space, which ignores the underlying manifold geometry.

In our toy example, let us explicitly define a feature space mapping $\Phi$ as $\Phi:\left[x_{1}, x_{2}\right]^{\mathrm{T}} \mapsto$ $\left[x_{1}, x_{2}, x_{1}^{2}+x_{2}^{2}\right]^{\mathrm{T}}$ for illustration purposes. (Note that this corresponds to a subspace of the feature space associated with the polynomial kernel of degree 2 , but does not exactly match any feature space in its entirety. It is introduced here for the purpose of an illustration of feature space we can visualize easily.) This mapping lifts and unfolds the spiral in the induced three-dimensional feature space, which allows one to approximate it with a one-dimensional subspace (learned with PCA). We note that depending upon the actual sampling of the spiral, this principal component $\mathbf{u}$ will form a certain small angle with the positive direction of the vertical axis, $x_{1}^{2}+x_{2}^{2}$; here for simplicity of explanation, let us assume that it aligns exactly with it and thus admits the form $\mathbf{u}=[0,0,1]^{\mathrm{T}}$. Now, the image of any point on the spiral has a unique corresponding projection


Figure 3.3: A toy example of learning a spiral with Kernel PCA. We aim to unwrap the spiral by identifying it with a half-axis. This problem can be addressed with PCA in a higher-dimensional feature space, which corresponds to a non-linear solution when mapped back to the original space. Note that each level curve of $f(\cdot)$ intersects the spiral only in one point effectively corresponding to its coordinate on the sought half-axis.
onto $\mathbf{u}$ in $\mathcal{H}$, so the function $\langle\mathbf{u}, \cdot\rangle_{\mathcal{H}}$ creates the desired bijective correspondence in feature space.
Now, we can look at the manifestation of this solution in the original space. By virtue of the Representer Theorem [174], inner products with $\mathbf{u}$ in the feature space can be computed as linear combinations of kernels evaluated on the training dataset, thus defining a function $f: \mathbb{R}^{D} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
\langle\mathbf{u}, \cdot\rangle_{\mathcal{H}}=\left\langle\sum_{i=1}^{n_{X}} \alpha_{i} \Phi\left(\mathbf{x}_{i}\right), \cdot\right\rangle_{\mathcal{H}}=\sum_{i=1}^{n_{X}} \boldsymbol{\alpha}_{i} \kappa\left(\mathbf{x}_{i}, \cdot\right) \triangleq f(\cdot) . \tag{3.5}
\end{equation*}
$$

On the right panel of Fig. 3.3, we plot the level curves of $f(\cdot)$, which signify the points in the original space that have the same inner products with $\mathbf{u}$ in $\mathcal{H}$. Note that each of the concentric circles intersects the spiral only once, allowing us to effectively unwrap it with the function $f$.

### 3.2.3.2 Mapping Points onto Manifolds and the Preimage Problem

A low-dimensional representation, such as the one found above, is what is typically returned by most manifold learning algorithms [13, 167, 191]. However, they are not readily able to efficiently address our second problem - to map points onto the learned manifold. Specifically, our goal is to identify every point in the ambient space with a unique (ideally closest) position on the manifold.

To attack this problem, a popular mapping strategy was developed, within the context of a larger algorithm called kernel PCA denoising [143]. It maps a point $\mathbf{z}$ onto the manifold by first projecting its image $\Phi(\mathbf{z})$ onto the subspace $\mathcal{U}$ that represents the manifold in feature space, and then secondly seeking a point in the original space, a "preimage", $\widehat{\mathbf{z}} \in \mathbb{R}^{D}$ that ideally would correspond to this point in feature space, thus satisfying $\Phi(\widehat{\mathbf{z}})=P_{\mathcal{U}}[\Phi(\mathbf{z})]$. So, for example, for our spiral above, we would first project $\Phi(\mathbf{z})$ onto the vector $\mathbf{u}$ in feature space, then seek the corresponding point in original space.

However, this brings forward another important issue: solutions found in the higher-dimensional feature space most likely lack exact preimages in the input space. Unfortunately, due to the noninvertability of the mapping $\Phi$, the projection $P_{\mathcal{U}}[\Phi(\mathbf{z})] \in \mathcal{H}$ likely does not correspond precisely to any point in the lower-dimensional input space [102]. Indeed, in our example in Section 3.2.3.1, of all points on the KPCA subspace $\mathcal{U}$, only the origin can be mapped back to the input space directly. For any other projection, at best, only an approximate preimage can be recovered instead.

To attempt to address this problem, a variety of preimage-finding strategies exist in the literature, each of which tries to find a point in original space that will be as good a match as possible for the one in feature space. For example, early methods look for a point in the original space whose image under $\Phi$ in the feature space lies close to the desired one, i.e. they aim to solve:

$$
\begin{equation*}
\widehat{\mathbf{z}}=\underset{\mathbf{z}^{*}}{\operatorname{argmin}}\left\|\Phi\left(\mathbf{z}^{*}\right)-P_{\mathcal{U}}[\Phi(\mathbf{z})]\right\|_{2}^{2} . \tag{3.6}
\end{equation*}
$$

This distance can be expressed entirely in terms of inner products and minimized using descent algorithms [110, 174] or, in certain cases, with fixed-point iterations [143]. Furthermore, a possible regularization to improve stability and robustness of these methods was proposed in [2, 151]. Alternatively, Kwok et al. [119] construct a preimage by matching the mutual distances between training samples and the found solution in feature space. Moreover, learning the inverse map in a way similar to ridge regression was proposed in [7]. Other recently developed algorithms construct an isometry between the two spaces with respect to training data and thus preserve inner products [101] or establish an isomorphic relation between local Gram matrices in both spaces [104].

However, if our solution in feature space lies far from the image of the input space under the mapping $\Phi$, any of these methods will have no option but to introduce errors in order to arrive at a possible preimage, which eventually may be a poor approximation of the desired mapping onto the manifold.

To alleviate this problem, an improved approach, Robust Kernel PCA denoising [151], explicitly requires the existence of a suitable preimage while minimizing the distance to the subspace $\mathcal{U}$ in $\mathcal{H}$. More precisely, it regularizes the problem of Eq. 3.6 with an additional functional $J_{\mathcal{U}}(\mathbf{z})=d_{\mathcal{H}}^{2}(\Phi(\mathbf{z}), \mathcal{U})$. This term can still be computed easily using kernel functions and effectively serves as a tractable proxy for the true distance to the approximated manifold $\mathcal{M}$. It also does not compromise the efficiency of the kernel-based approach. Thus, we see that this elegant approach neatly combines finding of the feature space solution with preimage finding in a single step. We will be inspired by it as we develop our methods in Chapter 5. Furthermore, in Chapter 6, we will develop a novel manifold learning and representation strategy and define a similar distance approximating term, $J_{\mathcal{W}}$, which we will show to be more effective in certain cases.

### 3.3 Theoretical Guarantees for Kernel PCA

In this section, we will review some theoretical guarantees for the Kernel PCA result. Particularly, we will discuss convergence guarantees for Kernel PCA that establish its consistency. Furthermore, we will see how the choice of the kernel function affects the implicit regularization of the algorithm and thus determines the smoothness of the solution. Later, we will use similar insights to interpret our novel manifold learning approach developed in Chapter 6.

### 3.3.1 Convergence Properties of Kernel PCA

It is of practical importance to be able to estimate the rate of convergence of the KPCA algorithm for a growing number of training samples $n_{\mathrm{X}}$. Here we recall the results of ShaweTaylor et al. [178] and Blanchard [17] formulated by bounding the so-called excess error of reconstruction, which we define below.

Let $\Phi(\mathrm{X})$ be a random variable taking values in the RKHS $\mathcal{H}$ induced by some kernel $\kappa$ and distributed according to a probability distribution $P_{\mathrm{X}}$. Furthermore, we assume that the norm $\|\Phi(\mathrm{X})\|_{\mathcal{H}}^{2}$ is bounded almost surely, and the rank-one cross-product operator associated to a random element $\Phi(\mathrm{X}) \in \mathcal{H}, \mathbf{C}_{\mathrm{X}}=\Phi(\mathrm{X}) \Phi(\mathrm{X})^{\mathrm{T}}$, almost surely belongs to the associated Hilbert space of Hilbert-Schmidt operators with bounded diameter (note that the expectation of $\mathbf{C}_{\mathrm{X}}$, $\mathrm{C}_{1}=\mathbb{E}\left[\Phi(\mathrm{X}) \Phi(\mathrm{X})^{\mathrm{T}}\right]$, is the covariance operator of $\Phi(\mathrm{X})$ in $\left.\mathcal{H}\right)$. For example, for radial basis functions kernels (such as the Gaussian kernel), while the first condition always holds, the second one translates into a requirement that, in input space, the data lies in a region of bounded diameter almost surely.

Suppose that the data samples $\mathbf{x}_{i}, i=1, \ldots, n_{\mathrm{X}}$, are drawn such that their images $\Phi\left(\mathbf{x}_{i}\right)$ are distributed according to $P_{\mathrm{X}}$ in the feature space. We define $R_{d}$ to be the (theoretical) error of representing samples of $P_{\mathrm{X}}$ with the optimal $d_{\mathcal{U}}$-dimensional subspace (in terms of minimum MSE). Similarly, for a finite sample set $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n_{\mathrm{X}}}$, let $R_{d, n_{\mathrm{X}}}$ be the empirical error of its representation by the KPCA-parameterized subspace $\mathcal{U}$. Note that $R_{d, n_{\mathrm{x}}}$ equals the tail sum of the smallest $d_{\mathcal{U}}+$ $1, \ldots, n_{\mathrm{X}}$ eigenvalues of the data kernel matrix, $\mathbf{K}=\sum_{i, j=1}^{n_{\mathrm{X}}}\left\langle\Phi\left(\mathbf{x}_{i}\right), \Phi\left(\mathbf{x}_{j}\right)\right\rangle_{\mathcal{H}}$, while $R_{d}$ similarly depends on the tail eigenvalues of the kernel integral operator, $\mathrm{K} f(\cdot)=\mathbb{E}\left[f(\mathrm{X})\langle\Phi(\mathrm{X}), \Phi(\cdot)\rangle_{\mathcal{H}}\right]=$ $\int f(\mathrm{X})\langle\Phi(\mathrm{X}), \Phi(\cdot)\rangle_{\mathcal{H}} d P_{\mathrm{X}}$. The excess error of reconstruction is defined as the difference $R_{d, n_{\mathrm{X}}}-R_{d}$ and is always non-negative [178].

It was shown by Shawe-Taylor et al. [178] that with high probability the excess error can be bounded up to a scaling constant and low-order terms by:

$$
\begin{equation*}
R_{d, n_{\mathrm{X}}}-R_{d} \leq \sqrt{\frac{d_{\mathcal{U}}}{n_{\mathrm{X}}} \operatorname{tr} \mathbf{C}_{2}} \tag{3.7}
\end{equation*}
$$

where $\operatorname{tr} \mathbf{C}_{2}$ is the trace of the fourth moment operator $\mathbf{C}_{2}=\mathbb{E}\left[\mathbf{C}_{1} \mathbf{C}_{1}^{\mathrm{T}}\right]$.
Blanchard et al. [17] further tightened the inequality in Eq. 3.7 by taking into account the behavior of the eigenvalues of the fourth moment operator, which particularly improves the bound for large $n_{\mathrm{X}}$. Furthermore, they introduced a relative excess bound more appropriate for growing $d_{\mathcal{U}}$ and fixed $n_{\mathrm{X}}$.

### 3.3.2 Implicit Regularization of the KPCA Solution

It is undeniable that the choice of kernel function and its parameters is the main factor that determines the properties of the resulting non-linear solution. While $\kappa$ is frequently chosen ad hoc in practice, there are certain theoretical guarantees that characterize the solutions for a given kernel [174]. We will present them here for the kernel PCA algorithm.

We start by recalling the formulation of the linear PCA problem of Eq. 3.2 but for the case of seeking a single principal component. Furthermore, we expand and reformulate the objective as $\|\mathbf{x}-\mathcal{P} \mathcal{U}(\mathbf{x})\|_{2}^{2}=\left\|(\mathbf{x}-\mathbf{m})-\mathbf{u u}^{\mathrm{T}}(\mathbf{x}-\mathbf{m})\right\|_{2}^{2}=\|\mathbf{x}-\mathbf{m}\|_{2}^{2}-\left\|\mathbf{u}^{\mathrm{T}}(\mathbf{x}-\mathbf{m})\right\|_{2}^{2}$, where the last equality follows from the assumption $\mathbf{u}^{\mathrm{T}} \mathbf{u}=1$. Thus, given the set of training samples $\mathbf{x}_{i}, i=1, \ldots, n_{\mathrm{X}}$, we may consider an equivalent optimization problem aiming to find a unit-length vector $\mathbf{u}$ that maximizes the variance of their projections on it:

$$
\begin{equation*}
\max _{\mathbf{u}} \sum_{i=1}^{n_{\mathrm{X}}}\left[\left\langle\mathbf{u}, \mathbf{x}_{i}\right\rangle-\frac{1}{n_{\mathrm{X}}} \sum_{j=1}^{n_{\mathrm{X}}}\left\langle\mathbf{u}, \mathbf{x}_{j}\right\rangle\right]^{2} \tag{3.8}
\end{equation*}
$$

subject to $\|\mathbf{u}\|_{2}=1$.

As noted in Section 3.2.3, the solution to the Kernel PCA problem can be expressed through the inner products in feature space and formulated in terms of a function $f(\cdot)=\langle\mathbf{u}, \cdot\rangle_{\mathcal{H}}$, itself defined in the original space:

$$
\begin{aligned}
\max _{f} & \sum_{i=1}^{n_{\mathrm{X}}}\left[f\left(\mathbf{x}_{i}\right)-\frac{1}{n_{\mathrm{X}}} \sum_{j=1}^{n_{\mathrm{X}}} f\left(\mathbf{x}_{j}\right)\right]^{2} \\
\text { subject to } & \|f\|_{\mathcal{H}}=1 .
\end{aligned}
$$

Then, restating the above problem, $f$ can equivalently be regarded as a minimizer of the following function optimization problem (up to a possible constant scaling factor):

$$
\begin{aligned}
\min _{f} & \|f\|_{\mathcal{H}}^{2} \\
\text { subject to } & \sum_{i=1}^{n_{\mathrm{X}}}\left[f\left(\mathbf{x}_{i}\right)-\frac{1}{n_{\mathrm{X}}} \sum_{j=1}^{n_{\mathrm{X}}} f\left(\mathbf{x}_{j}\right)\right]^{2}=1
\end{aligned}
$$

The minimization is performed over the set of linear combinations of kernel functions centered on data points, $f \in\left\{\sum_{i=1}^{n_{\mathrm{X}}} \boldsymbol{\alpha}_{i} \kappa\left(\mathbf{x}_{i}, \cdot\right) \mid \boldsymbol{\alpha} \in \mathbb{R}^{n_{\mathrm{x}}}\right\}$, and thus reduces to solving for the expansion coefficients $\boldsymbol{\alpha}$ as discussed in Section 3.2.2.

It was shown in [174] that minimizing the norm of a function in the Reproducing Kernel Hilbert Space amounts for a certain type of implicit regularization. For example, for Gaussian kernels $\kappa(\mathbf{x}, \mathbf{y})=\exp \left\{-\frac{\|\mathbf{x}-\mathbf{y}\|^{2}}{2 \sigma^{2}}\right\}$ the above norm can be represented in the Fourier domain as:

$$
\|f\|_{\mathcal{H}}^{2}=(2 \pi)^{D / 2} \int_{\Omega} \frac{|\mathcal{F}[f](\boldsymbol{\omega})|^{2}}{v(\boldsymbol{\omega})} d \boldsymbol{\omega}
$$

where $v(\boldsymbol{\omega})=\mathcal{F}[\kappa(\mathbf{x}-\mathbf{y})](\boldsymbol{\omega})=|\sigma| \exp \left(-\frac{\sigma^{2} \boldsymbol{\omega}^{2}}{2}\right)$ is the Fourier transform of the kernel as a function of $(\mathbf{x}-\mathbf{y})$, and $\mathcal{F}[f](\boldsymbol{\omega})$ is the Fourier transform of $f$. Since $v(\boldsymbol{\omega})$ quickly decays with $\boldsymbol{\omega}$, minimizing $\|f\|_{\mathcal{H}}^{2}$ effectively penalizes high-frequency components in $f$. Furthermore, larger values of the bandwidth parameter $\sigma$ correspond to more peaked $v(\boldsymbol{\omega})$, and a corresponding higher penalty on high-frequency components in $f$.

Now we recall that the function $f$ will eventually be used as a sort of low-dimensional coordinate system or chart along the manifold (see Fig. 3.3), giving the relative positions of the data points along the manifold. Hence, we see that this optimization produces exactly the desired behavior for such a low-dimensional description. Kernel PCA (for this kernel choice) is an algorithm that finds the function $f$ on the data with least high-frequency energy (out of a class of possible $f$ ), subject to a constraint that $f$ varies its values on the data by at least a certain amount. Thus, $f$ varies as smoothly as possible along on the manifold while still varying at least somewhat in order to describe position along the manifold. (We note that without the last constraint, the optimal $f$ would be the function that is zero everywhere, so in effect, this constraint steers us away from trivial solution of having the coordinate system be constant along the manifold.) Moreover, the above problem setting imposes a strong penalty on quickly oscillating manifold descriptions and thus helps to avoid overfitting noisy data. To summarize then, the implicit optimization problem being solved by Kernel PCA for this kernel is guaranteed to return the smoothest $f$ that varies adequately on the data.

### 3.4 Practical Workarounds Increasing the Efficiency of Kernel Methods

Finally, we will discuss important details of implementing kernel-based algorithms and Kernel PCA in particular. One of the main difficulties of using kernel methods is that most algorithms require computation and processing of the full Gram matrix. Indeed in kernel PCA, we need to decompose the $n_{\mathrm{X}} \times n_{\mathrm{X}}$ matrix $\overline{\mathbf{K}}$, which generally takes $\mathcal{O}\left(n_{\mathrm{X}}^{3}\right)$ operations. This complexity, which grows with the number of samples cubed, may prohibit the use of the direct algorithm on large-scale problems. Furthermore, the found solution is expressed in terms of all data samples, when a few might approximate the subspace nearly as well. Both these factors potentially can reduce the algorithm efficiency.

Several approaches were proposed to treat larger datasets with KPCA. Their common idea is to construct the solution iteratively using smaller data batches for each update. This is achieved, for example, by kernelizing the generalized Hebbian algorithm [92,114] or relying on the incremental kernel SVD as its foundation [47, 48]. We will focus on this latter approach to speed up our KPCAbased manifolds intersection method in Chapter 4 and will review it in detail in Subsection 3.4.2. Inspired by these ideas, we will also develop a similar incremental extension for our novel kernelbased manifold learning algorithm in Chapter 6.

Let us start, however, with the problem of constructing reduced set expansions for more efficient subspace representation in kernel feature spaces. In the next subsection, we will outline the greedy approach for this as a successful method that will be used in our experiments later.

### 3.4.1 Reduced Set Expansion of the Solution

In kernel methods, solutions are typically expressed as linear combinations of images of all training samples; for example, a principal component vector in a kernel feature space is found by KPCA as $\mathbf{u}=\sum_{i=1}^{n \mathrm{X}} \boldsymbol{\alpha}_{i} \Phi\left(\mathrm{x}_{i}\right)$. Such representations are often highly redundant for large number of samples (consider, for example, a case when $D_{\mathcal{H}}<n_{\mathrm{X}}$ and the vectors $\Phi\left(\mathbf{x}_{i}\right)$ in the feature space are linearly dependent). This inefficiency eventually leads to slower inference. Many reduced-set methods, such as those proposed in [29, 48, 79, 171, 174], aim to find parsimo-
nious expressions for the solution in terms of fewer (possibly different) expansion vectors $\widetilde{\mathbf{x}}_{j}$ and corresponding coefficients $\widetilde{\boldsymbol{\alpha}}_{j}, j=1, \ldots, m$, with a goal of minimizing the representation error $E=\|\mathbf{r}\|_{\mathcal{H}}^{2}=\|\Phi(\widetilde{\mathbf{X}}) \widetilde{\boldsymbol{\alpha}}-\Phi(\mathbf{X}) \boldsymbol{\alpha}\|_{\mathcal{H}}^{2}$. Once the new expansion vectors are selected, the optimal values of updated coefficients can be found as $\widetilde{\boldsymbol{\alpha}}=\mathbf{K}_{\tilde{\mathrm{X}} \widetilde{\mathrm{X}}}^{-1} \mathbf{K}_{\tilde{\mathrm{X}} \mathrm{X}} \boldsymbol{\alpha}$.

We want to emphasize that the methods described in this work (both, KPCA and our new KODA proposed later in Chapter 6) virtually admit any desired reduced set expansion technique. In our experiments, however, we use sparse greedy approximation of feature space vectors [174], whose main idea is to iteratively choose expansion vectors from the set of given samples while achieving the largest error decrease when selecting each of them, i.e. choosing $\widetilde{\mathbf{x}}_{j}$ that maximizes $\frac{\left\langle\mathbf{r}, \Phi\left(\widetilde{\mathbf{x}}_{j}\right)\right\rangle_{\mathcal{H}}}{\|\mathbf{r}\|_{\mathcal{H}} \|\left.\Phi\left(\widetilde{\mathbf{x}}_{j}\right)\right|_{\mathcal{H}}}$. We outline this algorithm in Appendix C.

### 3.4.2 Incremental Algorithm for Efficient Solution Update

The applicability of algorithms that rely on manipulations of Gram matrices, whose size rapidly grows with the number of samples, is inherently limited to relatively small datasets. Indeed, in KPCA, the eigendecomposition of the kernel matrix $\mathbf{K}$ computed using all $n_{\mathrm{X}}$ data samples may quickly become infeasible, as its complexity generally grows as $\mathcal{O}\left(n_{\mathrm{X}}^{3}\right)$. However, as noted above, all samples are often not needed to express the final result with an acceptable accuracy. Thus, such solutions may be gradually updated using smaller batches of data incrementally rather than using an entire dataset at once.

In this section, we will review one such incremental approach to the problem of Gram matrix eigendecomposition. We focus on this specific operation, as it is the pivotal point in terms of complexity in both KPCA and our KODA algorithm proposed in Chapter 6 and largely determines the overall efficiency of their implementation. Specifically, to perform this eigendecomposition step, we will use the incremental updating algorithm of Chin and Suter [48]. Although this method in general involves eigendecomposition of a centered Gram matrix, we will also use a special uncentered version of it when needed in Chapter 6.

As an overview, the algorithm [48] starts with the usual eigendecomposition of a small Gram
matrix. When new data points arrive, instead of decomposing a larger combined matrix, it simply updates the existing estimates of the eigenvectors by rotating them accordingly. Compressing the representation using a small number of expansion vectors (see Section 3.4.1) keeps the memory usage low throughout the iterations.

To facilitate the discussion and simplify the notation, we present the derivation of the algorithm in the input rather than in the feature space. We note, however, that all data samples appear in the final result exclusively in the form of inner products, and thus, for the purpose of kernelizing the algorithm, they can be effectively treated throughout the derivation as images in $\mathcal{H}$.

Let $\mathbf{X}_{1}$ denote a $D \times n_{1}$ matrix whose columns are the initial data samples available on the first step of the algorithm. The corresponding sample mean is then $\mathbf{m}_{1}=\mathbf{X}_{1} \varepsilon_{1}$. Here $\varepsilon_{1}$ stands for an $n_{1} \times 1$ vector of coefficients; typically one assumes $\varepsilon_{1}=\frac{1}{n_{1}} \mathbb{1}$, but we generalize it here to allow for a reduced set expansion of the mean vector to be used as well.

The centered Gram matrix is defined as $\overline{\mathbf{K}}_{11}=\overline{\mathbf{X}}_{1}^{\mathrm{T}} \overline{\mathbf{X}}_{1}$, where $\overline{\mathbf{X}}_{1}=\mathbf{X}_{1}-\mathbf{m}_{1} \mathbb{1}^{\mathrm{T}}$ denotes the matrix of centered data samples. It can be shown that $\overline{\mathbf{K}}_{11}=\left[\mathbf{I}-\mathbb{1} \varepsilon_{1}^{\mathrm{T}}\right] \mathbf{K}_{11}\left[\mathbf{I}-\varepsilon_{1} \mathbb{\mathbb { T }}^{\mathrm{T}}\right]$ with $\mathbf{K}_{11}=\mathbf{X}_{1}^{\mathrm{T}} \mathbf{X}_{1}$. Let $\boldsymbol{\alpha}_{1^{r}}$ be a matrix of the first $r$ eigenvectors associated with the largest eigenvalues in the eigendecomposition $\overline{\mathbf{K}}_{11}=\boldsymbol{\alpha}_{1} \boldsymbol{\Sigma}_{1}^{2} \boldsymbol{\alpha}_{1}^{\mathrm{T}}$. We note that this factorization allows us to write the rank- $r$ SVD representation of the centered data as:

$$
\begin{align*}
\overline{\mathbf{X}}_{1^{r}} & =\left[\overline{\mathbf{X}}_{1} \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1}\right]\left[\boldsymbol{\Sigma}_{1^{r}}\right]\left[\boldsymbol{\alpha}_{1^{r}}\right]^{\mathrm{T}} \\
& =\left[\mathbf{X}_{1}\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \mathbb{}^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1}\right]\left[\boldsymbol{\Sigma}_{1^{r}}\right]\left[\boldsymbol{\alpha}_{1^{r}}\right]^{\mathrm{T}}=\mathbf{U}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}} \mathbf{V}_{1^{r}}^{\mathrm{T}} . \tag{3.9}
\end{align*}
$$

Now, suppose that $n_{2}$ new data samples $\mathbf{X}_{2}$ become available. Our goal is to find the eigenvectors $\boldsymbol{\alpha}_{2^{r}}$ of the Gram matrix of the combined and centered dataset, $\overline{\mathbf{X}}_{12}=\left[\mathbf{X}_{1} \mathbf{X}_{2}\right]-\mathbf{m}_{12} \mathbb{1}^{\mathrm{T}}$, where the updated mean is $\mathbf{m}_{12}=\mathbf{X}_{12} \varepsilon_{2}$, and

$$
\varepsilon_{2}=\frac{1}{n_{1}+n_{2}}\left[\begin{array}{l}
n_{1} \varepsilon_{1}  \tag{3.10}\\
\mathbb{1}_{n_{2}}
\end{array}\right]
$$

One may attempt to solve this problem directly by explicitly constructing and diagonalizing the combined Gram matrix $\overline{\mathbf{K}}_{12}=\overline{\mathbf{X}}_{12}^{\mathrm{T}} \overline{\mathbf{X}}_{12}$. However, this essentially discards the already found
factorization of $\overline{\mathbf{K}}_{11}$, which may be useful for this purpose. Instead, we will obtain an approximate decomposition for the combined dataset based on the given low-rank representation of the initial data, $\mathbf{X}_{1^{r}}$. For this, we will adjust the eigenvectors $\boldsymbol{\alpha}_{1^{r}}$ by effectively rotating them to account for the new information present in $\mathbf{X}_{2}$.

We will achieve the above goal by invoking incremental SVD [21] on the sample covariance matrix to find a basis for the column space of the centered data (which is equivalent to the sought eigenspace of its centered Gram matrix). To construct the scaled covariance matrix of the combined dataset, we use the result of Ross et al. [165], who have shown that for a concatenated data matrix $\mathbf{X}_{12}=\left[\mathbf{X}_{1} \mathbf{X}_{2}\right], \operatorname{cov}\left(\mathbf{X}_{12}\right)=\operatorname{cov}\left(\mathbf{X}_{1}\right)+\operatorname{cov}\left(\mathbf{X}_{2}\right)+\frac{n_{1} n_{2}}{n_{1}+n_{2}}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right)\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right)^{\mathrm{T}}$, where $\operatorname{cov}\left(\mathbf{X}_{1}\right)$ and $\operatorname{cov}\left(\mathbf{X}_{2}\right)$ denote (centered) covariance matrices, and $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ stand for the mean vectors of the first and second parts of the dataset respectively. By approximating $\mathbf{X}_{1}$ with its rank- $r$ representation, we define $\mathbf{X}_{1^{r} 2}=\left[\mathbf{X}_{1^{r}} \mathbf{X}_{2}\right], \overline{\mathbf{X}}_{1^{r} 2}=\left[\mathbf{X}_{1^{r}} \mathbf{X}_{2}\right]-\mathbf{m}_{12} \mathbb{1}^{\mathrm{T}}$ and finally obtain:

$$
\operatorname{cov}\left(\mathbf{X}_{1^{r} 2}\right)=\overline{\mathbf{X}}_{1^{r} 2} \overline{\mathbf{X}}_{1^{r} 2}^{\mathrm{T}}=\left[\begin{array}{lll}
\overline{\mathbf{X}}_{1^{r}} & \vdots & \mathbf{X}_{12} \boldsymbol{\gamma}
\end{array}\right]\left[\begin{array}{lll}
\overline{\mathbf{X}}_{1^{r}} & \vdots & \mathbf{X}_{12} \boldsymbol{\gamma}
\end{array}\right]^{T}
$$

where $\gamma$ is an $\left(n_{1}+n_{2}\right) \times\left(n_{2}+1\right)$ matrix defined as:

$$
\gamma=\left[\begin{array}{cc}
0_{n_{1} \times n_{2}} & \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}} \varepsilon_{1}  \tag{3.11}\\
\mathbf{I}-\frac{1}{n_{2}} \mathbb{1}_{n_{2}} \mathbb{D}_{n_{2}}^{\mathrm{T}} & -\frac{1}{n_{2}} \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}} \mathbb{1}_{n_{2}}
\end{array}\right] .
$$

Clearly, the bottom left block of $\gamma$ centers $\mathbf{X}_{2}$ with respect to its own mean, while the rightmost column serves to compute the weighted outer product of the mean vectors' difference.

Now we are ready to use the incremental SVD algorithm [21] to decompose the combined and centered dataset $\overline{\mathbf{X}}_{1^{r} 2}$ similarly to the low-rank factorization of $\overline{\mathbf{X}}_{1^{r}}$ in Eq. 3.9. Specifically, we are going to find the directions in which the newly arrived data will rotate the existing estimate of singular vectors.

Consider decomposing the new data into its components in the subspace spanned by the singular vectors $\mathbf{U}_{1^{r}}$ and in that subspace's orthogonal compliment: $\mathbf{X}_{12} \boldsymbol{\gamma}=\mathbf{U}_{1^{r}} \mathbf{U}_{1^{r}}^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma}+$ $\mathbf{U}_{1^{r}}^{\perp}\left(\mathbf{U}_{1^{r}}^{\perp}\right)^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma}$. Since, in general, the orthogonal compliment subspace may have dimension
higher than span $\left[\mathbf{U}_{1^{r}}^{\perp}\left(\mathbf{U}_{1^{r}}^{\perp}\right)^{\mathrm{T}} \mathbf{X}_{12} \gamma\right]$, e.g. it can be infinite-dimensional in the cases of certain kernels, we may consider an equivalent partial basis $\mathbf{J}$ for it; by definition, $\mathbf{U}_{1^{r}}^{T} \mathbf{J}=\mathbb{0}$. The dimension of $\mathbf{J}$ is $r_{\mathrm{M}} \leq\left(n_{2}+1\right)$, which is equal to the (numerical) rank of a certain matrix $\mathbf{M}$ defined later. Finally, we write: $\mathbf{X}_{12} \boldsymbol{\gamma}=\mathbf{U}_{1^{r}} \mathbf{L}+\mathbf{J P}$, where $\mathbf{L}=\mathbf{U}_{1^{r}}^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma}$ and $\mathbf{P}=\mathbf{J}^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma}$ are the matrices of projection coefficients onto the singular vectors subspace and its orthogonal compliment respectively. With these definitions, the combined dataset can now be factorized as:

$$
\overline{\mathbf{X}}_{1^{r} 2}=\left[\begin{array}{ll}
\mathbf{U}_{1^{r}} & \mathbf{J}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{1^{r}} & \mathbf{L}  \tag{3.12}\\
\mathbb{O}_{r_{\mathrm{M}} \times r} & \mathbf{P}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{V}_{1^{r}} & \mathbb{0}_{n_{1} \times r_{\mathrm{M}}} \\
\mathbb{O}_{r_{\mathrm{M}} \times r} & \mathbf{I}_{r_{\mathrm{M}}}
\end{array}\right]^{\mathrm{T}}
$$

Using the above representation, we can readily write the singular value decomposition of the combined dataset as $\overline{\mathbf{X}}_{1^{r} 2}=\mathbf{U}_{2} \boldsymbol{\Sigma}_{2} \mathbf{V}_{2}^{\mathrm{T}}$. For this, consider the middle matrix in Eq. 3.12, which we denote $\mathbf{F}$, and decompose it with SVD, $\mathbf{F}=\mathbf{U}_{F} \boldsymbol{\Sigma}_{F} \mathbf{V}_{F}^{\mathrm{T}}$. Now the matrices containing the left and right singular vectors of $\overline{\mathbf{X}}_{1^{r} 2}$ are $\mathbf{U}_{2}=\left[\begin{array}{ll}\mathbf{U}_{1^{r}} & \mathbf{J}\end{array}\right] \mathbf{U}_{F}$ and $\mathbf{V}_{2}=\left[\begin{array}{cc}\mathbf{V}_{1^{r}} & \mathbb{0}_{n_{1} \times r_{\mathrm{M}}} \\ \mathbb{0}_{r_{\mathrm{M}} \times r} & \mathbf{I}_{r_{\mathrm{M}}}\end{array}\right] \mathbf{V}_{F}$ respectively, and its singular values form the diagonal of $\boldsymbol{\Sigma}_{2}=\boldsymbol{\Sigma}_{F}$. The best rank- $r$ approximation is obtained simply by truncating the above matrices, $\overline{\mathbf{X}}_{1^{r} 2^{r}}=\mathbf{U}_{2^{r}} \boldsymbol{\Sigma}_{2^{r}} \mathbf{V}_{2^{r}}^{\mathrm{T}}$.

At this point, all that's left is to find the partial basis $\mathbf{J}$ and the projection coefficients $\mathbf{L}$ and $\mathbf{P}$ to form the matrix $\mathbf{F}$. We further emphasize that throughout the derivation, one needs to keep in mind that all the operations have to be performed on matrices and vectors expressed in terms of inner products to allow for kernelizing the algorithm later.

One can readily see that the matrix of projection coefficients of $\mathbf{X}_{12} \boldsymbol{\gamma}$ onto the span $\left[\mathbf{U}_{1^{r}}\right]$ can be expressed entirely in terms of inner products:

$$
\begin{align*}
\mathbf{L} & =\mathbf{U}_{1^{r}}^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma}=\left[\mathbf{X}_{1}\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \mathbb{\mathbb { T }}^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1}\right]^{\mathrm{T}} \mathbf{X}_{12} \boldsymbol{\gamma} \\
& =\boldsymbol{\Sigma}_{1^{r}}^{-1} \boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}}\left(\mathbf{I}-\mathbb{1} \varepsilon_{1}^{\mathrm{T}}\right)\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12}
\end{array}\right] \boldsymbol{\gamma} . \tag{3.13}
\end{align*}
$$

Now the components contained in the new batch of data in the directions orthogonal to the subspace $\mathbf{U}_{1^{r}}$ (i.e. lying in its orthogonal compliment $\mathbf{U}_{1^{r}}^{\perp}$ ) become $\mathbf{H}=\mathbf{X}_{12} \boldsymbol{\gamma}-\mathbf{U}_{1^{r}} \mathbf{L}$. For
convenience, we define $\mathbf{H}=\mathbf{X}_{12} \boldsymbol{\eta}$ with

$$
\boldsymbol{\eta}=\boldsymbol{\gamma}-\left[\begin{array}{c}
\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \mathbb{\rrbracket}^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} \mathbf{L}  \tag{3.14}\\
\mathbb{O}_{n_{2} \times\left(n_{2}+1\right)}
\end{array}\right]
$$

which is a matrix of size $\left(n_{1}+n_{2}\right) \times\left(n_{2}+1\right)$.
In general, one may find a (partial) basis $\mathbf{J}$ for $\mathbf{U}_{1^{r}}^{\perp}$ by orthogonalizing $\mathbf{H}$, for example using the Gram-Schmidt process. However, this will require explicitly working in the ambient space of $\mathbf{H}$, which we aim to avoid in order to extend the algorithm to kernel feature spaces. Thus, instead of orthogonalizing $\mathbf{H}$ in feature space, we form an equivalent basis using the left singular vectors found by SVD similarly to Eq. 3.9. For this, we define a symmetric $\left(n_{2}+1\right) \times\left(n_{2}+1\right)$ positive semi-definite matrix $\mathbf{M}$ expressed entirely in terms of inner products as:

$$
\mathbf{M}=\mathbf{H}^{\mathrm{T}} \mathbf{H}=\boldsymbol{\eta}^{\mathrm{T}}\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12}  \tag{3.15}\\
\mathbf{K}_{21} & \mathbf{K}_{22}
\end{array}\right] \boldsymbol{\eta} .
$$

Next, we decompose it as $\mathbf{M}=\mathbf{Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}} \mathbf{Q}_{\mathrm{M}}^{\mathrm{T}}$ and retain all non-zero eigenvalues in the diagonal of $\boldsymbol{\Delta}_{\mathrm{M}}$ along with corresponding eigenvectors $\mathbf{Q}_{\mathrm{M}}$; we then form $\mathbf{J}=\mathbf{X}_{12} \boldsymbol{\eta} \mathbf{Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}}^{-1 / 2}, \mathbf{P}=\boldsymbol{\Delta}_{\mathrm{M}}^{1 / 2} \mathbf{Q}_{\mathrm{M}}^{\mathrm{T}}$.

Finally, we find and output the estimate of the eigenvectors of $\overline{\mathbf{K}}_{12}$ :

$$
\boldsymbol{\alpha}_{2^{r}}=\left[\begin{array}{cc}
\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \rrbracket^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} &  \tag{3.16}\\
\mathbb{0}_{n_{2} \times r} & \boldsymbol{Q} \mathbf{Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}}^{-1 / 2} \\
&
\end{array} \mathbf{U}_{F^{r}} \boldsymbol{\Sigma}_{2^{r}}\right.
$$

and also the corresponding singular values $\boldsymbol{\Sigma}_{2^{r}}=\boldsymbol{\Sigma}_{F^{r}}$.
Note that for the eigendecomposition of uncentered Gram matrices, $\varepsilon_{1}=\mathbb{C}$ and the above definitions reduce to: $\gamma=\left[\begin{array}{c}\mathbb{D}_{n_{1} \times n_{2}} \\ \\ \mathbf{I}_{n_{2}}\end{array}\right], \mathbf{L}=\boldsymbol{\Sigma}_{1^{r}}^{-1} \boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}} \mathbf{K}_{12}, \mathbf{H}=\mathbf{X}_{2}-\mathbf{U}_{1^{r}} \mathbf{L}=\mathbf{X}_{12} \boldsymbol{\eta}$ with

$$
\boldsymbol{\eta}=\boldsymbol{\gamma}-\left[\begin{array}{c}
\boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} \mathbf{L}  \tag{3.17}\\
0_{n_{2} \times\left(n_{2}+1\right)}
\end{array}\right]=\left[\begin{array}{c}
-\boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} \mathbf{L} \\
\mathbf{I}_{n_{2}}
\end{array}\right]
$$

Finally, $\mathbf{M}=\mathbf{K}_{22}-\mathbf{L}^{\mathrm{T}} \mathbf{L}$. The entire algorithm for both cases is summarized in Appendix B.
To conclude, this procedure turns established batch algorithms that are based on matrix eigendecomposition into those capable of working with streams of data. In fact, it is readily applicable unchanged for incremental implementation of KPCA [48].

Its efficiency, however, is not readily obvious. Potentially, the most computationally demanding operations here are the needed decompositions of the matrices $\mathbf{M}$ and $\mathbf{F}$, which scale as $\mathcal{O}\left(n_{2}^{3}\right)$ and $\mathcal{O}\left(\left(r+r_{M}\right)^{3}\right)$ respectively. Fortunately, these values are very small in practice relative to the overall size of the dataset making the incremental approach attractive. Indeed, the number of new samples $n_{2}$ added on each step can potentially be made as small as desired, and $r+r_{M}$ is typically low if a chosen kernel well approximates the manifold with a low-dimensional subspace in feature space. Detailed analysis of the algorithm's complexity can be found in [48].

We further emphasize that the main advantage of using the incremental updating procedure instead of a single-pass algorithm is its potential memory efficiency. In its present form, the final result (the coefficients expressed by Eq. 3.10 and Eq. 3.16) is still formulated in terms of all old and new $n_{1}+n_{2}$ data points, which is equivalent to running the batch algorithm on the entire dataset. However, very often in practice it is possible to compress such representations and keep the number of expansion coefficients constant throughout the iterations, thus maintaining low memory usage. As noted before, this can be easily done with the greedy approach of Section 3.4.1 that proved useful in our experiments, although any other available method is applicable for this.

### 3.5 Conclusion

Kernel methods have become an important framework for obtaining non-linear extensions of established linear learning algorithms. Specifically, Kernel PCA effectively provides an approximate manifold linearization in the feature space expressed in a convenient tractable form. Even though the accuracy of this representation to the true manifold inherently depends on the chosen kernel and parameters, there are certain theoretical guarantees that establish what optimal qualities the final manifold representation will have for a given choice of kernel and parameters. Furthermore, the
preimage problem, i.e. the final step of signal reconstruction in kernel methods, can be effectively addressed with modern preimage solvers and methods such as robust KPCA. Finally, additional techniques, such as reduced set expansions and incremental updating schemes can be used to efficiently extend the methods to larger datasets.

To summarize, while not necessarily exact, the kernel-based approach provides a very useful class of models and algorithms that allow one to quickly obtain good approximate solutions for many difficult non-linear problems. For example, in our problem of many intersecting manifolds, which can be extremely hard, if even possible, to solve exactly, linearization of manifolds with kernel PCA has a potential of offering a tremendous advantage, as we will see in the upcoming chapters.

Specifically, in the next chapter, we will work with the KPCA solution directly in the feature space and will use it as a starting point for kernelizing a popular algorithm of projections onto convex sets for finding their intersections. We will further improve upon this method, particularly for image processing, in Chapter 5, where we will again use the KPCA-found subspace but now as useful means to build an approximator for the distance to a manifold in the input space.

## Chapter 4

## A Closed-form Approximate Solution to the Problem of Intersecting Manifolds

This chapter is dedicated to setting up the general manifolds intersection problem. We will see that it is of particular importance to patch-based image processing. More specifically, if we assume that individual image patches can be accurately modeled as lying on or close to a nonlinear manifold, then we will see that applying this to many overlapping patches imposes mutual constraints on the shared pixels and leads to a specific arrangement of the corresponding patchmanifold constraints in the image space. Hence, under these assumptions, an entire image honoring these patch constraints must be located at the intersection of all such manifolds.

Unfortunately, finding the exact description of the intersection of many non-linear manifolds, for example, for the purpose of mapping a point onto it, is a notoriously difficult task. Recognizing this, we will present a first efficient method to quickly find its approximate solution. For this, we will model the manifolds as linear subspaces in a kernel-induced feature space and will find their intersection with the Projection onto Convex Sets algorithm. We will derive a closed form solution in Section 4.3 and present applications of our model to patch-based image processing and extrapolation of the set of facial images in Section 4.4.

### 4.1 Model Description

In this section, we will formulate our intersecting manifolds model for images and provide a simple toy example to motivate and explain it. We will see that it follows naturally from the assumption that each overlapping patch is drawn from an underlying manifold.

To introduce the model, let us first consider $D$-pixel images, i.e. those belonging to the space $\mathbb{R}^{D}$. For any $p \times q$-area of the image pixel grid, there is a corresponding $d$-dimensional subspace of $\mathbb{R}^{D}$ with $d=p q$. The manifold model for a single $p \times q$ patch allows us to assume that such a patch lies on or close to a $d_{\mathcal{M}}$-dimensional non-linear manifold $\mathcal{M}$ (with $d_{\mathcal{M}}<d$ ) within this subspace. At the same time, the other $D-d$ pixels of the image are unconstrained by this patch, so the whole image is allowed to lie on a $(D-d)+d_{\mathcal{M}}$-dimensional manifold $\mathcal{M}_{m} \subset \mathbb{R}^{D}$. Since there is one such manifold constraint corresponding to each of $M$ overlapping patches, the image itself lies on or close to the intersection of all these manifolds $\mathcal{M}_{m}, m=1, \ldots, M$.

As an illustration, consider the toy example of an image with only three pixels. Such an image can be regarded as a combination of two overlapping 2-pixel patches as shown in the leftmost panel of Fig. 4.1. For the purpose of this example, suppose that each patch is restricted to lie on some 1-dimensional manifold, e.g. a unit circle in $\mathbb{R}^{2}$. Note that this is equivalent to constraining the whole image to lie on the side of a cylinder in $\mathbb{R}^{3}$. Thus, all images that conform to this model lie on the intersection of both cylinders and solve the system of non-linear equations $\left\{\begin{array}{c}x_{1}^{2}+x_{2}^{2}=1 \\ x_{2}^{2}+x_{3}^{2}=1\end{array}\right.$.


Figure 4.1: Left: Covering a three-pixel image with two overlapping patches. Center: Two cylinders in $\mathbb{R}^{3}$ created by constraining each of the image patches to lie on the unit circle. Right: The result of using our algorithm to map randomly-generated points (not shown) close to the nearest points on the manifolds' intersection (see Section 5.5.1).

The problem of constraining every patch of the image to come from a manifold model is then the problem of constraining the entire image to lie at the intersection of many patch manifolds.

However, this is a very difficult problem to solve exactly. In the next section, we will look at how to use kernel methods to efficiently approximate the solution to this hard problem.

Our main idea will be to employ the kernel trick to implicitly approximate our nonlinear manifolds as affine subspaces in the feature space $\mathcal{H}$. We will then use a fast algorithm for finding intersections of many affine subspaces, the Projection onto Convex Sets (POCS) algorithm, to quickly find the nearest point on their intersection in feature space; its preimage in the original space is then returned as our solution. We will thus contribute a kernel-methods-variant of POCS as a new method for finding manifolds' intersections.

### 4.2 Review of the Projections onto Convex Sets Algorithm

Let us continue by reviewing the method of projections onto convex sets, particularly for finding intersections of many affine subspaces. We will then adapt its ideas to efficiently find a point on the intersection of manifolds in the next section.

The general idea of the broad class of POCS algorithms is to find a point on the intersection of the desired convex sets (subspaces $\mathcal{U}_{m}$ in our case), $\widehat{\mathbf{z}} \in \bigcap_{m=1}^{M} \mathcal{U}_{m}$, by iteratively constraining the solution to each of them. In our work, we use a simple yet powerful method of parallel projections closely related to the Cimmino's method [50] and the Landweber iterations [52, 194]. Its idea is, starting with some initial guess $\mathbf{z}^{(0)}$, to find the projections $\mathcal{P}_{m}(\cdot)$ of the current solution onto each subspace $\mathcal{U}_{m}$ and average them to get the next step approximation:

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\sum_{m=1}^{M} w_{m} \mathcal{P}_{m}\left(\mathbf{z}^{(k)}\right) \tag{4.1}
\end{equation*}
$$

where $w_{m}$ are positive weights satisfying $\sum_{m=1}^{M} w_{m}=1$. Note that the subspaces here are allowed to have different dimensions $d_{m}$.

The right panel of Fig. 4.2 shows a graphical interpretation of this algorithm for finding the intersection of two lines in $\mathbb{R}^{2}$. This procedure can be viewed as a combination of the original Cimmino's method [50], which uses reflections instead of projections, and the Kaczmarz's method [109], which circularly projects the current iterate onto each of the subspaces in turn without averaging.

Using projections in our approach will eventually allow us to express the solution in terms of inner products with training samples, which will be crucial for kernelizing the algorithm in Section 4.3.


Figure 4.2: Left: The geometric interpretation of the original Cimmino's algorithm. The current iterate $\mathbf{z}^{(k)}$ and its reflections $\mathcal{R}_{m}\left(\mathbf{z}^{(k)}\right)$ with respect to the subspaces $\mathcal{M}_{m}$ lie on the hypersphere centered on the intersection set. The center of gravity found by averaging over the reflections converges to the center of the hypersphere. Middle: The method of consecutive projections of Kaczmarz [109]. Right: Finding the intersection of two affine subspaces with the chosen iterative projection algorithm of Eq. 4.1.

At this point, it is instructive to illustrate the convergence of the original Cimmino's algorithm by noting that the starting point at each iteration and the corresponding reflections lie on a hypersphere centered on the intersection of the subspaces (see the left panel in Fig. 4.2). The center of gravity of the reflections, which is effectively computed by averaging, will necessarily fall into this sphere, thus improving the solution at each step. We will discuss the convergence of the parallel projection algorithm of Eq. 4.1 in more detail in the next subsection. For a comprehensive review of feasibility algorithms and their convergence properties, please see, for example, [31] or [52] and references therein.

### 4.2.1 Convergence Properties of the Iterative Projection Algorithm

In this section, we examine several special cases, namely when the intersection $\bigcap_{m=1}^{M} \mathcal{U}_{m}$ is empty, contains a single point, or contains infinitely many points; we note that our chosen iterative scheme of Eq. 4.1 converges to a reasonable solution in each of them.

We start by expressing the orthogonal projection of a point $\mathbf{z}$ onto the subspace $\mathcal{U}_{m}$ as

$$
\begin{equation*}
\mathcal{P}_{m}(\mathbf{z})=\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}} \mathbf{z}+\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{m}_{m}, \tag{4.2}
\end{equation*}
$$

where $\mathbf{U}_{m}$ is the matrix whose columns form an orthonormal basis for the subspace $\mathcal{U}_{m}$ after eliminating the offset $\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{m}_{m}$.

By substituting Eq. 4.2 into Eq. 4.1, we observe that the next-step iterate can be found as

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\mathbf{A} \mathbf{z}^{(k)}+\mathbf{b} \tag{4.3}
\end{equation*}
$$

with $\mathbf{A}=\sum_{m=1}^{M} w_{m} \mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}$ and $\mathbf{b}=\sum_{m=1}^{M} w_{m}\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{m}_{m}$. While obviously related to the Cimmino's algorithm (see Fig. 4.2), our chosen method of parallel projections is nothing but a variant of stationary linear Richardson iterations of the first degree - a popular fast technique for approximating solutions to systems of linear equations [163]. In contrast to the original Richardson's method for a single system, however, we will effectively apply it to solve multiple systems of equations simultaneously; our convergence analysis will nevertheless be similar.

We start by assuming that the intersection of subspaces is not empty, i.e. there is at least one point $\mathbf{z}^{*}$ that satisfies $\mathbf{z}^{*}=\mathcal{P}_{m}\left(\mathbf{z}^{*}\right)$ for all $m=1, \ldots, M$, which after rearrangement becomes

$$
\begin{equation*}
\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{T}\right) \mathbf{z}^{*}=\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{T}\right) \mathbf{m}_{m}, m=1, \ldots, M \tag{4.4}
\end{equation*}
$$

where the offset $\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{T}\right) \mathbf{m}_{m}$ is orthogonal to the columns of $\mathbf{U}_{m}$.
In this case, as shown by Reich [162], our parallel POCS algorithm of Eq. 4.1 converges to the orthogonal projection of the initialization $\mathbf{z}^{(0)}$ onto the set of solutions of the system in Eq. 4.4, i.e. the intersection subspace $\bigcap_{m=1}^{M} \mathcal{U}_{m}$. Provided that the positive weights $w_{m}$ sum to 1 , their exact values do not affect the result. This is the behavior we will want, for example, for denoising, assuming that the iterations start from the noisy sample. Furthermore, when the intersection of subspaces reduces to a single point, $\mathbf{z}^{*}=\bigcap_{m=1}^{M} \mathcal{U}_{m}$, our algorithm will return it regardless of the initialization.

To analyze this result, let us now look closer at the residual error term on the $k^{\text {th }}$ iteration of the algorithm. For this, we let $\mathbf{b}_{m} \triangleq\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{m}_{m}$ and consider:

$$
\begin{equation*}
\mathbf{z}^{(k)}-\mathbf{z}^{*}=\sum_{m=1}^{M} w_{m}\left[\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}} \mathbf{z}^{(k-1)}+\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{m}_{m}\right]-\mathbf{z}^{*} \tag{4.5}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{z}^{(k)}-\mathbf{z}^{*} & =\sum_{m=1}^{M} w_{m}\left[\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}} \mathbf{z}^{(k-1)}+\mathbf{b}_{m}+\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\left(\mathbf{z}^{*}-\mathbf{z}^{*}\right)\right]-\mathbf{z}^{*} \\
& =\sum_{m=1}^{M} w_{m}\left[\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right)+\left(\mathbf{b}_{m}-\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{z}^{*}\right)\right] \\
& =\left[\sum_{m=1}^{M} w_{m} \mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right]\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right)=\mathbf{A}\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right) \tag{4.6}
\end{align*}
$$

where, in the third equality, we used the fact that the weights $w_{m}$ sum to 1 and, in the last line, the assumption that $\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\right) \mathbf{z}^{*}=\mathbf{b}_{m}$ for any $m=1, \ldots, M$. We note that if the difference $\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right)$ is aligned with every basis $\mathbf{U}_{m}$, i.e. if it is in span $\left[\mathbf{U}_{m}\right]$ for every $m$, then $\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right)=\mathbf{z}^{(k-1)}-\mathbf{z}^{*}$ for all $m$ leading to $\mathbf{z}^{(k)}-\mathbf{z}^{*}=\mathbf{z}^{(k-1)}-\mathbf{z}^{*}$. This means that the current iterate $\mathbf{z}^{(k-1)}$ is already in the shared subspace, and it will not move.

On the other hand, if the difference $\mathbf{z}^{(k-1)}-\mathbf{z}^{*}$ is not exactly aligned with the intersection subspace, then $\left\|\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}\left(\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right)\right\| \leq\left\|\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right\|$ for every $m$, but the inequality is strict for at least one of them, thus resulting in $\left\|\mathbf{z}^{(k)}-\mathbf{z}^{*}\right\|<\left\|\mathbf{z}^{(k-1)}-\mathbf{z}^{*}\right\|$. So if $\mathbf{z}^{(k-1)}$ is not in the shared subspace, it will move closer to it on the next iteration.

The same strict inequality holds if the matrices $\mathbf{U}_{m} \mathbf{U}_{m}^{\mathrm{T}}$ do not share common principal eigenvectors reducing the intersection of the subspaces to a single point $\mathbf{z}^{*} \neq \mathbf{z}^{(k-1)}$. In this case, we can see by taking norms in Eq. 4.6 that the convergence rate to this unique solution is geometric in the spectral norm of the symmetric matrix $\mathbf{A}$, i.e. $\left\|\mathbf{z}^{(k)}-\mathbf{z}^{*}\right\|<\|\mathbf{A}\|^{k}\left\|\mathbf{z}^{(0)}-\mathbf{z}^{*}\right\|$.

Finally, in the inconsistent case, when the system of Eq. 4.4 has no solution (if it defines, for example, parallel hyperplanes or non-intersecting lines in $\mathbb{R}^{3}$ ), our iterations are known to converge to the minimizer of the weighted sum of squared distances to all subspaces [61],

$$
\begin{equation*}
\min _{\mathbf{z}} \sum_{m=1}^{M} w_{m}\left\|\mathbf{z}-\mathcal{P}_{m}(\mathbf{z})\right\|^{2} \tag{4.7}
\end{equation*}
$$

We note that the criterion of Eq. 4.7 naturally formalizes our desire of locating a solution on the intersection of $M$ subspaces (or at least close to each of them). Here, non-equal weights $w_{m}$ may be introduced to make our solution closer to one subspace or another. Notice also that unlike the cyclic method of Kaczmarz, our chosen iterative procedure (Eq. 4.1) results in a relevant solution regardless of whether the system of Eq. 4.4 is under- or overdetermined [52]. Finally, in contrast
to the exact methods (e.g. based on Gaussian elimination), whose complexity is usually cubic in the number of equations in the system, iterations of Eq. 4.3 offer a fast way to find an approximate solution that can be refined by considering more steps $k$, if desired. For a comprehensive review of feasibility algorithms and their convergence properties, please see, for example, [31] or [52] and references therein.

Next, we will apply the principles of the POCS algorithm for finding intersections of non-linear manifolds. Specifically, we will employ kernel PCA to linearize the problem in feature space, which will allow us to compute projections onto the manifold-approximating subspaces easily, iteratively find their intersection, and finally express the solution in closed form.

### 4.3 Application of the Kernel Trick to the Subspace Intersection Problem

We now wish to extend the machinery for finding intersections of affine subspaces to nonlinear manifolds. We will apply the kernel trick to model each manifold with an affine subspace in feature space. Hence, the problem of finding the intersection of manifolds will be approximated by finding the intersection of subspaces in feature space.

Specifically, we will show that the solution defined by Eq. 4.1 can be written as a combination of powers of certain matrices (which embody the action of each iteration) multiplied by the vectors of the algorithm initialization. It is crucially important that these matrices and vectors can be expressed entirely in terms of inner products, so we may use the kernel trick to derive a non-linear extension of the POCS algorithm. For this, we start by iterating Eq. 4.3 and write the $K$-th step approximation of the solution as

$$
\begin{equation*}
\mathbf{z}^{(K)}=\mathbf{A}^{K} \mathbf{z}^{(0)}+\sum_{k=0}^{K-1} \mathbf{A}^{k} \mathbf{b} \tag{4.8}
\end{equation*}
$$

Now, to derive an inner product form of the above equation, we attempt to learn a description of each subspace $\mathcal{U}_{m}$ from its $n_{m}$ training samples $\mathbf{x}_{i}^{(m)}$ using the PCA algorithm. Following the discussion in Section 3.2.1, the principal components of the $m^{\text {th }}$ subspace can be expressed as $\mathbf{U}_{m}=\mathbf{X}_{m} \boldsymbol{\alpha}_{m}$, where $\mathbf{X}_{m}$ is a $D \times n_{m}$ matrix of samples arranged in columns and $\boldsymbol{\alpha}_{m}$ is an
$n_{m} \times d_{m}$ matrix of scaled eigenvectors of the centered Gram matrix $\overline{\mathbf{K}}_{m}$ (please see Chapter 3 for more details). With this parameterization, Eq. 4.8 can be written as a linear combination of training points with coefficients $\gamma_{m}$ expressed entirely in terms of inner products:

$$
\begin{equation*}
\mathbf{z}^{(K)}=\sum_{m=1}^{M} \mathbf{X}_{m} \boldsymbol{\gamma}_{m} \tag{4.9}
\end{equation*}
$$

where each $\gamma_{m}$ is an $n_{m} \times 1$ vector.
The derivation of the coefficients $\gamma_{m}$ involves only algebraic manipulations and its details can be found in Appendix A. Here we just define the following block matrices and vectors, each with entries expressed entirely in terms of inner products:

- the $\sum d_{m} \times 1$-dimensional vector $\mathbf{h}$ with $M$ block entries $\mathbf{h}_{[i]}=\sqrt{w_{i}} \boldsymbol{\alpha}_{i}^{\mathrm{T}} \mathbf{X}_{i}^{\mathrm{T}} \mathbf{z}^{(0)}$ arranged vertically;
- the $\sum d_{m} \times 1$-dimensional vector $\mathbf{g}$ with $M$ block entries $\mathbf{g}_{[i]}=\sqrt{w_{i}} \sum_{m=1}^{M} w_{m} \boldsymbol{\alpha}_{i}^{\mathrm{T}} \mathbf{X}_{i}^{\mathrm{T}} \mathbf{X}_{m} \boldsymbol{\mu}_{m}$ arranged vertically, where $\boldsymbol{\mu}_{m}=\left(\mathbf{I}-\boldsymbol{\alpha}_{m} \boldsymbol{\alpha}_{m}^{\mathrm{T}} \mathbf{X}_{m}^{\mathrm{T}} \boldsymbol{X}_{m}\right) \frac{1}{n_{m}} \mathbb{1}$ is a $n_{m} \times 1$ vector, also computed using only inner products;
- the $\sum d_{m} \times \sum d_{m}$-dimensional matrix $\mathbf{H}$ with block entries $\mathbf{H}_{[i, j]}=\sqrt{w_{i}} \boldsymbol{\alpha}_{i}^{\mathrm{T}} \mathbf{X}_{i}^{\mathrm{T}} \mathbf{X}_{j} \boldsymbol{\alpha}_{j} \sqrt{w_{j}}$.

Intuitively, the vector $\mathbf{h}$ bears the meaning of a starting point of the iterations, the vector $\mathbf{g}$ comprises the information about the offsets of each subspace, and the matrix $\mathbf{H}$ describes pairwise relations between different subspaces. Computing powers of $\mathbf{H}$ essentially corresponds to running the iterations of the POCS algorithm.

Finally, we let the vector $\mathbf{s}=\mathbf{H}^{K-1} \mathbf{h}+\sum_{k=1}^{K-1} \mathbf{H}^{k-1} \mathbf{g}$ and denote its $m^{\text {th }}$ block of length $d_{m}$ as $\mathbf{s}_{[m]}=\mathbf{s}_{\left(\sum_{i=1}^{m-1} d_{i}\right)+1, \ldots, \sum_{i=1}^{m} d_{i}}$. Now $\boldsymbol{\gamma}_{m}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{\gamma}_{m}=\sqrt{w_{m}} \boldsymbol{\alpha}_{m} \mathbf{s}_{[m]}+w_{m} \boldsymbol{\mu}_{m} \tag{4.10}
\end{equation*}
$$

Since computing the vectors $\gamma_{m}$ involves only evaluation of inner products, this algorithm can be easily extended to the non-linear case by substituting the entries of inner products $\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle$ with corresponding values of the kernel function $\kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ (and similarly replacing $\left\langle\mathbf{x}_{i}, \mathbf{z}^{(0)}\right\rangle$ with
$\left.\kappa\left(\mathbf{x}_{i}, \mathbf{z}^{(0)}\right)\right)$. Therefore, the intersection of subspaces is sought in an implicitly induced higherdimensional feature space, which corresponds to approximating the intersection of non-linear manifolds in the original space. The preimage $\widehat{\mathbf{z}}$ of the solution $\Phi\left[\mathbf{z}^{(K)}\right]=\sum_{m=1}^{M} \sum_{i=1}^{n_{m}} \Phi\left(\mathbf{x}_{i}^{(m)}\right) \boldsymbol{\gamma}_{i, m}$ can thus be found by minimizing the Euclidean distance $\left\|\Phi(\widehat{\mathbf{z}})-\Phi\left[\mathbf{z}^{(K)}\right]\right\|^{2}$ in feature space. The form of Eq. 4.9 allows one to use any of the preimage methods described in Section 3.2.3.2. The entire procedure is summarized in Algorithm 1.

We note that accurately learning the manifold geometry may require a large number of samples in the training sets $\mathbf{X}_{m}$, which, in turn, increases the size of the kernel matrices. Furthermore, due to the form of the final solution (Eq. 4.9), this directly affects the running time. To alleviate these problems, as discussed in Section 3.4, one can use one of the incremental KPCA algorithms [48, 100, 115] to iteratively update the parameters of the manifolds on the learning stage using smaller portions of the training dataset. Moreover, sparse (in terms of training data) approximation of the principal components in feature space can be found by any of the reduced set methods $[76,121,153,174]$. Their main idea is to choose only a very small subset of the training points $\mathbf{x}_{i}^{(m)}$ such that the span of their images in the feature space well approximates the entire training set. Therefore, the principal components of the subspaces can be expressed as combinations with significantly fewer terms. Fortunately, these costly procedures need to be performed only once. Then the learned model can be reused for solving several problems with different initial conditions (for example, for processing similar images with the manifolds intersection model of overlapping patches).

To conclude, we note that our algorithm can be run with several initial conditions simultaneously by arranging them column-wise in a matrix $\mathbf{Z}^{(0)}$ instead of the vector $\mathbf{z}^{(0)}$, which can further reduce computational burden. We will experimentally evaluate the performance of our manifolds intersection finding algorithm in the next section.

Algorithm 1 Manifolds intersection algorithm
Input: Sets of training samples $\mathbf{x}_{i}^{(m)}, i=1, \ldots, n_{m}$ of $M$ manifolds, initial approximation of the solution $\mathbf{z}^{(0)}$, kernel function $\kappa$, number of iterations $K$.
Output: A point $\widehat{\mathbf{z}} \in \mathbb{R}^{D}$ that minimizes the criterion of Eq. 5.1.
for $m:=1 \ldots M$ do $\quad \triangleright$ Loop over all manifolds.

$$
\begin{array}{ll}
\mathbf{K}_{i, j}^{(m, m)} \leftarrow \kappa\left(\mathbf{x}_{i}^{(m)}, \mathbf{x}_{j}^{(m)}\right), i, j=1, \ldots, n_{m} & \triangleright \text { Create kernel matrices. } \\
\mathbf{k}_{i}^{(m, z)} \leftarrow \kappa\left(\mathbf{x}_{i}^{(m)}, \mathbf{z}^{(0)}\right), i, j=1, \ldots, n_{m} & \\
\overline{\mathbf{K}}^{(m, m)} \leftarrow\left(\mathbf{I}-\frac{1}{n_{m}} \mathbb{1} \mathbb{1}^{T}\right) \mathbf{K}^{(m, m)}\left(\mathbf{I}-\frac{1}{n_{m}} \mathbb{1} \mathbb{1}^{T}\right) & \triangleright \text { Centering; see [173]. }
\end{array}
$$

$$
\left[\mathbf{A}_{m}, \boldsymbol{\Lambda}_{m}\right] \leftarrow \operatorname{EIG}\left(\overline{\mathbf{K}}^{(m, m)}\right) \quad \triangleright \text { Find the eigendecomposition } \overline{\mathbf{K}}^{(m, m)}=\mathbf{A}_{m} \boldsymbol{\Lambda}_{m} \mathbf{A}_{m}^{T}
$$

$$
\boldsymbol{\alpha}_{:, i}^{(m)} \leftarrow \mathbf{A}_{:, i}^{(m)} \frac{1}{\sqrt{\boldsymbol{\Lambda}_{i, i}^{(m)}}}, i=1 \ldots d_{m} \quad \triangleright \text { Choose } d_{m} \text { leading eigenvectors and scale them. }
$$

$$
\widetilde{\mathbf{h}}_{m} \leftarrow \sqrt{w_{m}} \boldsymbol{\alpha}_{m} \mathbf{K}^{(m, y)}
$$

$$
\widetilde{\mathbf{g}}_{m} \leftarrow \mathbb{0}_{d_{m}}
$$

$$
\text { for } l=1, \ldots, M \text { do }
$$

$$
\mathbf{K}_{i, j}^{(m, l)} \leftarrow \kappa\left(\mathbf{x}_{i}^{(m)}, \mathbf{x}_{j}^{(l)}\right), i=1, \ldots n_{m}, j=1, \ldots n_{l}
$$

$$
\mathbf{c}_{l} \leftarrow\left(\mathbf{I}-\boldsymbol{\alpha}_{l}^{\mathrm{T}} \boldsymbol{\alpha}_{l} \mathbf{K}^{(l, l)}\right) \frac{1}{n_{l}} \mathbb{1}_{n_{l}}
$$

$$
\widetilde{\mathbf{g}}_{m} \leftarrow \widetilde{\mathbf{g}}_{m}+\sqrt{w_{m}} w_{l} \boldsymbol{\alpha}_{m} \mathbf{K}^{(m, l)} \mathbf{c}_{l}
$$

$$
\widehat{\mathbf{H}}_{m, l} \leftarrow \sqrt{w_{m}} \boldsymbol{\alpha}_{m} \mathbf{K}^{(m, l)} \boldsymbol{\alpha}_{l}^{\mathrm{T}} \sqrt{w_{l}}
$$

end for

$$
\text { 15: } \quad \widetilde{\mathbf{H}}_{m} \leftarrow \text { CONCATENATE } \text { rows }\left(\widehat{\mathbf{H}}_{m, 1}, \widehat{\mathbf{H}}_{m, 2}, \ldots, \widehat{\mathbf{H}}_{m, M}\right)
$$

16: end for
17: $\mathbf{h} \leftarrow$ CONCATENATE $_{\text {columns }}\left(\widetilde{\mathbf{h}}_{1}, \widetilde{\mathbf{h}}_{2}, \ldots, \widetilde{\mathbf{h}}_{M}\right)$
$\mathbf{g} \leftarrow$ CONCATENATE $_{\text {columns }}\left(\widetilde{\mathbf{g}}_{1}, \widetilde{\mathbf{g}}_{2}, \ldots, \widetilde{\mathbf{g}}_{M}\right)$
19: $\mathbf{H} \leftarrow$ COnCATENATE $_{\text {columns }}\left(\widetilde{\mathbf{H}}_{1}, \widetilde{\mathbf{H}}_{2}, \ldots, \widetilde{\mathbf{H}}_{M}\right)$
20: $\mathbf{s} \leftarrow \mathbf{H}^{K-1} \mathbf{h}+\sum_{k=1}^{K-1} \mathbf{H}^{k-1} \mathbf{g}$
21: for $m=1, \ldots, M$ do
22: $\quad \widetilde{\mathbf{s}}_{m} \leftarrow \mathbf{s}_{\sum_{i=1}^{m-1} d_{i}+1 \cdots \sum_{i=1}^{m} d_{i}}$
23: $\quad \boldsymbol{\gamma}_{m} \leftarrow \sqrt{w_{m}} \boldsymbol{\alpha}_{m} \widetilde{\mathbf{s}}_{m}+w_{m} \mathbf{c}_{m}$
24: end for
25: $\widehat{\mathbf{z}} \leftarrow \underset{\mathbf{z}}{\operatorname{argmin}}\left\|\Phi(\mathbf{z})-\sum_{m=1}^{M} \sum_{i=1}^{n_{m}} \Phi\left(\mathbf{x}_{i}^{(m)}\right) \boldsymbol{\gamma}_{i}^{(m)}\right\|^{2} \quad \triangleright$ Find a preimage [101, 119, 174].
Note: In this algorithm, indexes $m, l$ refer to entire matrices or vectors, and $i, j$ denote their scalar entries.

### 4.4 Experimental Results and Discussion

In this section, we consider several applications of our manifold intersection finding method. First, we will run our algorithm on small synthetic examples to vividly demonstrate that it finds the intersections of smooth curves and surfaces. Then we will show that our method easily extends to more complex manifolds, such as those formed by sequences of smoothly changing images. We will then continue by presenting its application to solving practical problems in signal processing and data analysis. In all examples, unless otherwise stated, we use the Gaussian kernel and obtain the preimage $\widehat{\mathbf{z}}$ of the final solution by minimizing the distance $\left\|\Phi(\widehat{\mathbf{z}})-\Phi\left(\mathbf{z}^{(K)}\right)\right\|^{2}$ in the feature space with the gradient descent approach (see, for example, [29] or [111] for details of this preimage method).

### 4.4.1 Intersections of Curves and Surfaces

We start by using our algorithm to map clouds of randomly generated points onto intersections of smooth curves in $\mathbb{R}^{2}$ and surfaces in $\mathbb{R}^{3}$.

Our first example is finding the intersection of two curves shown in Fig. 4.3. To find this intersection, the curves $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ are learned from 50 samples each using KPCA with the Gaussian kernel of width $\sigma=1$ and $d_{m}=20$ and 30 respectively. In the plots in the left and middle panels of Fig. 4.3, we first apply the special case of our algorithm with $M=1$ to a cloud of randomly generated points to show that this procedure (corresponding to mapping onto a single manifold) well approximates projections onto each of the desired curves. We use the preimage method of [143] to reconstruct the results. The same random points were then projected onto the intersection of the subspaces with our algorithm. The found solutions land on (or close) to the true intersection of the two curves in the original space as shown in the right panel of Fig. 4.3.

Figure 4.4 demonstrates a similar experiment of mapping a cloud of random points onto the intersections of two non-linear smooth surfaces in $\mathbb{R}^{3}$. Again, we learn each surface from its 200 samples; we use the Gaussian kernel with $\sigma=1.1$ and $d_{\mathcal{U}}=130$ for the cones and $\sigma=1.2, d_{\mathcal{U}}=120$




Figure 4.3: Mapping a cloud of randomly generated points onto smooth curves in $\mathbb{R}^{2}$ separately (left and center) and onto their intersection (right). The ground truth manifolds that we attempt to learn with kernel PCA are shown as the green and blue curves. Points are mapped close to their nearest points on the corresponding manifolds or on the manifolds' intersection.
for the sinusoidal surfaces. The found solutions lie on or close to the real intersection curves, and are also close to the initialization points $\mathbf{Z}^{(0)}$ as we desired.


Figure 4.4: Results of finding the intersections of two surfaces in $\mathbb{R}^{3}$ (left). Notice how randomly generated points are mapped close to the corresponding nearest points on the manifolds and trace the sought intersection curves (right; not all starting points are shown).

### 4.4.2 Intersections of Image Manifolds

In our next experiments we consider a similar problem of finding intersections of two manifolds of smoothly changing images.

First, we look at the synthetic images of an object viewed from different directions and under varying lighting conditions (see Section 2.3.1). In this experiment, a sequence of 249 images of a bunny was generated with the camera moving around it in the horizontal plane while the lighting source was held fixed above. Next, the lighting source was moved in the vertical direction and another sequence of 99 images was taken with the same frontal view. These two sets of $64 \times 64$ images were then used as training samples to learn the underlying manifolds in our model (we used $\sigma=5 \cdot 10^{3}$ in the Gaussian kernel and $d_{1}=50, d_{2}=20$ for the dimensions of the approximating subspaces). As shown in Fig. 4.5, our randomly initialized algorithm converges to a point on (or very close to) the manifolds' intersection.

Next, we run a similar experiment with a real-world dataset consisting of images of two independently moving objects, which is inspired by similar applications in computer vision. While one of the objects is held fixed in the middle of its trajectory, the other one moves around and then vice versa, thus tracing two one-dimensional manifolds in the image space. The scene is photographed with small movement intervals to ensure good sampling of the underlying manifolds (yielding 56 and 67 training images of size $256 \times 256$ pixels for the movements of each object). An image located at the sought intersection using our algorithm with $\sigma=50 \cdot 10^{3}$ and $d_{1}=d_{2}=35$ is shown in the bottom right corner of Fig. 4.5. As we would expect, these manifolds intersect at the point where both objects are in the middle of their trajectories.

### 4.4.3 Extrapolation of the Facial Images Dataset

The manifold intersection model can be particularly useful in representing signals that exhibit smooth intra- and inter-subject variations. As an example, we consider modeling and learning the underlying structure of a large set of facial images of different people showing different expressions.


Figure 4.5: A computer-vision-inspired examples of finding intersections of manifolds of changing images with our algorithm. Top: Images of a bunny taken from different positions and with varying lighting conditions. Bottom: Images of two independently moving objects. The left part of the figure shows representative samples of both one-dimensional manifolds in each case. The points on their intersections, as found by our algorithm, are shown on the right. We see that our algorithm returns approximations that are very close to the true intersections. (True intersection images were omitted from training of the manifolds for both examples.)

While each of these aspects (namely, variations in appearance and in expressions) were shown to admit to underlying manifold models fairly well separately [132, 41, 197], modeling the entire set of facial images as a single entity encounters certain difficulties. Specifically, few images of the same person present in a dataset and characterized by subtle but meaningful variations (the emotions they express, or "content") could be easily overshadowed by the large number of significantly different images of the rest of population (which come in different "styles" defined by the appearance of specific people). Thus, important characteristic details of image "content" may be perceived as noise by a manifold learning algorithm and can be lost.

To avoid missing these elusive directions of variability in a large dataset, in our experiments,
we assume that the images of all facial expressions of one particular person, as well as the images of different people with the same expression (e.g. all smiling), lie on separate manifolds, which we call intra- and inter-subject manifolds respectively. Images of a specific person smiling belong to the both datasets and thus should appear at the intersection of the two manifolds (see Fig. 4.6). This observation allows us to use our intersecting manifolds model to address the problem of set extrapolation [190], for example, to estimate a smiling image of a specific person as a point on the intersection of the content and style manifolds (see Fig. 4.6).


Figure 4.6: A schematic representation of the manifolds of facial images. The inter-subject manifold (showing the same "content" in different "styles") models the set of images of different people with the same facial expression (e.g. smiling). The intra-subject manifold models the set of different expressions of the same person. The subset of the images of a particular person smiling lies on the intersection of the manifolds. These images are examples from the facial expressions database [135].

For this experiment, we use the facial expression database created at the Karolinska Institutet in Sweden [135]. It contains images of seven basic facial expressions (fear, anger, disgust, smile, sadness, surprise, and neutral) each made by 70 actors photographed twice from five different angles (we use only the two frontal view images). The inter-subject manifold of smiling faces is thus learned from a training set of $2 \times(69-1)=138$ images (leaving out the images of the person
we will test on), and the intra-subject manifold is learned from a set of twelve images of all different expressions (except smiling) of one particular person of interest (some examples from the training sets are shown in Fig. 4.6). Respectively, these sets of $762 \times 562-$ pixel images are represented with 10 - and 5 -dimensional subspaces in the feature space induced by the Gaussian kernel with parameter $\sigma=8 \cdot 10^{4}$. We use an image of neutral expression (see Fig. 4.7) as a starting point $\mathbf{z}^{(0)}$ in our algorithm. Finally, we obtain a preimage of the solution in the original space using gradient descent initialized with the training sample, on either of the manifolds, that is closest to the solution in the feature space.

The omitted images and their found estimates are shown in the two rightmost columns in Fig. 4.7. Even though the reconstructed images are blurred and may not exactly represent the particular ground truth examples, the found solutions are a reasonable approximation to an image of a smiling face of a given person. Our manifolds intersection algorithm retains distinct personal features (such as the shape of the face and the hairstyle), which might have been lost in the diverse inter-subject set (see Fig. 4.7.c). On the other hand, it obviously introduces prominent attributes of a smile, such as an open mouth and eyes, visible teeth, and the characteristic shapes of cheek wrinkles and eyebrows. Presumably, sampling the manifolds more densely would allow us to minimize the preimage error and achieve better reconstruction quality.

### 4.4.4 Patch-based Denoising

To demonstrate the use of our algorithm in a practical patch-based image processing application, we describe how it can be applied for solving denoising problems. While we use this example as a proof of concept of the general manifolds intersection finding algorithm presented in this chapter, we emphasize that we will be tailoring our methodology specifically for the problem of patch-based image processing later in the thesis. This will both streamline the process, making it more computationally efficient and easier to train, and allow it to have broad applicability across the wide spectrum of other inverse problems. We will look at this closer in the next chapter.

For now, we can cover a size $P \times Q$ image with size $p \times q$ overlapping patches, assume that


Figure 4.7: Results of approximating images of smiling faces as points on the intersection of manifolds. The iterations are initialized with an image of a neutral face (a). Panels (b) and (c) show the training images closest to the found solution on the intra- and inter-subject manifolds respectively. Our result obtained after solving the preimage problem with the gradient descent method is shown on the panel (d). Notice how the found approximation combines the distinct features of the person with the attributes of a smile. The expected (true) solution is shown on the panel (e). The samples used in this experiment are (from top to bottom): F22, F35, M21, and F26.
each of them corresponds to one manifold constraint on the entire image, and then apply our algorithm directly to map the original image onto the intersection of these manifolds. This will be a particularly useful approach for denoising, since we will be looking for the point closest to the given (noisy) image that admits to our patch model.

To run our algorithm, we would need to learn $M=(P-p+1)(Q-q+1)$ different manifold models for the entire PQ-dimensional image, each of dimension $P Q-p q+d_{m}$. This tactic works well with images of modest size, but may become computationally expensive when their dimensions grow. Therefore, to keep our approach tractable, we will decompose a large image into a set of smaller overlapping $P \times Q$ regions $\mathbf{R}_{j}$ and will use our algorithm from Section 4.3 to estimate each of them separately. Furthermore, to avoid edge effects, we retain only the central pixels of the (overlapping) estimates $\widehat{\mathbf{R}}_{j}$, whose union then forms the resulting solution. More specifically, we choose $P<2 p, Q<2 q$ and tile each region with the maximum number of patches $(M)$ such that they all overlap in the middle $(2 p-P) \times(2 q-Q)$-pixel area (please see Fig. 4.8 for an explanatory example).

Moreover, we would like to explicitly ensure that the estimated central area admits to the manifold model. For this, after the final step of iterations, we project each region onto the subspace $\mathcal{U}_{m_{c}}$ in feature space that corresponds to the central patch and then reconstruct a preimage of this projection. Hence, the final solution is expressed as $\Phi\left(\mathbf{z}_{m_{c}}\right)=\Phi\left(\mathbf{X}_{m_{c}}\right) \boldsymbol{\gamma}_{m_{c}}$, where

$$
\begin{equation*}
\boldsymbol{\gamma}_{m_{c}}=\boldsymbol{\alpha}_{m_{c}} \boldsymbol{\alpha}_{m_{c}}^{T} \sum_{m=1}^{M} \mathbf{K}_{m_{c}, m} \boldsymbol{\gamma}_{m}+\boldsymbol{\mu}_{m_{c}}, \tag{4.11}
\end{equation*}
$$

and coefficients $\gamma_{m}$ are given by Eq. 4.10 computed for $K \rightarrow \infty$.
In particular, in the example shown in Fig. 4.9, we cover each $9 \times 9$ image region with 25 overlapping patches of size $5 \times 5$. Thus, our algorithm determines the single central pixel in each region from the values of its 80 neighboring pixels. Proceeding in the same way for all pixels in $\mathbf{I}_{\text {noisy }}$, we find the denoised image $\widehat{\mathbf{I}}$. A more elegant solution that jointly estimates the whole image will be given in the next chapter.

To learn the manifolds in our experiments, we use training sets of $p \times q$ patches extracted


Figure 4.8: An example of the patch-based image model used for denoising. Each $P \times Q=5 \times 5$ image region (red square on the left) is comprised of 9 overlapping $p \times q=3 \times 3$ patches drawn from underlying manifolds. A point on the intersection of these manifolds gives an estimate of the central pixel in the region.
from exemplar images of a particular class (e.g. images of curves with contrast edges or images of a pattern). However, the form of our solution in Eq. 4.11 requires the manifolds to be defined in terms of the dimension of the ambient space, $\mathbb{R}^{P Q}$. Therefore, training patches (that are vectors in $\mathbb{R}^{p q}$ ) need to be extended to $P \times Q$ pixels. This reflects the fact that our model constrains the pq pixels forming the patch but allows the remaining $P Q-p q$ pixels in the image to vary freely, in order to generate a manifold constraint on the entire image (as in Fig. 4.1). However, this extension can be quite cumbersome. We consider two possible ways to overcome this problem. First, for each manifold $\mathcal{M}_{m}$ we define a separate set of training samples $\mathbf{X}_{m} \in \mathbb{R}^{P Q \times n_{m}}$ by augmenting the missing dimensions with gray (median-valued) pixels. Alternatively, we consider setting them equal to the pixels of the initial (noisy) image.

The result of denoising a high-contrast image corrupted with additive zero-mean Gaussian noise is shown in Fig. 4.9. In this example, we use the former type of padding with gray pixels and found that $5-10$ iterations $(K=5 \ldots 10)$ are enough to obtain good results. Here we use the Gaussian kernel with $\sigma=190$ and learn the patch manifolds as 65 -dimensional subspaces in the induced feature space; all training and testing images are scaled to the range $[-1, \ldots, 1]$. Finally, we solve the preimage problem using the method of [119], which approximates the solution as a combination of nearest training samples.

For the examples in Fig. 4.10, we use Gaussian kernels with $\sigma=75$ and $\sigma=16$, and set the


Figure 4.9: Results of denoising a high-contrast image. Numbers represent PSNR. Our algorithm preserves sharp high contrast edges of smooth curves; notice their blurring by NL-means.


Figure 4.10: Results of denoising textures by extending the patch samples from $\mathbb{R}^{p q}$ to $\mathbb{R}^{P Q}$ with the pixels of initial (noisy) images. Numbers represent PSNR. Running our algorithm several times quickly improves the results and performs similar or slightly better than the state-of-the-art BM3D.
dimensions of the approximating subspaces to $d_{\mathcal{U}}=55$ and $d_{\mathcal{U}}=105$ for Zebra and Roof images respectively. We also use the second variant of padding with the pixels of initial images. This allows us to process significantly more complex natural textures from Fig. 2.1. Moreover, applying our patch manifolds intersection method iteratively multiple times (while accordingly updating the padded pixels on each run) quickly improves the results of denoising and demonstrates similar or slightly better performance than other popular patch-based image denoising methods, such as Non-local Means [25] and state-of-the-art BM3D [54].

In all our experiments, to quantitatively compare the results of different methods, we use peak signal-to-noise ratio (PSNR), defined as $P S N R=10 \log \frac{\max \boldsymbol{I}_{i, j}^{2}}{\frac{1}{N} \sum\left(\mathbf{I}_{i, j}-\mathbf{J}_{i, j}\right)^{2}}$, where $\mathbf{I}$ and $\mathbf{J}$ are the
original and denoised $N$-pixel images respectively. In the next chapter, we will improve the efficiency of our image denoising method and will show how to successfully apply the proposed manifolds intersection model of overlapping patches to solve other inverse problems in image processing.

### 4.5 Conclusion

In this chapter we proposed the model of intersecting manifolds as a novel approach to describe signals that can possess characteristics of several different classes, each modeled with underlying manifolds. The kernel trick was used to treat presumably non-linear manifolds as linear subspaces in higher-dimensional feature space and to find their intersection with a simple iterative projection algorithm, which constitutes the main contribution of this chapter. The final solution is expressed in closed form. This allows for faster algorithmic implementation and gives the possibility to simultaneously solve the problem with several different initial conditions.

The proposed manifolds intersection model can be particularly useful in representing families of signals that exhibit smooth inter- and intra-subject variations such as images of facial expressions, handwriting, or biomedical images. As an example, we described its application to the out-of-sample extension of a set of facial images. Furthermore, its applicability in a practical patch-based image processing setting was demonstrated with an effective denoising approach.

Nevertheless, implicitly operating in a higher dimensional feature space, while increasing the computational efficiency of the algorithm, entails solving a difficult preimage problem. This process inevitably introduces significant errors, which in certain cases may render the entire algorithm impractical. Therefore, instead of treating the feature space solution and preimage problems separately and sequentially, which essentially makes the final result relying on the preimage solver, in the next chapter we propose a new approach that combines finding a suitable preimage with minimization of the manifold distance criterion. This will ensure the existence of a solution in the input space and reduce the error of reconstruction. Furthermore, we will focus more closely on applying our manifolds intersection model specifically for problems in image processing and will derive a successful framework to solve any linear inverse problem with it.

## Chapter 5

## An Effective Application of Our Model in Patch-based Image Processing

In this chapter, we will be improving upon our manifolds intersection model in several ways. First, to avoid issues with the error introduced by the preimage estimation, we will instead change our method to only consider feature space solutions for which an appropriate preimage is actually available. For this, instead of minimizing the criterion of Eq. 4.7 defined for subspaces in feature space and then relying on a preimage method to translate it into the manifolds intersection problem in the original space, here we will explicitly aim for the found solution $\widehat{\mathbf{z}}$ to lie on or close to all $M$ manifolds and thus satisfy

$$
\begin{equation*}
\min _{\mathbf{z}} \sum_{m=1}^{M} w_{m} d^{2}\left(\mathbf{z}, \mathcal{M}_{m}\right) \tag{5.1}
\end{equation*}
$$

where $d\left(\mathbf{z}, \mathcal{M}_{m}\right)=\inf _{\mathbf{x} \in \mathcal{M}_{m}} d(\mathbf{z}, \mathbf{x})$ is the Euclidean distance from point $\mathbf{z}$ to the $m^{\text {th }}$ manifold. We will still rely on kernel PCA as a useful way to approximate this distance but will avoid solving the difficult preimage problem, thus increasing the effectiveness of our method.

Furthermore, we will tailor the method for finding manifolds intersection specifically for image processing. In this setting, it is worthwhile to note that we may measure the image's distance to a manifold constraint given by a single patch by simply measuring the distance from each specific patch to its manifold model. Replacing the distance from a whole image to a complicated higherdimensional manifold with the distances from its patches to a simpler manifold will allow us to work in a smaller space and will greatly increase the efficiency of our algorithm. This will eventually eliminate some of the awkwardness in learning the manifold from samples that we saw in the previous chapter (e.g. the necessity to fill out the rest of the image with gray or noise to obtain an
appropriate training sample for each patch).
Finally, the changes we make will allow us to incorporate other linear constraints on the image into our new improved method, thus making it applicable, unchanged, to any inverse problem in image processing. We will see that despite the our method's broad generality and applicability to a broad spectrum of inverse problems, it will still perform better than or comparably to several state-of-the-art image processing methods each tailored for specific problems, including BM3D for denoising [54], spatially adaptive filtering for compressing sensing [71], and Wexler et al.'s patchbased method for image inpainting [205].

As an overview of our approach, we will try to write a functional $J_{\mathcal{U}}(\mathbf{z})$ taking images as arguments that approximately reflects the distance from the input image to the manifolds' intersection. This functional can then be used as a regularization term in any inverse problem, in the same way as other regularization functional such as total variation or $\ell_{1}$-norm are used. However, as in the previous chapter, we will use kernel-based methods to construct $J_{\mathcal{U}}(\mathbf{z})$, so that we may again take advantage of their ability to efficiently approximate the distance to the manifolds. We note that definition of $J_{\mathcal{U}}(\mathbf{z})$ as a function of the image space ensures that feature space solutions that do not correspond to any preimage in the original image space are not considered.

### 5.1 Intersection of Manifolds as an Optimization Problem

In this section, we start by showing how the manifold intersection criterion can be translated into a regularization term for inverse problems. As was noted above, the assumption that the desired image $\mathbf{z}$ lies on or close to the intersection of several manifolds suggests a regularization for inverse problems that minimizes the sum of Euclidean distances to all of them (see Eq. 5.1). However, in contrast to our closed-form method for finding manifolds' intersections described in the previous chapter, here we recognize that since each manifold $\mathcal{M}_{m}$ is parallel to $D-d$ axes, these coordinates (i.e. those pixels not in the $m^{\text {th }}$ patch) do not affect the distance.

To formalize this, consider $M$ (possibly overlapping) patches of an image $\mathbf{z} \in \mathbb{R}^{D}$ (as before, we represent images and their patches in the form of column vectors). Let $\mathbf{E}_{m}, m=1, \ldots, M$, be $d \times$
$D$ patch extraction matrices with entries $\left(\mathbf{E}_{m}\right)_{i, j}=1$ if the $j^{\text {th }}$ pixel of an image corresponds to the $i^{\text {th }}$ pixel of the $m^{\text {th }}$ patch and 0 otherwise. Now the $m^{\text {th }}$ patch of the image $\mathbf{z}$ can be written as $\mathbf{E}_{m} \mathbf{z}$. Therefore, the distance from the entire image to the $m^{\text {th }}$ manifold now becomes $d\left(\mathbf{z}, \mathcal{M}_{m}\right)=$ $d\left(\mathbf{E}_{m} \mathbf{z}, \mathcal{M}\right)$, where $\mathcal{M} \subset \mathbb{R}^{d}$ is the lower-dimensional patch manifold, which is typically assumed to be the same across all patches. With this observation, in our example in Fig. 4.1, we could measure the distances from patches $\mathbf{E}_{1} \mathbf{z}$ and $\mathbf{E}_{2} \mathbf{z}$ to the unit circle rather then the distances from the entire three-pixel image $\mathbf{z}$ to each cylinder.

Our proposed patch-based regularization term thus becomes:

$$
\begin{equation*}
\min _{\mathbf{z}} \sum_{m=1}^{M} w_{m} d^{2}\left(\mathbf{E}_{m} \mathbf{z}, \mathcal{M}\right) \tag{5.2}
\end{equation*}
$$

Minimizing the above equation will encourage all overlapping patches to conform to the manifold model simultaneously, finding an intersection if it exists, as we desired, or finding a point close to all manifolds otherwise. The weights $w_{m} \geq 0$ can be chosen to control the distances from a solution to each manifold in this latter case. We will examine how to efficiently minimize this criterion and use it to regularize the inverse problem of Eq. 2.1 in the next sections.

### 5.2 Finding the Intersection of the Manifolds

The difficulty of minimizing Eq. 5.2 lies in the necessity of finding the distances to the presumably non-linear manifold $\mathcal{M}$. Moreover, the geometry of the manifold is unknown in general and has to be learned from the set of training samples. Again, we will employ the kernel trick [174] as an efficient and elegant way to solve both problems. Working in the kernel-induced feature space, we will construct a functional that will serve as a proxy to the true distance to the manifold and will allow us to easily minimize the criterion of Eq. 5.2.

### 5.2.1 Optimization Problem in Feature Space

Given the KPCA assumption that the manifold becomes an affine $d_{\mathcal{U}}$-dimensional subspace $\mathcal{U}$ in feature space (see Fig. 3.2), the initial criterion given by Eq. 5.2 becomes equivalent to
unconstrained minimization of the following functional:

$$
\begin{equation*}
J_{\mathcal{U}}(\mathbf{z})=\sum_{m=1}^{M} w_{m} d_{\mathcal{H}}^{2}\left(\Phi\left(\mathbf{E}_{m} \mathbf{z}\right), \mathcal{U}\right) \tag{5.3}
\end{equation*}
$$

where $d_{\mathcal{H}}^{2}\left(\Phi\left(\mathbf{E}_{m} \mathbf{z}\right), \mathcal{U}\right)=\left\|\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)-\mathrm{P}_{\mathcal{U}}\left(\mathbf{E}_{m} \mathbf{z}\right)\right\|_{\mathcal{H}}^{2}$ is the squared distance from the point $\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)$ to its projection $\mathrm{P}_{\mathcal{U}}\left(\mathbf{E}_{m} \mathbf{z}\right)$ onto the subspace $\mathcal{U}$ in feature space. We note that this functional is similar to the preimage regularization term in the Robust KPCA algorithm of Nguyen and De la Torre [151], to which it reduces for $M=1$. Rather than finding an approximation to the optimal $\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)$ in feature space, we will minimize Eq. 5.3 over $\mathbf{z}$ directly in the space of images, thus solving both intersection and preimage problems simultaneously. This will ensure the existence of a suitable solution in the input space.

We next show how to compute the regularization criterion of Eq. 5.3. We describe the subspace $\mathcal{U}$ in the feature space with its principal components $\mathbf{U}=\Phi(\mathbf{X}) \boldsymbol{\alpha}$ found with the kernel PCA algorithm (see Section 3.1) and the sample mean $\mathbf{m}$. Now, for a patch $\mathbf{E}_{m} \mathbf{z}$, the projection of its image $\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)$ onto the subspace $\mathcal{U}$ in feature space is:

$$
\begin{align*}
& \mathrm{P}_{\mathcal{U}}\left(\mathbf{E}_{m} \mathbf{z}\right)=\mathbf{U U}^{\mathrm{T}} \Phi\left(\mathbf{E}_{m} \mathbf{z}\right)+\left(\mathbf{I}-\mathbf{U U}^{\mathrm{T}}\right) \mathbf{m}  \tag{5.4}\\
& =\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}}[\Phi(\mathbf{X})]^{\mathrm{T}} \Phi\left(\mathbf{E}_{m} \mathbf{z}\right) \\
& \quad+\left(\mathbf{I}-\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}}[\Phi(\mathbf{X})]^{\mathrm{T}}\right) \Phi(\mathbf{X}) \frac{1}{n_{\mathrm{X}}} \mathbb{1} \\
& = \\
& =\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\Phi(\mathbf{X})\left[\mathbf{I}-\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}}[\Phi(\mathbf{X})]^{\mathrm{T}} \Phi(\mathbf{X})\right] \frac{1}{n_{\mathrm{X}}} \mathbb{1} \\
& = \\
& (\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\Phi(\mathbf{X}) \boldsymbol{\mu},
\end{align*}
$$

where $\mathbf{k}_{m}$ is a vector with entries $\left[\mathbf{k}_{m}\right]_{i}=\kappa\left(\mathbf{x}_{i}, \mathbf{E}_{m} \mathbf{z}\right)$ for $i=1, \ldots, n_{\mathrm{X}}$, and $\boldsymbol{\mu}=\frac{1}{n_{\mathrm{X}}}\left(\mathbf{I}-\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}\right) \mathbb{1}$. The squared distance from $\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)$ to the subspace $\mathcal{U}$ in Eq. 5.3 is then:

$$
\begin{align*}
& d_{\mathcal{H}}^{2}\left(\Phi\left(\mathbf{E}_{m} \mathbf{z}\right), \mathcal{U}\right)=\left\|\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)-\mathrm{P}_{\mathcal{U}}\left(\mathbf{E}_{m} \mathbf{z}\right)\right\|^{2} \\
& =\Phi\left(\mathbf{E}_{m} \mathbf{z}\right)^{\mathrm{T}} \Phi\left(\mathbf{E}_{m} \mathbf{z}\right)-2 \Phi\left(\mathbf{E}_{m} \mathbf{z}\right)^{\mathrm{T}}\left[\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\Phi(\mathbf{X}) \boldsymbol{\mu}\right] \\
& +\left[\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\Phi(\mathbf{X}) \boldsymbol{\mu}\right]^{\mathrm{T}}\left[\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\Phi(\mathbf{X}) \boldsymbol{\mu}\right] \\
& =\kappa\left(\mathbf{E}_{m} \mathbf{z}, \mathbf{E}_{m} \mathbf{z}\right)-\mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}-2 \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\mu}+\boldsymbol{\mu}^{\mathrm{T}} \mathbf{K} \boldsymbol{\mu}, \tag{5.5}
\end{align*}
$$

where we used the definition of kernel function $\kappa$ and the fact that $\boldsymbol{\alpha}^{\mathrm{T}} \Phi(\mathbf{X})^{\mathrm{T}} \Phi(\mathbf{X}) \boldsymbol{\alpha}=\mathbf{U}^{\mathrm{T}} \mathbf{U}=\mathbf{I}$.
After combining equations 5.3 and 5.5 , our minimization criterion finally becomes:

$$
\begin{equation*}
J_{\mathcal{U}}(\mathbf{z})=\sum_{m=1}^{M} w_{m}\left[\kappa\left(\mathbf{E}_{m} \mathbf{z}, \mathbf{E}_{m} \mathbf{z}\right)-\mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}-2 \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\mu}+\boldsymbol{\mu}^{\mathrm{T}} \mathbf{K} \boldsymbol{\mu}\right] \tag{5.6}
\end{equation*}
$$

To illustrate the utility of this functional for our purposes, consider first a simple example of a single one-dimensional manifold in $\mathbb{R}^{2}$, i.e. the case $M=1$. Specifically, we consider a spiral $\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll}1 / 2+r \cos (3.5 r) & r \sin (3.5 r)\end{array}\right]^{\mathrm{T}}$ and generate 300 samples of it for $r=[0, \ldots, \pi]$. We learn this manifold as a 20 -dimensional subspace in the feature space induced by the Gaussian kernel with parameter $\sigma=2.5$. We then compute the values of $J_{\mathcal{U}}(\mathbf{z})$ on a grid of points around the manifold and plot its contour lines on the left panel of Fig. 5.1. Notice that the directions of decreasing values of the resulting scalar field well approximate the directions to the closest points on the manifold. This indicates that the functional $J_{\mathcal{U}}(\mathbf{z})$ can serve as a good proxy to the distance $d(\mathbf{z}, \mathcal{M})$ for the purpose of minimizing Eq. 5.2. We will use it as our regularization criterion to solve inverse problems.



Figure 5.1: An example of minimizing the criterion of Eq. 5.3. Left: The target manifold $\mathcal{M}$ and contour lines of $J_{\mathcal{U}}(\mathbf{z})$ in logarithmic scale. Notice how the values of $\log _{10} J_{\mathcal{U}}(\mathbf{z})$ (numbers on the isolines) decrease towards the manifold. Right: The results of minimizing $J_{\mathcal{U}}(\mathbf{z})$ with the gradient descent algorithm of Eq. 5.7. Randomly generated starting points $\mathbf{z}^{(0)}$ (blue) are mapped close to their nearest points on the manifold $\mathcal{M}$ (red points) using the gradient descent approach.

The criterion of Eq. 5.6 provides a simple yet powerful formulation of the manifolds intersec-
tion model. Efficiency is gained by learning each type of manifold only once and then distributing its description with matrices $\mathbf{E}_{m}$ to all corresponding patch positions.

Furthermore, since the terms of $J_{\mathcal{U}}$ are computed for each manifold $\mathcal{M}_{m}$ separately, this gives us the ability of using patches of different sizes and shapes adaptively and of choosing different kernels to achieve the best approximation of every manifold, if desired. This flexibility can be particularly useful as recent works $[125,189]$ have emphasized that low- and high- contrast patches can arise from very different manifolds, and in practice, allowing a variety of patch shapes and sizes when processing complex natural images has improved denoising results [55]. However, for the sake of simplicity, in the upcoming discussion we will consider all patches coming from the same manifold.

Next we will show how to minimize $J_{\mathcal{U}}(\mathbf{z})$ to conform an image with our model.

### 5.3 Minimizing the Regularization Term

To minimize the criterion of our patch manifolds intersection model (Eq. 5.6), we consider the steepest gradient descent algorithm as it is one of the simplest unconstrained minimization methods that yet produces excellent experimental results in Sections 5.5 and 5.6. As a special case, we also restrict our attention to the Gaussian kernel and derive a fixed-point iterative scheme for minimizing $J_{\mathcal{U}}(\mathbf{z})$.

The general idea of any iterative unconstrained minimization algorithm is to construct a minimizing sequence $\left\{\mathbf{z}_{k}\right\}$ that converges to an optimal point $\widehat{\mathbf{z}}$ (hopefully to $\mathbf{z}_{\text {true }}$ of Eq. 2.1 in our case) as $k \rightarrow \infty$. In particular, at every step of descent methods, the next iterate $\mathbf{z}^{(k+1)}$ is computed by moving in a direction $\mathbf{p}_{k}$ that minimizes the objective function $J_{\mathcal{U}}(\mathbf{z})$ :

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\mathbf{z}^{(k)}+h_{k} \mathbf{p}_{k}, \tag{5.7}
\end{equation*}
$$

where $h_{k}$ are some (possibly variable) step sizes.
We assume that the kernel function is differentiable. Provided that the search direction makes an obtuse angle with the gradient of the objective function, $\left\langle\nabla J_{\mathcal{U}}\left(\mathbf{z}^{(k)}\right), \mathbf{p}^{(k)}\right\rangle\langle 0$, and for
properly chosen step sizes $h_{k}$, iterations of Eq. 5.7 converge to a local minimum or a saddle point of $J_{\mathcal{U}}(\mathbf{z})$. For more details on convergence properties of descent methods, please see [63] or [20].

### 5.3.1 Steepest Gradient Descent

First, to derive the steepest gradient descent algorithm we let $\mathbf{p}^{(k)}=-\nabla J_{\mathcal{U}}\left(\mathbf{z}^{(k)}\right)$. We note that the pixels not covered by the patch $\mathbf{E}_{m} \mathbf{z}, m=1, \ldots, M$ can be regarded as having constant values. Therefore, for any differentiable function $f$,

$$
\nabla_{\mathbf{z}} f\left(\mathbf{E}_{m} \mathbf{z}\right)=\mathbf{E}_{m}^{\mathrm{T}} \nabla_{\mathbf{E}_{m} \mathbf{z}} f\left(\mathbf{E}_{m} \mathbf{z}\right),
$$

which effectively sets the corresponding coordinates of the gradient to 0 . In what follows, to simplify the notation, we drop the index $\mathbf{z}$ and set $\nabla J_{\mathcal{U}}(\mathbf{z})=\nabla_{\mathbf{z}} J_{\mathcal{U}}(\mathbf{z})$. Now the gradient of Eq. 5.6 becomes:

$$
\begin{equation*}
\nabla J_{\mathcal{U}}(\mathbf{z})=\sum_{m=1}^{M} w_{m} \mathbf{E}_{m}^{\mathrm{T}}\left[\nabla_{\mathbf{E}_{m} \mathbf{z}} \kappa\left(\mathbf{E}_{m} \mathbf{z}, \mathbf{E}_{m} \mathbf{z}\right)-\mathbf{k}_{m}^{\prime} \boldsymbol{\nu}_{m}\right] \tag{5.8}
\end{equation*}
$$

where $\boldsymbol{\nu}_{m}=2\left(\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\boldsymbol{\mu}\right)$ and $\mathbf{k}_{m}^{\prime}$ denotes a $D \times n$ matrix with columns $\nabla_{\mathbf{E}_{m} \mathbf{z}} \kappa\left(\mathbf{x}_{i}, \mathbf{E}_{m} \mathbf{z}\right)$, $i=1, \ldots, n$. Then the result of the $(k+1)$ st iteration of Eq. 5.7 is found as:

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\mathbf{z}^{(k)}-h_{k} \cdot \nabla J_{\mathcal{U}}\left(\mathbf{z}^{(k)}\right) . \tag{5.9}
\end{equation*}
$$

For the Gaussian kernel, $\kappa\left(\mathbf{E}_{m} \mathbf{z}, \mathbf{E}_{m} \mathbf{z}\right)=1$ and thus Eq. 5.8 reduces to:

$$
\begin{equation*}
\nabla J_{\mathcal{U}}(\mathbf{z})=-\sum_{m=1}^{M} w_{m} \mathbf{E}_{m}^{\mathrm{T}} \mathbf{k}_{m}^{\prime} \boldsymbol{\nu}_{m} \tag{5.10}
\end{equation*}
$$

with the $i^{\text {th }}$ column of $\mathbf{k}_{m}^{\prime}$ given by $\left[\mathbf{k}_{m}^{\prime}\right]_{:, i}=\frac{2}{\sigma}\left[\mathbf{k}_{m}\right]_{i}\left(\mathbf{x}_{i}-\mathbf{E}_{m} \mathbf{z}\right)$.
As an example of minimizing the functional $J_{\mathcal{U}}(\mathbf{z})$ with steepest gradient descent we consider a problem of finding the nearest point on the manifold in Fig. 5.1. The results of running the algorithm initialized with a cloud of randomly generated points is shown on the right panel of Fig. 5.1. We observe that the found solutions lie on the manifold close to the initial points, as desired.

### 5.3.2 Fixed-point Iterative Procedure

For radial basis functions (rbf) kernels of the type $\kappa(\mathbf{x}, \mathbf{z})=f(\|\mathbf{x}-\mathbf{z}\|)$ we can also establish an iterative fixed-point method similar to [143, 151]. In particular, for the Gaussian kernel, to derive
the recursive relation, we set the gradient in Eq. 5.10 to $\mathbb{D}$, which is the necessary and sufficient condition of an extremum of $J_{\mathcal{U}}(\mathbf{z})$, and then solve the resulting equation for $\mathbf{z}$.

Let $\mathbf{D}_{m}$ be an $n_{\mathrm{X}} \times n_{\mathrm{X}}$ diagonal matrix with entries $\left[\mathbf{D}_{m}\right]_{i, i}=\left[\mathbf{k}_{m}\right]_{i}$, and $\mathbf{X}$ denote a matrix of the training samples $\mathbf{x}_{i}, i=1, \ldots, n_{\mathrm{X}}$ (in the input space) arranged column-wise. Then after expanding $\mathbf{k}_{m}^{\prime}$, Eq. 5.10 becomes:

$$
\begin{equation*}
\sum_{m=1}^{M} w_{m} \mathbf{E}_{m}^{\mathrm{T}} \mathbf{X} \mathbf{D}_{m} \boldsymbol{\nu}_{m}-\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{E}_{m}^{\mathrm{T}} \mathbf{E}_{m} \mathbf{z} \stackrel{\text { set }}{=} 0 \tag{5.11}
\end{equation*}
$$

We now add and subtract $\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{z}$ from the above equation:

$$
\sum_{m=1}^{M} w_{m} \mathbf{E}_{m}^{\mathrm{T}} \mathbf{X} \mathbf{D}_{m} \boldsymbol{\nu}_{m}-\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{E}_{m}^{\mathrm{T}} \mathbf{E}_{m} \mathbf{z}+\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{z}-\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{z}=0
$$

and then regroup its terms:

$$
\sum_{m=1}^{M} w_{m}\left[\mathbf{E}_{m}^{\mathrm{T}} \mathbf{X} \mathbf{D}_{m} \boldsymbol{\nu}_{m}+\mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m}\left(\mathbf{I}-\mathbf{E}_{m}^{\mathrm{T}} \mathbf{E}_{m}\right) \mathbf{z}\right]=\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m} \mathbf{z}
$$

Solving for $\mathbf{z}$ on the right-hand side eventually yields the following recursive update rule:

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\frac{\sum_{m=1}^{M} w_{m}\left[\mathbf{E}_{m}^{\mathrm{T}} \mathbf{X} \mathbf{D}_{m} \boldsymbol{\nu}_{m}+\mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m}\left(\mathbf{I}-\mathbf{E}_{m}^{\mathrm{T}} \mathbf{E}_{m}\right) \mathbf{z}^{(k)}\right]}{\sum_{m=1}^{M} w_{m} \mathbf{k}_{m}^{\mathrm{T}} \boldsymbol{\nu}_{m}} \tag{5.12}
\end{equation*}
$$

where both vectors $\mathbf{k}_{m}$ and $\boldsymbol{\nu}_{m}$ are evaluated at $\mathbf{z}^{(k)}$.
Iterations of Eq. 5.9 or Eq. 5.12 provide the means for finding a point on the intersection of patch manifolds close to the initialization $\mathbf{z}^{(0)}$. As we will see in Section 5.5.3, they can be readily applied for solving denoising problems, where additive noise is assumed to send an image away from such intersection. To address other linear inverse problems in their general form (i.e. $\mathbf{W} \neq \mathbf{I}$ in Eq. 2.1), we will incorporate equality constraints in our algorithm and discuss this modification in the next section.

### 5.4 Regularizing Inverse Problems with the Proposed Criterion

We now look at how to use the criterion of the manifolds intersection model $J_{\mathcal{U}}$ (z) (Eq. 5.3) as a regularization term for the inverse problem formulated in Section 2.1, i.e. we aim to solve:

$$
\begin{equation*}
\min _{\mathbf{z}} J_{\mathcal{U}}(\mathbf{z}) \text { s.t. } \mathbf{W} \mathbf{z}=\mathbf{b} . \tag{5.13}
\end{equation*}
$$

### 5.4.1 Restriction of the Solution to the Subspace

First, consider restricting the minimization process (Eq. 5.7) by projecting $\mathbf{z}^{(k)}$ onto the constraint subspace $\mathcal{W}=\left\{\mathbf{x} \in \mathbb{R}^{D} \mid \mathbf{W} \mathbf{z}=\mathbf{b}\right\}$ on every iteration. Let $\mathcal{P}_{\mathcal{W}}(\mathbf{x})=\left(\mathbf{I}-\mathbf{W}^{\dagger} \mathbf{W}\right) \mathbf{x}+$ $\mathbf{W}^{\dagger} \mathbf{b}$ be the projection operator onto $\mathcal{W}$, where $\mathbf{W}^{\dagger}=\mathbf{W}^{\mathrm{T}}\left(\mathbf{W} \mathbf{W}^{\mathrm{T}}\right)^{-1}$ is the Moore-Penrose pseudoinverse of $\mathbf{W}$. Then we define the following iterations:

$$
\begin{equation*}
\mathbf{z}^{(k+1)}=\mathcal{P}_{\mathcal{W}}\left(\widetilde{\mathbf{z}}^{(k+1)}\right) \tag{5.14}
\end{equation*}
$$

where $\widetilde{\mathbf{z}}^{(k+1)}$ denotes the result of computing Eq. 5.7 based on the value $\mathbf{z}^{(k)}$ either via gradient descent (Eq. 5.9) or fixed-point iterations (Eq. 5.12). Note that the above equation can be written equivalently as $\mathbf{z}^{(k+1)}=\mathcal{P}_{\mathcal{W}}\left(\mathbf{z}^{(k)}+\mathbf{q}_{k}\right)=\mathcal{P}_{\mathcal{W}}\left(\mathbf{z}^{(k)}\right)+\mathcal{P}_{\mathcal{W}}\left(\mathbf{q}_{k}\right)$ for some step $\mathbf{q}_{k}$. Clearly, it has the meaning of aligning the search direction with the subspace $\mathcal{W}$. Therefore, for appropriate choice of the step size, these iterations converge to a local minimum of $J_{\mathcal{U}}(\mathbf{z})$ within the subspace and solve the problem of Eq. 5.13, as desired.


Figure 5.2: An example of regularizing an inverse problem with the manifold model. Depending on the initialization $\mathbf{z}^{(0)}$, iterations of Eq. 5.14 converge either to one of the global optima on the intersection $\mathcal{M} \cap \mathcal{W}$ (solid dots) or get trapped at the local minimum of $J_{\mathcal{U}}(\mathbf{z})$ within the constraint subspace $\mathcal{W}$ (hollow dots). In the latter case, minimizing the criterion of Eq. 5.15 with $\lambda>0$ will set the solution closer to the manifold $\mathcal{M}$, if desired. Right panel shows the plot of the values of $J_{\mathcal{U}}(\mathbf{z})$ (in logarithmic scale) along the constraint subspace $\mathcal{W}$.

Unfortunately, the found solution is not guaranteed to lie on an intersection of all the manifolds $\mathcal{M}_{m}$ with the constraint subspace $\mathcal{W}$, even if such points exist (see the example on Fig. 5.2).

Iterations of Eq. 5.14 converge to a point $\widehat{\mathbf{z}}$, at which $\mathrm{P}_{\mathcal{W}}\left[\nabla J_{\mathcal{U}}(\widehat{\mathbf{z}})\right]=\mathbf{0}$. However, the component of the gradient orthogonal to $\mathcal{W}$ may not vanish. This could mean that $\widehat{\mathbf{z}} \notin \bigcap_{m=1}^{M} \mathcal{M}_{m}$, and, therefore, it does not conform to our model. The same may occur when noise in the vector of measurements $\mathbf{b}$ makes the intersection set empty, $\left(\bigcap_{m=1}^{M} \mathcal{M}_{m}\right) \cap \mathcal{W}=\emptyset$. In either case, it may be advisable to relax adherence to the constraint subspace in order to better satisfy the model assumptions. We will address this in the next subsection.

### 5.4.2 Relaxation of the Constraint

In order to relax the constraint of the problem of Eq. 5.13, in addition to the criterion of the manifolds intersection model (Eq. 5.3), we require a desired solution to lie close to (but not necessarily on) the subspace $\mathcal{W}$. We propose achieving this with the following minimization:

$$
\begin{equation*}
\min _{\mathbf{z}} \lambda J_{\mathcal{U}}(\mathbf{z})+(1-\lambda) d^{2}(\mathbf{z}, \mathcal{W}) \tag{5.15}
\end{equation*}
$$

for some regularization parameter $0 \leq \lambda \leq 1$. Indeed, in the noiseless case ( $\mathbf{n}=0$ in Eq. 2.1), under the assumptions of our model, both terms of the above equation vanish at a (global) optimum, locating the solution $\widehat{\mathbf{z}}$ at the intersection of the constraint subspace $\mathcal{W}$ with all the manifolds for any $\lambda$. When such point does not exist or is not feasible from the initialization $\mathbf{z}^{(0)}$, minimizing Eq. 5.15 still results in a reasonable solution. In this case, the parameter $\lambda$ allows us to control the tradeoff between satisfying the inverse problem constraints and the model assumptions.

Minimization of Eq. 5.15 can be carried out in the way discussed before in Section 5.3. Using the expression for the projection operator $\mathcal{P}_{\mathcal{W}}$, the distance $d^{2}(\mathbf{z}, \mathcal{W})=\left\|\mathbf{z}-\mathcal{P}_{\mathcal{W}}(\mathbf{z})\right\|^{2}$ after simplification becomes:

$$
\begin{aligned}
d^{2}(\mathbf{z}, \mathcal{W}) & =\left\|\mathbf{z}-\left(\mathbf{I}-\mathbf{W}^{\dagger} \mathbf{W}\right) \mathbf{z}-\mathbf{W}^{\dagger} \mathbf{b}\right\|^{2} \\
& =\mathbf{z}^{\mathrm{T}} \mathbf{W}^{\dagger} \mathbf{W} \mathbf{z}-2 \mathbf{z}^{\mathrm{T}} \mathbf{W}^{\dagger} \mathbf{b}+\mathbf{b}^{\mathrm{T}}\left(\mathbf{W} \mathbf{W}^{\mathrm{T}}\right)^{-1} \mathbf{b}
\end{aligned}
$$

Then, defining $\widetilde{J}_{\mathcal{U}}(\mathbf{z})=\lambda J_{\mathcal{U}}(\mathbf{z})+(1-\lambda) d^{2}(\mathbf{z}, \mathcal{W})$, the gradient

$$
\nabla \widetilde{J}_{\mathcal{U}}(\mathbf{z})=\lambda \nabla J_{\mathcal{U}}(\mathbf{z})+2(1-\lambda)\left[\mathbf{W}^{\dagger} \mathbf{W} \mathbf{z}-\mathbf{W}^{\dagger} \mathbf{b}\right]
$$

is used to compute the search direction in Eq. 5.7. We summarize our resulting algorithm with the following pseudocode (see Algorithm 2).

To conclude, we would like to comment on a connection of our method with a subgradient variant of the iterative POCS algorithm [30, 31, 52]. Often, to alleviate the computational burden of finding the exact projections onto a non-linear manifold, it is more practicable to project onto the shrinking level sets that eventually converge to a point on the sought intersection. In the most general case, this is performed (either in a circular or parallel manner, as discussed in Chapter 4) by moving in a direction opposite to a subgradient, which for differentiable objective functions essentially reduces to the steepest gradient descent method. Even though patch manifolds are not convex, and making such assumption here would be too restrictive, we still can regard the iterations of Eq. 5.7 (at least locally) as approximate projections onto the level sets of $J_{\mathcal{U}}(\mathbf{z})$.

Finally, we note that, as was shown by Blumensath in [18], as long as the measurement operator $\mathbf{W}$ satisfies a bi-Lipschitz condition on the manifold, our iterative projection algorithm converges to a near optimal solution in a fixed number of steps.

Approximating the distance to the manifolds with kernel methods significantly facilitates the problem of mapping a point onto them, whereas finding the exact solution may be intractable, if possible. Although global convergence of the proposed method can not be guaranteed due to non-convexity of the considered manifolds (see Fig. 5.2 for a pathological example of convergence to a local solution), in practical image processing applications it produces excellent results, as we demonstrate in the next section. It is worth noting also that in practice the chances of pathological situation of the Fig. 5.2 happening can be reduced by considering multiple initialization points $\mathbf{z}^{(0)}$ and then taking the best solution found from all of them.

### 5.5 Experiments and Discussion

Before using our model in practical image processing applications, we revisit our motivational toy example of two intersecting cylinders in $\mathbb{R}^{3}$, described in Section 4.1, to demonstrate that the method does indeed find the manifolds' intersection. We then apply our algorithm for denoising,

```
Algorithm 2 Constrained minimization of \(J_{\mathcal{U}}\)
Input: Set of training patches \(\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}\), measurement matrix \(\mathbf{W}\), vector of measurements \(\mathbf{b}\), kernel
    function \(\kappa\), patch-extraction matrices \(\left\{\mathbf{E}_{m}\right\}_{m=1}^{M}\) with corresponding weights \(w_{m}\), regularization
    parameter \(\lambda\), algorithm step size \(h\), and termination conditions (e.g. maximum number of
    iterations \(K\) and/or minimum norm of the gradient \(\varepsilon\) ).
Output: Reconstructed image \(\widehat{\mathbf{z}}\).
```

```
    \([\mathbf{K}, \boldsymbol{\alpha}] \leftarrow \operatorname{KPCA}(\mathbf{X}) \quad \triangleright\) Please see Section 2.1 or [143, 48].
```

    \([\mathbf{K}, \boldsymbol{\alpha}] \leftarrow \operatorname{KPCA}(\mathbf{X}) \quad \triangleright\) Please see Section 2.1 or [143, 48].
    \(\boldsymbol{\mu} \leftarrow 1 / n\left(\mathbf{I}-\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}\right) \mathbb{1}\)
    \(\mathbf{z}^{(0)} \leftarrow \mathbf{W}^{\dagger} \mathbf{b} \quad \triangleright\) Initialization (see Sec. 5.5).
    \(k \leftarrow 0\)
    while \(k<K\) and \(\left\|\nabla J_{\mathcal{U}}\right\|>\varepsilon\) do
        \(k \leftarrow k+1\)
        \(\nabla J_{\mathcal{U}} \leftarrow \mathbb{C}\)
        for \(m:=1 \ldots M\) do \(\quad \triangleright\) Loop over all patches.
            \(\mathbf{p}_{m} \leftarrow \mathbf{E}_{m} \mathbf{z}^{(k-1)} \quad \triangleright\) Extract the \(m^{\text {th }}\) patch.
            for \(i:=1 \ldots n\) do
                \(\left[\mathbf{k}_{m}\right]_{i} \leftarrow \kappa\left(\mathbf{x}_{i}, \mathbf{p}_{m}\right)\)
                \(\left[\mathbf{k}_{m}^{\prime}\right]_{:, i} \leftarrow \nabla_{\mathbf{p}_{m}} \kappa\left(\mathbf{x}_{i}, \mathbf{p}_{m}\right)\)
            end for
            \(\boldsymbol{\nu}_{m} \leftarrow 2\left(\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{m}+\boldsymbol{\mu}\right)\)
            \(\nabla J_{\mathcal{U}_{m}} \leftarrow \nabla_{\mathbf{p}_{m}} \kappa\left(\mathbf{p}_{m}, \mathbf{p}_{m}\right)-\mathbf{k}_{m}^{\prime} \boldsymbol{\nu}_{m}\)
            \(\nabla J_{\mathcal{U}} \leftarrow \nabla J_{\mathcal{U}}+w_{m} \mathbf{E}_{m}^{\mathrm{T}} \nabla J_{\mathcal{U}_{m}}\)
        end for
        \(\nabla \widetilde{J}_{\mathcal{U}} \leftarrow \lambda \nabla J_{\mathcal{U}}+2(1-\lambda)\left[\mathbf{W}^{\dagger} \mathbf{W} \mathbf{z}^{(k-1)}-\mathbf{W}^{\dagger} \mathbf{b}\right]\)
        \(\mathbf{z}^{(k)} \leftarrow \mathbf{z}^{(k-1)}-h \nabla \widetilde{J}_{\mathcal{U}} \quad \triangleright\) Gradient descent.
    end while
    return \(\widehat{\mathbf{z}}=\mathbf{z}^{k}\)
    ```
compressive sensing reconstruction, and inpainting of structured images whose patches well conform to a manifold model (Fig. 2.1) in this section and generalize it to entire natural images in Section 5.6.

\subsection*{5.5.1 Intersection of Manifolds in \(\mathbb{R}^{3}\)}

As an initial illustrative proof of concept that our algorithm accurately finds the true intersection of manifolds, we use it to map a cloud of randomly generated points to their closest points on the intersection of two cylinders. The geometry of the cylinders is learned from samples of the unit circle in \(\mathbb{R}^{2}\), which constitute the training set of two-pixel patches. The results of our algorithm accurately trace the sought intersection, as shown on the right panel of Fig. 4.1 in the previous chapter. Notice that learning the resulting non-differentiable curve directly in \(\mathbb{R}^{3}\) would be a significantly more difficult problem requiring a larger set of higher-dimensional training samples. This clearly demonstrates the advantages of our manifolds intersection model.

\subsection*{5.5.2 Set-up for the Image Processing Experiments}

In the upcoming three subsections, we will apply our method to a variety of inverse problems in image processing, using simple textures as test cases, before extending our method to natural photographic images in Section 5.6. First, however, we describe our criteria for choosing patch sizes and other parameter values, and the evaluation metrics to be used.

In each experiment, the patches are chosen to have sizes approximately matching the scale of pattern details or other prominent image features. We use Gaussian kernels with parameters \(\sigma\) chosen to make the sample means of the values in the resulting kernel matrices approximately equal to 0.5 , the midpoint between minimum and maximum possible values. The dimensions of the approximating subspaces are chosen such that the first \(\delta_{\mathcal{H}}\) largest eigenvalues of \(\overline{\mathbf{K}}\) account for about \(0.97-0.98\) of their total sum. While we found that our algorithm is relatively insensitive to small deviations of \(\sigma\), increasing \(\delta_{\mathcal{H}}\) usually leads to a noticeable performance improvement (but at increased computational cost). For the three textures used in our experiments, these guidelines result in using \(5 \times 5\) patches with \(\sigma=55, d_{\mathcal{U}}=75\) for the zebra texture, \(5 \times 5\) patches with \(\sigma=16\),


Figure 5.3: Results of denoising images of MNIST handwritten digits and a sculpture face with KPCA followed by different preimage methods: fixed-point iterations [143], MDS-based preimage [119], robust KPCA [151], and isomorphism-preserving preimage [104]. Even for relatively simple and structured images, often modeled with underlying manifolds, their patch-based representation with our model achieves noticeable improvement in reconstruction. Here the corresponding manifolds are learned from other training images (or their patches for our method). Numbers indicate PSNR.
\(d_{\mathcal{U}}=105\) for the roof tiles texture, and \(9 \times 9\) patches with \(\sigma=30, d_{\mathcal{U}}=75\) for the fabric texture, across all experiments. Please refer to Fig. 2.1 for the original images that we use in our experiments throughout the work. As before, for training, we use patches from similar (but different) images, i.e. another image of a zebra or a different part of the roof.

Although our final solution admits any combination of overlapping patches, in our examples we will cover each image with \(L<p q\) randomly-offset grids, each segmenting the image into a layer of non-overlapping \(p \times q\) patches (disregarding all partial patches along the borders). To ensure that all image pixels would be covered, we explicitly choose the layers containing the four corner patches. We then combine the patches from all \(L\) layers to obtain the \(M\) overlapping patches.

We use the gradient descent version of the algorithm (Eq. 5.9) throughout, as this method was found to converge faster (see Figs. 5.8, 5.9). To quantify the achieved performance, as in Section 4.4.4, we use peak signal-to-noise ratio (PSNR).

\subsection*{5.5.3 Image Denoising}

In this subsection, we look at image denoising as a useful first setting for investigating the properties of our algorithm before applying it to other inverse problems. We emphasize, however, that we did not tailor our method for denoising exclusively, in contrast with the methods we will benchmark against. We thus intend these results to showcase the method's broad applicability rather than its specific performance for denoising.

To denoise a signal \(\mathbf{z}_{\text {noisy }}=\mathbf{I z}+\mathbf{n}\) we simply minimize Eq. 5.15 with steepest gradient descent; we initialize the iterations with \(\mathbf{z}^{(0)}=\mathbf{z}_{\text {noisy }}\) and set \(\lambda \approx 1\). Therefore, the algorithm is allowed to converge to the local minimum of \(J_{\mathcal{U}}(\mathbf{z})\) nearest to \(\mathbf{z}_{\text {noisy }}\), i.e. the nearest intersection point of the manifolds. In all experiments, noise is zero-mean additive Gaussian.

\subsection*{5.5.3.1 Advantages of Manifolds for Patches vs. Manifolds for Entire Images}

First, we compare the performance of our model with other existing kernel-based approaches for solving inverse problems in image processing. These consider an image as arising from a mani-
fold, learned from entire image examples. In contrast, in our model, we view an image as a point on the intersection of several simpler manifolds corresponding to its overlapping patches. By analogy with our previous example from Section 5.5.1, instead of trying to learn the complex intersection of the two cylinders from samples in \(\mathbb{R}^{3}\) (e.g. a manifold of images), we would ask each patch to conform to the circle in \(\mathbb{R}^{2}\) (a patch manifold).

To experimentally compare these approaches, we consider two examples: images of MNIST handwritten digits [124] and images of a rotating sculpture face [191]. The images in both datasets have small sizes \((20 \times 20\) and \(64 \times 64\) pixels respectively) and relatively simple structure, which allows one to approximate them with underlying manifolds fairly well. We use Gaussian kernels with \(\sigma=600\) and \(\sigma=3000\) to learn them from 3961 images of digits and 694 images of sculpture faces (testing images were excluded from the training sets). Noisy images are then projected onto corresponding 50- and 25-dimensional subspaces in the induced feature spaces and their denoised estimates are reconstructed with different preimage methods (Fig. 5.3).

Meanwhile, in our method, we learn manifolds for \(3 \times 3\)-pixel patches extracted from the same training sets. We use \(\sigma=10, d_{\mathcal{U}}=12\) for MNIST and \(\sigma=5, d_{\mathcal{U}}=10\) for sculpture face patches. We consider only \(L=5\) layers of patches and set \(\lambda=0.98\). Our results in Fig. 5.3 clearly demonstrate the advantages of the proposed patch-based representation which results in greatly increased PSNR. Furthermore, larger training sets are available when working with image patches. For example, while the original dataset of sculpture faces contains only 694 images, we extracted 5000 patches from them to learn the manifolds.

\subsection*{5.5.3.2 Denoising Natural Image Textures and Performance Analysis}

We now turn our attention to natural textures whose patches conform well to manifold models (see Fig. 2.1). We will consider denoising them not only as a practical problem by itself, but also as a convenient setting to analyze the performance of our algorithm under varying conditions. Specifically, we will expose the crucial advantage of our joint patch reconstruction procedure over methods that treat each patch separately and show ways to improve its computational efficiency.

The results of denoising (using the parameters and training procedure described in Sec. 5.5.2) are presented in Fig. 5.4. In this case, learning the specific manifold structure for each texture from the training set of patches allowed us to obtain results slightly better in terms of PSNR than the BM3D algorithm [54] with enhanced visual quality. We note that unlike BM3D, we do not make any assumptions about the noise variance, but instead allow the algorithm to converge to the nearest point on the intersection of patch manifolds, thus effectively operating in a blind denoising scenario. Our method is especially effective in removing noise of high variances, where it consistently outperforms its competitors (see Fig. 5.5). In low-noise regimes, its performance is primarily determined by the accuracy of the learned model and can be improved by terminating the iterations earlier to avoid overfitting. We look at denoising of natural images in Section 5.6.


Figure 5.4: Denoising textures found in natural images. Our algorithm accurately reconstructs high contrast edges, as well as fine details of textures, and performs similarly to state-of-the-art BM3D in terms of PSNR, but with enhanced visual quality. Numbers represent corresponding PSNR.


Figure 5.5: Analysis of the denoising performance under varying noise conditions for the Zebra (left) and Roof (right) images. Our method (blue line), run for 1000 iterations with unchanged parameters, does not make any assumptions about the noise variance, effectively operating as a blind denoising scheme. While it readily outperforms its competitors on high noise levels, stopping the iterations earlier to avoid overfitting leads to superior results in low-noise regimes as well (diamonds indicate results obtained by early stopping).

In the next experiment, we wish to see whether joint estimation of overlapping patches, as we propose, has advantages over estimating these patches individually via existing kernel-based approaches and then combining them to form the image. To compare, we consider the same set of patches as in our algorithm, but map each of them onto the patch manifold separately via the same kernel-based strategy (i.e. Robust KPCA, to which our algorithm reduces for a single patch).

Reconstructed patches are then gathered to form the final image estimate and averaged where they overlap (see Fig. 5.7). While this scheme achieves better results compared to using nonoverlapping patches ( \(L=1\) ), estimating the patches jointly rather than separately, as we propose, achieves significant improvement. Table 5.1 further examines this comparison by applying multiple existing kernel-based denoising strategies to the patches individually. The table shows that our joint estimation strategy almost always outperforms any method of reconstructing each patch separately followed by combining them.

Moreover, we notice that, in our joint estimation, the best potential quality of reconstruction, all other conditions being equal, is achieved even when considering much fewer overlapping patches than are maximally available (see Fig. 5.6). Unless otherwise specified, in all our examples in this and the next subsections, images are covered by \(L=8\) overlapping layers of patches instead of the maximally possible 25 or 81 , which significantly increases the speed of computation.

Table 5.1: Comparison of patch-based denoising performance, PSNR in dB
\begin{tabular}{|l|ccc|ccc|}
\hline & \multicolumn{2}{|c|}{ Zebra, \(\mathrm{PSNR}_{n}=4.1 d B\)} & \multicolumn{3}{c|}{ Roof, \(\mathrm{PSNR}_{n}=12.0 d B\)} \\
& \(L=1\) & \(L=8\) & \(L=17\) & \(L=1\) & \(L=8\) & \(L=17\) \\
\hline Fixed-point & 9.93 & 10.15 & 10.16 & 16.24 & 16.42 & 16.42 \\
MDS & 12.39 & 13.94 & 14.00 & 19.26 & 21.18 & 21.33 \\
RKPCA & 12.57 & 13.44 & 13.43 & 20.79 & 22.09 & 22.2 \\
Isomorph. & \(\mathbf{1 2 . 8}\) & 14.22 & 14.24 & 19.78 & 21.52 & 21.65 \\
Our & 12.42 & \(\mathbf{1 6 . 7 2}\) & \(\mathbf{1 6 . 7}\) & \(\mathbf{2 1 . 1 7}\) & \(\mathbf{2 2 . 9 3}\) & \(\mathbf{2 2 . 9 1}\) \\
\hline
\end{tabular}

Finally, we compare the convergence speed of the two proposed minimization methods. For this, we run the gradient descent algorithm (Eq. 5.15) as well as the fixed-point iterations (Eq. 5.12) initialized with the same noisy image. The plot of the attained PSNR as a function of the number of iterations for both methods is shown in Fig. 5.8. Results of intermediate steps (see Fig. 5.9) demonstrate that both algorithms converge to the same (or close) solution, however gradient descent does this much faster (requiring fewer iterations with the same number of kernel function evaluations per step). For this reason, we will use the gradient descent approach in all examples.

\subsection*{5.5.4 Compressive sensing reconstruction}

In this section, we look at the application of our regularization approach to a compressive sensing problem. We apply the method of iterative projections onto the constraint subspace (Eq. 5.14) to reconstruct \(64 \times 64=4096\) pixel images from their 400 Bernoulli random measurements (the measurement ratio is less than 10\%). Although, as discussed in Section 5.4.1, the uniqueness of the solution is not guaranteed, starting the iterations with the least squares solution to Eq. 2.1, i.e. \(\mathbf{z}^{(0)}=\mathbf{W}^{\dagger} \mathbf{b}\), results in excellent compressive sensing reconstruction in our experiments. Since the underlying manifold model provides an accurate description of the considered class of images, our algorithm shows state-of-the-art performance (Fig. 5.10). First, it greatly outperforms basis pursuit run on \(648 \times 8\) non-overlapping patches, each modeled as sparse in a dictionary learned via K-SVD [3] on the training patches. This again demonstrates the advantage of using overlapping vs. non-overlapping patches. Our results further tend to have better visual quality and


Figure 5.6: Reconstruction PSNR of the zebra image as a function of the number of layers of patches. A significant improvement is gained by using overlapping patches ( \(L>1\) ), but no major gain could be achieved by considering more than eight layers of \(5 \times 5\) patches. These results are obtained by averaging over 100 realizations of noise; error bars indicate sample standard deviations.


Figure 5.7: The advantages of our overlapping patch model. Using non-overlapping patches and mapping each of them onto the manifold separately ( \(L=1\) ) results in apparent tessellation of the denoised image. The transitions can be smoothed somewhat by averaging over differently offset layers of patches to produce the final estimate. However, instead estimating all overlapping patches jointly on each iteration, as we propose, significantly improves the results.
higher PSNR than those obtained with recursive spatially adaptive filtering (a method based on the BM3D algorithm [71]) from the same number of (unique) low-frequency Fourier measurements. It is worth mentioning also that while most reconstruction algorithms are tailored to work with a specific class of measurement matrices (such as [71], which requires Fourier measurements), our method was derived under general assumptions of a linear measurement process and admits any measurement matrix \(\mathbf{W}\).


Figure 5.8: Comparison of the speed of convergence of the two proposed iteration methods. In the example of denoising the zebra image, gradient descent with fixed stepsize \(h=1\) (Eq. 5.9) achieves faster convergence than fixed-point iterations (Eq. 5.12).


Figure 5.9: Comparison of denoising results obtained using different iterative methods. In our experiments, the gradient descent method with constant step size \(h=1\) converges to nearly the same solution much faster than the fixed-point iterations of Eq. 5.12.

\subsection*{5.5.5 Image inpainting}

In this section, we assess the performance of our regularization term in an image inpainting task. Here we initialize the missing pixels by linearly interpolating the boundaries of the gap in both


Figure 5.10: Compressive sensing reconstruction. The results of our algorithm are consistent with the learned model and nearly perfectly match the original images. Basis pursuit reconstruction is obtained from 448 Bernoulli measurements ( 7 separate measurements for each of \(648 \times 8\)-pixel regions); notice the tesselation artifacts resulting from this choice of measurement matrix. Spatially adaptive filtering based on the state-of-the-art BM3D algorithm [71] as well as the Total Variation minimization approach are initialized with 400 low-frequency Fourier measurements. We use 400 random Bernoulli measurements in our method. Numbers represent PSNR.
vertical and horizontal directions with successive averaging, and use Eq. 5.14 to keep the values of known pixels unchanged on each iteration. We see that our results (Fig. 5.12) are similar to or better then those of the exemplar-based method of Wexler et al. [205]. Their method maximizes global consistency between patches in the gap and the reference region and can be viewed as a special case of bidirectional similarity distance minimization for the purpose of inpainting [10, 181].

When evaluating each of the experiments just shown, and comparing our results to other methods, it is important to note that each of the comparison methods are specialized algorithms tailored for a specific inverse problem (such as BM3D for denoising, which includes a complex post-


Figure 5.11: Comparison of compressive sensing results obtained with our method using different measurement matrices: 400 Bernoulli random measurements; 7 Bernoulli random measurements for each of \(648 \times 8\) non-overlapping blocks ( 448 measurements total); 400 Gaussian random measurements; 422 low-frequency Fourier measurements. Numbers correspond to PSNR.


Figure 5.12: Results of image inpainting. Our algorithm outperforms other patch-based approaches of Criminisi [53] and Wexler et al. [205] with improved visual quality. Numbers represent PSNR.
processing stage with a specially designed collaborative Wiener filter). We, however, have applied the same method without modifications across all these different inverse problems. Hence, rather remarkably, we have remained close to or better than state-of-the-art algorithms for each different inverse problem, without the benefit of any application-specific post-processing or fine-tuning that our competitors might have.

\subsection*{5.6 Processing Entire Photographic Images}

In this section we show how our flexible intersecting manifolds model can be extended beyond processing simple textures and patterns and successfully adapted to entire natural images of photographic quality. For this, we will rely on our method's ability to easily use separate manifolds for patches of different sizes. Indeed, we propose a multiscale decomposition scheme to effectively represent images with patches representing multiple levels of detail.

\subsection*{5.6.1 Multiscale Patch Decomposition}

In all previous examples (with a notable exception of Sec. 5.5.3.1) we restricted our attention only to specific parts of natural images that contained patterns and textures. Their structure allowed us to describe the patches with relatively simple manifold models. In a more general case, patches of entire photographic images exhibit much higher variability across the dataset. This implies higher intrinsic dimension of the underlying manifold and requires one to use more training samples to accurately learn its geometry. We describe a way to overcome this obstacle and make our manifolds intersection model applicable in this setting as well.

First, we will cover an image with patches of different sizes. We will use smaller patches to reconstruct high-variance image regions, such as sharp edges and detailed patterns. On the other hand, smooth gradients and almost uniformly filled areas will be approximated with larger patches of subsequently lower variances. For this, we learn four manifolds: the manifold of \(3 \times 3\)-pixel patches, whose pixel variances are greater than \(\theta_{1}=0.03\), and the manifolds of \(5 \times 5,9 \times 9\), and \(17 \times 17\)-pixel patches with variances less than \(\theta_{1}=0.03, \theta_{2}=0.013\), and \(\theta_{3}=0.01\) respectively.

During reconstruction, we adaptively assign types of patches: on each step of the iterative algorithm, we compute local variances of every patch position in the image and cover each region with the largest possible patch that satisfies the above thresholds (see Fig. 5.13). Specifically, starting with the smallest patches, we use a particular patch \(\mathbf{P}\) of the \(i^{\text {th }}\) scale (with \(i=1 \ldots 4\) ) if its variance satisfies \(\theta_{i}<\operatorname{var}(\mathbf{P})<\theta_{i-1}\), and if it does not completely cover any already chosen patches on finer scales (we assume \(\theta_{0}=\infty\) and \(\theta_{4}=0\) ). Otherwise, the patch \(\mathbf{P}\) is not included in computing \(\nabla J\) in Eq. 5.8. To avoid oversmoothing and put more emphasis on reconstructing sharp image features, we use \(\mathbf{w}=[10,1,1,1]\) for the different patch scales and also weight the gradient pixel-wise by the resulting number of overlapping patches.


Figure 5.13: Distribution of patches of different sizes and variances adaptively chosen to cover the Peppers image in the process of denoising (the final iteration is shown). Color intensity encodes the number of overlapping patches in each pixel: white - one patch, red \(-p q\) patches, black - no patches. Smaller high-variance patches are used to reconstruct sharp edges, while large \(17 \times 17\) patches cover uniform smooth image regions. ( \(9 \times 9\) patches are not shown.)

Second, to accurately learn the manifold geometry with KPCA, we would like to ensure that the manifolds are sampled uniformly. Therefore, instead of extracting training patch-samples from real-world images, we generate synthetic patches according to the parametrization of Fig. 2.1 and then vary their contrast and brightness to produce gray-scale patches. Figure 5.14 shows examples of patches generated in this way. We now apply the same unchanged method for all inverse problems, yet show that it compares favorably with specialized recent state-of-the-art methods for each.


Figure 5.14: Examples of training patches used to learn the manifolds. From left to right: \(3 \times 3\), \(5 \times 5\), and \(9 \times 9\)-pixel patches; \(17 \times 17\) patches are not shown. Note the decreasing pixel variance in larger patches.

\subsection*{5.6.2 Experimental Results on Natural Photographic Images}

To test our multiscale patch-based approach for modeling complex natural images, we first consider a denoising problem. We compare against two types of other algorithms. First, as in Section 5.5.3, we consider other KPCA-based methods that can only be applied to each overlapping patch separately (with averaging to combine the results into a single image). For the most direct comparison, we break the image down into multiscale patches according to their variances as described above and train the Kernel PCA-based patch models in the same way as for our algorithm. Table 5.2 shows clearly the advantage of our joint estimation of the patches vs. estimating them individually via similar techniques and then combining.

Second, we compare against two recent denoising algorithms. Our performance typically is close to but falls a bit short of the state-of-the-art BM3D algorithm [54] on natural images. However, this is to be expected as our algorithm is not at all specialized for denoising while BM3D is, including e.g. specialized post-processing by Wiener filtering to boost PSNR. Notably, BM3D also assumes the noise variance is known, which our algorithm does not, so a more fair comparison might be against blind denoising approaches such as the recent Noise Clinic [122]. In any case, our results vividly demonstrate the particular suitability of the proposed method to handle noise of higher variances. While performance of other methods drops dramatically, our algorithm exhibits a certain robustness to high noise.
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Figure 5.15: Results of denoising natural photographic images with our method described in Section 5.6.1. Based on a syntheticallygenerated model for patches, our method effectively handles high levels of noise. It outperforms another recently developed blind denoising algorithm, Noise Clinic [122], and approaches the state-of-the-art BM3D algorithm [54], which requires knowledge of the standard deviation of noise. Numbers represent corresponding PSNRs. Results for the Peppers images are shown with two different levels of noise.
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Figure 5.16: Results of denoising natural photographic images with our method described in Section 5.6.1. Based on a syntheticallygenerated model for patches, our method effectively handles high levels of noise. It outperforms another recently developed blind denoising algorithm, Noise Clinic [122], and approaches the state-of-the-art BM3D algorithm [54], which requires knowledge of the standard deviation of noise. Numbers represent corresponding PSNRs. Results for the Goldhill images are shown with two different levels of noise.

Table 5.2: Denoising performance under varying noise levels, PSNR in dB
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { 倉 } \\
& \hline
\end{aligned}
\]} & \multicolumn{5}{|c|}{KPCA-based methods} & \multirow[b]{2}{*}{} & \multirow[b]{2}{*}{\[
\underset{\sim}{\infty}
\]} \\
\hline & &  & \[
\stackrel{\sim}{2}
\] & \[
\begin{aligned}
& \text { U } \\
& \text { B } \\
& \text { an }
\end{aligned}
\] &  & \% & & \\
\hline \multirow[b]{3}{*}{} & 20.00 & 24.78 & 27.74 & 25.98 & 27.84 & 28.31 & 28.32 & 30.51 \\
\hline & 14.02 & 17.69 & 21.14 & 19.29 & 21.46 & 26.11 & 23.16 & 26.79 \\
\hline & 10.49 & 14.63 & 18.00 & 16.52 & 18.55 & 23.85 & 19.97 & 24.90 \\
\hline \multirow[b]{3}{*}{\[
\left\lvert\, \begin{aligned}
& \text { ت } \\
& \text { n } \\
& 0 \\
& 0
\end{aligned}\right.
\]} & 20.01 & 23.82 & 26.49 & 30.62 & 26.58 & 27.83 & 27.7 & 28.80 \\
\hline & 13.99 & 17.43 & 20.64 & 18.97 & 20.91 & 25.42 & 23.33 & 25.97 \\
\hline & 10.46 & 14.30 & 17.70 & 16.20 & 18.23 & 23.07 & 20.88 & 24.51 \\
\hline \multirow{3}{*}{菦} & 19.93 & 24.29 & 27.53 & 25.65 & 27.65 & 30.47 & 29.61 & 31.11 \\
\hline & 14.07 & 17.70 & 21.27 & 19.34 & 21.56 & 27.18 & 25.21 & 27.90 \\
\hline & 10.41 & 13.81 & 17.23 & 15.71 & 17.76 & 25.35 & 22.72 & 25.75 \\
\hline \multirow[t]{3}{*}{} & 19.93 & 23.4 & 26.43 & 24.74 & 26.50 & 23.05 & 25.18 & 27.60 \\
\hline & 14.07 & 16.93 & 20.41 & 18.61 & 20.72 & 21.40 & 19.64 & 23.29 \\
\hline & 10.41 & 13.35 & 16.81 & 15.32 & 17.36 & 19.56 & 16.2 & 21.07 \\
\hline
\end{tabular}

The true merit of our algorithm, however, lies in its direct applicability to various other (constrained) inverse problems, such as compressive sensing reconstruction, where it readily outperforms established specialized methods. Results in Fig. 5.17 first demonstrate that our method achieves higher quantitative scores than the classic basis pursuit algorithm. Furthermore, compared to the recent state-of-the-art BM3D-based spatially adaptive filtering approach [56], it introduces noticeably fewer artifacts leading to improved visual quality and typically higher PSNR. Table 5.3 studies the performance of compressive sensing reconstruction (PSNRs in dB ) achieved by the latter and our methods on varying number of low-frequency Fourier measurements of the Peppers, Goldhill, Bird, and Cameraman images. We see that our method outperforms [56] in 19 of 24 experiments, and that the methods are within .1 dB of each other in 3 of the other 5 experiments.

Finally, in image inpainting, our approach significantly outperforms the methods of [53] and state-of-the-art [205], as shown in Fig. 5.18.

Table 5.3: Results of compressive sensing reconstruction, PSNR in dB
\begin{tabular}{|l|l||cccccc|}
\hline \multicolumn{2}{|c|}{ Number of meas. } & 250 & 500 & 750 & 1000 & 1250 & 1500 \\
\hline \multirow{2}{*}{ Peppers } & Our & \(\mathbf{2 3 . 4 8}\) & 26.24 & \(\mathbf{2 7 . 4 4}\) & \(\mathbf{2 8 . 6 5}\) & \(\mathbf{2 9 . 6 4}\) & \(\mathbf{3 0 . 7}\) \\
& Sp.Filt. & 23.19 & \(\mathbf{2 6 . 2 7}\) & 27.03 & 27.96 & 28.88 & 29.92 \\
\hline \multirow{2}{*}{ Goldhill } & Our & \(\mathbf{2 2 . 1 5}\) & \(\mathbf{2 5 . 8}\) & \(\mathbf{2 6 . 8 2}\) & \(\mathbf{2 7 . 5 8}\) & \(\mathbf{2 8 . 2 3}\) & \(\mathbf{2 8 . 9 7}\) \\
& Sp.Filt. & 21.48 & 24.31 & 25.98 & 26.91 & 27.91 & 28.46 \\
\hline \multirow{2}{*}{ Bird } & Our & \(\mathbf{2 6 . 6 8}\) & \(\mathbf{3 0 . 2 5}\) & 31.25 & 32.39 & \(\mathbf{3 3 . 9}\) & \(\mathbf{3 5 . 3 2}\) \\
& Sp.Filt. & 26.2 & 30.06 & \(\mathbf{3 1 . 6}\) & \(\mathbf{3 2 . 6 2}\) & 33.83 & 34.62 \\
\hline \multirow{2}{*}{ Cam-man } & Our & \(\mathbf{1 9 . 0 5}\) & 21.01 & \(\mathbf{2 1 . 7}\) & \(\mathbf{2 2 . 2 7}\) & 22.84 & \(\mathbf{2 3 . 4 3}\) \\
& Sp.Filt. & 18.52 & \(\mathbf{2 1 . 1}\) & 21.52 & 22.11 & \(\mathbf{2 2 . 8 5}\) & 23.02 \\
\hline
\end{tabular}

\subsection*{5.7 Conclusion}

In this chapter, we proposed a unified method for regularization of any linear inverse problem in image processing based on an intersecting manifolds model of overlapping patches. We applied the kernel trick to efficiently approximate the patch-manifold in the induced feature space and combined the iterative preimage method with an intersection finding algorithm, ensuring the existence of a solution in the input space, which increased accuracy and robustness of our approach. We then proposed a Landweber-type iteration to allow this regularization term to be used with a variety of inverse problems in image processing. Finally, we also introduced a multiscale patch extension of our method for natural images.

Provided that the set of image patches is well-approximated by a manifold that can be learned in the kernel-induced feature space, our algorithm produces excellent results. Indeed, its experimental performance is close to or better than recent state-of-the-art methods for a variety of inverse problems, even though these other methods benefit from being specifically tailored to each individual problem. This shows that a manifold model of overlapping patches is an excellent choice for regularizing inverse problems in image processing.


Figure 5.17: Results of compressive sensing reconstruction of natural images. Each \(100 \times 100\) image is reconstructed from its 750 low-frequency Fourier measurements (measurement ratio is \(7.5 \%\) ). Our method achieves results similar to the spatially adaptive filtering based on the current state-of-theart algorithm, BM3D. A traditional basis pursuit algorithm is also run on non-overlapping \(8 \times 8\) image regions separately and uses a dictionary learned with KSVD. Numbers represent PSNR.


Figure 5.18: Results of inpainting natural images. Our patch-manifolds intersection method outperforms the other patch-based algorithms of Criminisi et. al. [53] and Wexler et. al. [205]. For the original images please refer to Fig. 5.17 on the left side of the page. Numbers represent PSNR.

\section*{Chapter 6}

\section*{Kernel Orthogonal Direction Analysis: A New Learning Method Suited for Mapping onto Manifolds}

In this chapter, we present a novel method for learning a manifold from its samples, which, by analogy with kernel PCA, we call Kernel Orthogonal Direction Analysis or KODA. Unlike in the usual manifold learning literature however, where the primary aim is to learn a lower-dimensional embedding function of the samples that reflects their organization along the manifold, our goal will be instead to learn a description of the continuous underlying manifold in the original highdimensional space. This description will take the form of a level set of a (possibly vector-valued) function. Although we take a simple kernel-based approach not unlike kernel PCA in structure, we find that this approach excels in a variety of applications, such as interpolation along and mapping nearby points onto a manifold, where the usual manifold learning algorithms (including kernel PCA) are often applied, but with difficulty. Furthermore, it also produces its own distinctive form of dimensionality reduction that is effective in applications such as anomaly detection, classification, and ranking.

\subsection*{6.1 Motivation for the Approach}

In the previous chapter, we have seen that minimizing the distance approximating functional \(J_{\mathcal{U}}\) effectively finds an approximate manifolds intersection and shows excellent results in solving inverse problems in image processing. However, as we worked with it, we noticed that it has a noticeable shortcoming inherent to the representation of the manifold in the feature space.

Specifically, the set of minima of the energy surface of \(J_{\mathcal{U}}\) is often finite. This causes the minimization algorithm to converge to one of these discrete minimizers, instead of arriving at the closest point on the continuous manifold (see Fig. 6.1). Although this does not deteriorate our performance in image processing applications, where relatively low dimensional manifolds seem to be well approximated even with a discrete (albeit large) set of minima of \(J_{\mathcal{U}}\), such unwanted pathological convergence of the algorithm is especially conspicuous when dealing with manifolds of low codimension (i.e. where there is a small difference between the dimension of the ambient space and the intrinsic dimension of the manifold, \(\left.\bar{d}_{\mathcal{M}}=D-d_{\mathcal{M}}\right)\).

As a motivating example for our approach, we start with the common problem of needing to denoise a sample by mapping it to the nearest point on a nearby manifold. We lack an explicit description of the manifold, but have a set of its samples from which to estimate it. Specifically, we generate \(n_{\mathrm{X}}=200\) training samples of an ellipse in \(\mathbb{R}^{2}\) corrupted with synthetic Gaussian noise as \(\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll}a \cos (t) & b \sin (t)\end{array}\right]^{\mathrm{T}}+\mathcal{N}\left(\mathbb{O}, \sigma^{2}\right)\) for some fixed \(a, b, \sigma^{2}>0\) (we use \(a=1.25\), \(b=0.75\), and \(\sigma^{2}=0.1\) to produce the plots in this section) and the parameter \(t \in[0 \ldots 2 \pi]\). To learn this manifold, we use the homogenous quadratic kernel \(\kappa(\mathbf{x}, \mathbf{y})=\langle\mathbf{x}, \mathbf{y}\rangle^{2}\) and represent the ellipse as a one-dimensional subspace in the induced feature space by retaining only the leading eigenvector in the decomposition of the centered kernel matrix \(\overline{\mathbf{K}}\).

We now look at two popular manifold mapping methods, kernel PCA denoising [143], which projects the image of a noisy point onto the principal subspace \(\mathcal{U}\) in feature space and then estimates its preimage, and Robust KPCA [151], which involves minimization of \(J_{\mathcal{U}}\), a functional on the original space estimating distance in feature space to the subspace \(\mathcal{U}\) (please see Section 3.2.3.2 for more details about preimage methods). Studying their performance on our simple toy problem reveals significant preimage error for the first approach and puzzling behavior for the second (see Fig. 6.1). Here, even though the minimizers of \(J_{\mathcal{U}}\) now do lie more or less directly on the true manifold, they comprise a finite set of only four points. Any minimization algorithm converges to one of these points, which clearly does not approximate the minimum distance mapping onto the manifold.


Figure 6.1: An example of learning an ellipse from 200 noisy samples of it in \(\mathbb{R}^{2}\). (a) The original manifold and noisy samples. (b) Results of projecting a cloud of random points onto the KPCAparametrized subspace \(\mathcal{U}\) in feature space, then finding a preimage via [143]. (c) Level curves of \(\log _{10} J_{\mathcal{U}}(\cdot)\). (d) Mapping the points onto the manifold by minimizing \(J_{\mathcal{U}}\) with gradient descent as done by Robust KPCA [151]. Instead of landing near the respective closest points on the manifold, iterations converge to one of the four distinct minimizers of \(J_{\mathcal{U}}\) (red points). (e) Minimizers of our \(J_{\mathcal{W}}\) form a continuous curve that well approximates the original manifold. (f) Minimizing \(J_{\mathcal{W}}\) maps points close to their true projections.

While it can be argued that choosing a different kernel or increasing the dimension of the subspace \(\mathcal{U}\) would produce better results, we have used the simple settings in this example intentionally to expose this pathology, as well as to have the ability to visualize its cause in the next section. We note that this problem is specific to the method itself and manifests itself with other kernels as well (see Section 6.5.1 for examples using the Gaussian kernel). Furthermore, we will show that the expressive power of the chosen quadratic kernel is sufficient to learn the ellipse exactly in terms of only a single vector in the feature space and, as a result, to efficiently solve the
problem of mapping points onto it.
To conclude this subsection, we have seen that parameterization of the approximating subspace with its principal components frequently leads to an approximation of a continuous manifold with a discrete set of points. In what follows, we will develop an approach to define and learn a richer subspace in the feature space that will allow us to approximate the above ellipse as a continuous one-dimensional set of points; then we will generalize our model to other manifolds.

\subsection*{6.1.1 View of the Problem in Feature Space}

To better understand the cause of this strange behavior, let us now visualize our example of learning the ellipse from its samples directly in the feature space \(\mathcal{H}\). For the two-dimensional input space, the chosen quadratic kernel is associated with the following mapping:
\[
\begin{gather*}
\Phi: \mathbb{R}^{2} \rightarrow \mathcal{H} \\
\Phi:\left[\begin{array}{c}
x_{1} \\
x_{2}
\end{array}\right] \longmapsto\left[\begin{array}{c}
x_{1}^{2} \\
x_{2}^{2} \\
\sqrt{2} x_{1} x_{2}
\end{array}\right] . \tag{6.1}
\end{gather*}
\]

Indeed, it can be easily verified that the inner product in the feature space is expressed through the kernel function as:
\[
\begin{aligned}
\langle\Phi(\mathbf{x}), \Phi(\mathbf{y})\rangle_{\mathcal{H}} & =\left[\begin{array}{c}
x_{1}^{2} \\
x_{2}^{2} \\
\sqrt{2} x_{1} x_{2}
\end{array}\right]^{\mathrm{T}} \cdot\left[\begin{array}{c}
y_{1}^{2} \\
y_{2}^{2} \\
\sqrt{2} y_{1} y_{2}
\end{array}\right] \\
& =x_{1}^{2} y_{1}^{2}+2 x_{1} y_{1} x_{2} y_{2}+x_{2}^{2} y_{2}^{2} \\
& =\left(x_{1} y_{1}+x_{2} y_{2}\right)^{2}=\kappa(\mathbf{x}, \mathbf{y})
\end{aligned}
\]

We visualize the induced three-dimensional feature space \(\mathcal{H}\) with a Cartesian 3D coordinate system in Fig. 6.2. Here, the conical surface \(\mathcal{I}\) represents the image of the entire original space \(\mathbb{R}^{2}\)
under the mapping \(\Phi\), i.e. the set of points with exact preimages; the red curve on this surface is the image of the considered ellipse. Finally, the subspace \(\mathcal{U}\) (the black line) depicts the one-dimensional least-squares approximation of the ellipse found with PCA in \(\mathcal{H}\).



Figure 6.2: The feature space associated with the quadratic homogeneous kernel, \(\kappa(\mathbf{x}, \mathbf{y})=\langle\mathbf{x}, \mathbf{y}\rangle^{2}\) for \(\mathbf{x}, \mathbf{y} \in \mathbb{R}^{2}\). The surface \(\mathcal{I}\) represents the image of the input space under the mapping \(\Phi ; \Phi(\mathcal{M})\) is the image of the ellipse. Left: Approximation of the ellipse with a one-dimensional principal subspace \(\mathcal{U}\) given by KPCA. Right: Approximation of the ellipse with a richer subspace \(\mathcal{W}\). Notice that \(\mathcal{U}\) intersects the image of the original space in only two pints, whereas \(\mathcal{W}\) forms a continuous intersection with \(\mathcal{I}\).

Observing Fig. 6.2, we see that projection of manifold samples \(\Phi(\mathcal{M})\) onto \(\mathcal{U}\) will work relatively well as a low-dimensional embedding strategy: each half of the ellipse is mapped continuously onto the line in the right arrangement. However, as the foundation for an inverse mapping, this subspace is a poor choice because of the relative geometry of \(\mathcal{U}\) and \(\mathcal{I}\). In particular, the intersection \(\mathcal{U} \cap \mathcal{I}\), i.e. the set of points on \(\mathcal{U}\) that have exact preimages, is just two points (corresponding to four points in \(\mathbb{R}^{D}\) since \(\left.\Phi(\mathbf{z})=\Phi(-\mathbf{z}), \forall \mathbf{z}\right)\). KPCA denoising strategies consider these four points to be the only ones actually on the manifold, which eventually results in the four distinct minima of \(J_{\mathcal{U}}\) observed in Fig. 6.1 and forces a minimization algorithm to map any noisy sample into one of them. Unfortunately, this pathology is not unique to this example but arises from the situation's geometry: curved, nonlinear \(\mathcal{I}\) generally intersects linear \(\mathcal{U}\) in a bunch of smaller disconnected pieces, much like the zero crossings of a nonlinear function, creating a correspondingly piecemeal
manifold representation in the input space (see Fig. 6.3 for examples with Gaussian kernels).
A better strategy for our interests would be to raise the dimension of the subspace so that the set \(\mathcal{U} \cap \mathcal{I}\) is actually a continuous \(d_{\mathcal{M}}\)-dimensional manifold, guaranteeing a corresponding continuous manifold of its exact preimages in \(\mathbb{R}^{D}\). This is less applicable for dimensionality reduction, but better for settings in which continuity of the manifold description is important. Theoretically, kernel PCA with more dimensions in \(\mathcal{U}\) could accomplish this, but in practice (see Fig. 6.3), an unknown, very large, number of dimensions is required before \(\mathcal{U} \cap \mathcal{I}\) even begins to approach a continuous manifold, and it is hard to predict how many dimensions it will take. Fortunately however, the intersection of a continuous \(D\)-dimensional manifold \(\mathcal{I}\) with a subspace \(\mathcal{W}\) of codimension \(\bar{d}_{\mathrm{W}}\) is typically a continuous \(\left(D-\bar{d}_{\mathrm{W}}\right)\)-dimensional manifold [91]. (Exceptions only arise when \(\mathcal{W}\) does not intersect \(\mathcal{I}\), or is tangential to it.) Thus, seeking a subspace \(\mathcal{W}\) of codimension \(\bar{d}_{\mathrm{W}}=D-d_{\mathcal{M}}\) will make it highly probable that the representation \(\mathcal{W} \cap \mathcal{I}\) yields the desired continuous \(d_{\mathcal{M}}\)-dimensional manifold. In our example above, for instance, most one-dimensional subspaces \(\mathcal{U}\) intersect \(\mathcal{I}\) in one or two disconnected points or do not intersect it at all; on the other hand, most subspaces \(\mathcal{W}\) of codimension 1 that intersect \(\mathcal{I}\) define continuous one-dimensional manifolds in it.

In very small feature spaces, we can still describe a subspace of codimension \(\bar{d}_{\mathrm{W}}\) using its basis vectors. However, in the high or infinite-dimensional feature spaces corresponding to most kernels of interest, the dimension needed for this type of bottom up strategy will be prohibitively high. Instead, we will need to employ a distinctive top down approach, specifying the subspace \(\mathcal{W}\) via its \(n_{\mathrm{W}}\) normals \(\mathbf{W} \in \mathbb{R}^{D_{\mathcal{H}} \times n_{\mathrm{W}}}\) and offsets \(\mathbf{b} \in \mathbb{R}^{n_{\mathrm{W}}}\) as \(\mathcal{W}=\left\{\boldsymbol{\phi} \in \mathcal{H} \mid \mathbf{W}^{\mathrm{T}} \boldsymbol{\phi}=\mathbf{b}\right\}\).

This choice will prove to have myriad advantages. First, it immediately yields an explicit functional description of the learned manifold in input space. For example, choosing the single normal \(\mathbf{W}^{T}=\left[1 / a^{2}, 1 / b^{2}, 0\right]\) above allows us to describe the ellipse \(x_{1}^{2} / a^{2}+x_{2}^{2} / b^{2}=c\) exactly. Similarly, any manifold that can be described by a set of \(n_{\mathrm{W}}\) polynomial equations of degree \(\delta\) can be learned exactly using \(n_{\mathrm{W}}\) normals in the feature space induced by the polynomial kernel of degree \(\delta\). Later, we will show how, more generally, choice of kernel determines the class of manifolds it can potentially approximate.

Thus, the proposed subspace definition will allow us to obtain a continuous description for manifolds, as opposed to the usual parameterization with principal components in feature space. Furthermore, we will show how to effectively use it as a regularization term for the preimage problem, enforcing a found preimage to lie on a desired manifold, in the flavor of the Robust KPCA algorithm [151]. But first, we proceed with developing a generalized learning procedure for learning the subspace \(\mathcal{W}\) from manifold samples.

\subsection*{6.2 Learning the Subspace}

In this section we will present our approach, Kernel Orthogonal Direction Analysis (KODA), for learning the approximating subspace \(\mathcal{W}\) in terms of its normal vectors.

\subsection*{6.2.1 Learning \(\mathcal{W}\) as an Optimization Problem}

We first will establish a quantitative criterion for the desired manifold-approximating subspace \(\mathcal{W}\) given samples of the manifold. In particular, we will set up an optimization problem for the normals \(\mathbf{W}\) and offsets \(\mathbf{b}\) and show how to solve it to find the optimal \(\mathcal{W}\). Then, we will use this parameterization to compute the distance to the found subspace in terms of only inner products and will define a functional \(J_{\mathcal{W}}\), similar to \(J_{\mathcal{U}}\). However, in contrast to \(J_{\mathcal{U}}\), our new functional will have a continuous set of minimizers forming a suitable representation for a manifold. Thus, we will be able to use gradient descent to minimize \(J_{\mathcal{W}}\) and to map any point \(\mathbf{z}\) in the input space onto the learned manifold approximation. Finally, we will show how to use this manifold learning and representation strategy for a variety of purposes including, projection onto a manifold, tracing paths on it, and classification.

We first consider a case of learning a manifold of codimension 1 from its noiseless samples (and thus will be working with a vector \(\mathbf{w}\) instead of the matrix \(\mathbf{W}\) ); we then generalize the method to easily learn manifolds of higher codimensions.

Consider a non-linear ( \(D-1\) )-dimensional manifold \(\mathcal{M} \subset \mathbb{R}^{D}\) given by its samples \(\mathbf{x}_{i} \in \mathcal{M}, i=\) \(1, \ldots, n_{\mathrm{X}}\). In the feature space \(\mathcal{H}\) induced by an appropriate kernel function \(\kappa(\cdot, \cdot)\), we will aim to
find a \(\mathbf{w} \in \mathcal{H}\) and \(b \in \mathbb{R}\) so that the hyperplane they describe \(\mathcal{W}=\left\{\phi \in \mathcal{H} \mid \mathbf{w}^{\mathrm{T}} \boldsymbol{\phi}=\mathrm{b}\right\}\) satisfies the following two conditions. First, we want the images in feature space of all the manifold's samples \(\mathbf{x}_{i}\) to lie in the hyperplane \(\mathcal{W}\), i.e. \(\mathbf{w}^{T} \Phi\left(\mathbf{x}_{i}\right)=\mathrm{b}\) for all \(i=1, \ldots, n_{\mathrm{X}}\). Second, without loss of generality, we wish to assume \(\|\mathbf{w}\|_{\mathcal{H}}^{2}=1\) to remove an arbitrary degree of freedom that merely scales \(\mathbf{w}\) and b without changing the described hyperplane. We note that in the case of multiple orthogonal directions this assumption translates into the requirement of their orthonormality, \(\mathbf{W}^{\mathrm{T}} \mathbf{W}=\mathbf{I}\), which we make to solve the problem efficiently.

Thus far, our problem is likely underdetermined. Particularly in high- or infinite-dimensional feature spaces there will be many possible hyperplanes containing the \(n_{\mathrm{X}}\) desired samples. To ensure the choice of a desirable hyperplane out of these, we should not only encourage \(\mathcal{W}\) to contain the image of the manifold, \(\Phi(\mathcal{M})\), but also to contain as little as possible of the rest of \(\mathcal{I}\) - the image of the input space \(\mathbb{R}^{D}\) under the mapping \(\boldsymbol{\Phi}\). To achieve this, we generate a second set of samples \(\mathbf{y}_{j} \in \mathbb{R}^{D}, j=1, \ldots, n_{\mathrm{Y}}\). While we will discuss the choice of these further, for now, we ask the reader to think of these as randomly generated samples of \(\mathbb{R}^{D}\) (e.g. from a Gaussian distribution) that are thus off-manifold samples almost surely. We then encourage desirable properties of \(\mathcal{W}\), i.e. that its normal \(\mathbf{w}\) aligns well with the rest of the space \(\mathcal{I}\), making \(\mathcal{W}\) itself avoid it, by maximizing \(\sum_{j=1}^{n_{Y}}\left\langle\mathbf{w}, \Phi\left(\mathbf{y}_{j}\right)\right\rangle^{2}\) subject to the two equality constraints above:
\[
\begin{aligned}
\max _{\mathbf{w}, \mathrm{b}} & \sum_{j=1}^{n_{\mathrm{Y}}}\left\langle\mathbf{w}, \Phi\left(\mathbf{y}_{j}\right)\right\rangle^{2} \\
\text { subject to } & \mathbf{w}^{T} \Phi\left(\mathbf{x}_{i}\right)=\mathrm{b}, \text { for all } i=1, \ldots, n_{\mathrm{X}}, \\
& \|\mathbf{w}\|_{\mathcal{H}}^{2}=1 .
\end{aligned}
\]

In the noisy case, when the samples \(\mathbf{x}_{i}\) can not be guaranteed to lie on the manifold exactly, the hard constraint \(\Phi\left(\mathbf{x}_{i}\right) \in \mathcal{W}\) may lead to poor results. To prevent this, we interchange the objective function and the constraint \(\|\mathbf{w}\|_{\mathcal{H}}^{2}=1\) in the problem and produce its equivalent formulation (provided the found solution is normalized afterwards) by minimizing \(\mathbf{w}^{T} \mathbf{w}=\|\mathbf{w}\|_{\mathcal{H}}^{2}\) subject to an
equality constraint on \(\sum_{j=1}^{n_{\mathrm{Y}}}\left\langle\mathbf{w}, \Phi\left(\mathbf{y}_{j}\right)\right\rangle^{2}\). We then relax the remaining constraint to obtain:
\[
\begin{align*}
\quad \min _{\mathbf{w}, \mathrm{b}} & \theta \sum_{i=1}^{n_{\mathrm{X}}}\left(\mathbf{w}^{\mathrm{T}} \Phi\left(\mathbf{x}_{i}\right)-\mathrm{b}\right)^{2}+(1-\theta) \mathbf{w}^{\mathrm{T}} \mathbf{w}  \tag{6.2}\\
\text { subject to } & \sum_{j=1}^{n_{\mathrm{Y}}}\left\langle\mathbf{w}, \Phi\left(\mathbf{y}_{j}\right)\right\rangle^{2}=\lambda
\end{align*}
\]
where the regularization parameter \(0 \leq \theta \leq 1\) specifies the desired level of adherence to noisy samples. By taking the derivative of the objective function with respect to b and setting it to 0 , the optimal value of b is found as \(\mathrm{b}=\mathbf{w}^{\mathrm{T}} \mathbf{m}\), where \(\mathbf{m}\) is the sample mean defined in Section 3.1.

We note that our proposed objective function resembles the least-squares formulation of the popular one-class Support Vectors Machines (LS-SVM) algorithm [49, 187]. One-class LS-SVM is not designed for manifold learning, but rather for classification of samples, when training examples are available for only one class. However, in its training process, instead of looking for a decision boundary, it attempts to fit a hyperplane (i.e. a subspace of codimension 1) as close as possible to the samples of interest. As we saw, this gives rise to a continuous manifold closely tracing the training samples in the input space. Like our method, the sought hyperplane is characterized in terms of its normal vector, thus resulting in an optimization problem similar to Eq. 6.2.

However, there are several essential differences between the one-class LS-SVM and KODA. First, in contrast to LS-SVM, we have designed our method to learn subspaces (and hence manifolds) of arbitrary codimensions, not just hyperplanes, which always give manifolds of codimension 1 (see Section ??). Hence, we may, for example, learn one-dimensional curves in \(\mathbb{R}^{3}\) just as easily as two-dimensional surfaces. Second, even more importantly, in our approach, we propose to use off-manifold samples \(\mathbf{y}_{j}\) to build and represent the solution instead of expanding it in the limited span of only the available training samples \(\mathbf{x}_{i}\), as done by LS-SVM (and most kernel-based algorithms for that matter). We will see in the experimental results that this choice of basis offers significant advantages: it enriches the set of normal vectors (and thus the manifold descriptions) we can potentially recover. In feature space, this means that we are not trying to build a normal to a subspace entirely out of points that should be contained in that subspace, an awkward, if not impossible, task. In the original space, for the Gaussian kernel for example, this corresponds
to being able to simply describe a manifold as a smooth level set of a sum of Gaussians centered off-manifold, rather than undertaking the impossible task of trying to describe the manifold as a smooth level set of Gaussians centered on the manifold itself. In fact, our method results in a more accurate manifold representation than the one achieved with LS-SVM (see Section 6.5.1).

In the next sections, we will show how the optimization problem of Eq. 6.2 can be efficiently solved via generalized matrix eigendecomposition. Furthermore, we will restate it in terms of two simple eigenproblems, which allows us to develop in Section 6.4 an effective incremental algorithm for processing large high-dimensional datasets.

\subsection*{6.2.2 Generalized Eigendecomposition for Finding W}

As in all kernel methods, we need to avoid explicitly working with \(\mathbf{w}\) in feature space. An advantage of introducing the additional off-manifold samples \(\mathbf{y}_{j}\) is that they provide a natural basis in which to express w. Other kernel methods (such as kernel SVM, PCA, and Ridge Regression) typically find the solution in the span of images of the training samples \(\Phi\left(\mathbf{x}_{i}\right)\), which is provably where their sought solutions lie. In our problem, however, we are looking for a vector \(\mathbf{w}\) orthogonal to a subspace containing the manifold samples, and therefore it may not necessarily lie in span \(\left[\Phi\left(\mathbf{x}_{i}\right)\right]\). Hence, we must introduce another basis for its expansion instead.

Our intended maximization of \(\sum_{j=1}^{n_{\mathrm{Y}}}\left\langle\mathbf{w}, \Phi\left(\mathbf{y}_{j}\right)\right\rangle^{2}\) indicates that \(\mathbf{w}\) should align well with the images \(\Phi\left(\mathbf{y}_{j}\right)\). In fact, for \(\theta=0\), the problem of Eq. 6.2 effectively becomes kernel PCA on the (uncentered) samples \(\mathbf{y}_{j}\). Thus, with \(\boldsymbol{\nu}\) standing for a vector of expansion coefficients, we will represent \(\mathbf{w}\) as:
\[
\begin{equation*}
\mathbf{w}=\sum_{j=1}^{n_{\mathrm{Y}}} \Phi\left(\mathbf{y}_{j}\right) \boldsymbol{\nu}_{j} \tag{6.3}
\end{equation*}
\]

Furthermore, it can be seen that the problem of finding a subspace in terms of its orthogonal components in a high-dimensional space is often ill-posed with an infinite number of solutions. In this case, we will see that the choice of the expansion points \(\mathbf{y}_{j}\) will implicitly specify the regularizing properties of our algorithm. This will be discussed further in Sections 6.3.2 and 6.3.3.

We now continue by reformulating our constrained minimization problem of Eq. 6.2 as the
equivalent generalized eigendecomposition and then solve it for the expansion coefficients \(\boldsymbol{\nu}\). With w assuming the form of Eq. 6.3 , we rewrite the problem of Eq. 6.2 in matrix notation as:
\[
\begin{aligned}
\min _{\boldsymbol{\nu}} & \theta \boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{XY}}^{\mathrm{T}}\left[\mathbf{I}-\frac{1}{n_{\mathrm{X}}} \mathbb{1} \mathbb{1}^{\mathrm{T}}\right] \mathbf{K}_{\mathrm{XY}} \boldsymbol{\nu}+(1-\theta) \boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{YY}} \boldsymbol{\nu} \\
\text { subject to } & \boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{YY}}^{2} \boldsymbol{\nu}=\lambda
\end{aligned}
\]
where the elements of kernel matrices \(\mathbf{K}_{\mathrm{XY}}\) and \(\mathbf{K}_{\mathrm{YY}}\) are defined as \(\left[\mathbf{K}_{\mathrm{XY}}\right]_{i, j}=\kappa\left(\mathbf{x}_{i}, \mathbf{y}_{j}\right)\) and \(\left[\mathbf{K}_{\mathrm{YY}}\right]_{i, j}=\kappa\left(\mathbf{y}_{i}, \mathbf{y}_{j}\right)\).

The optimal coefficients \(\boldsymbol{\nu}\) can now be found by solving for the eigenvector corresponding to the smallest non-zero eigenvalue in the generalized eigenproblem:
\[
\begin{equation*}
\left[\theta \mathbf{A}^{\mathrm{T}} \mathbf{A}+(1-\theta) \mathbf{B}\right] \boldsymbol{\nu}=\mathbf{B B} \boldsymbol{\nu} \boldsymbol{\Lambda} \tag{6.4}
\end{equation*}
\]
where we have defined \(\mathbf{A}=\left[\mathbf{I}-\frac{1}{n_{\mathbf{x}}} \mathbb{1} \mathbb{1}^{\mathrm{T}}\right] \mathbf{K}_{\mathrm{XY}}\) and \(\mathbf{B}=\mathbf{K}_{Y Y}\) for convenience.

\subsection*{6.2.2.1 Practical Reformulation of the Eigenproblem}

Finally, we show how the problem of finding the expansion coefficients \(\boldsymbol{\nu}\) can be cast and solved practically as two simple eigendecompositions. The advantages of such reformulation are eventually twofold. First, it will allow us to avoid recovering degenerate solutions from the potentially nonempty intersection of the null-spaces of the left- and right-hand sides of Eq. 6.4. Second, it will become crucial in the development of an incremental extension of our algorithm in Section 6.4.

Let us start by assuming that the points \(\mathbf{y}_{j}\) are sampled such that their images in feature space span an \(r\)-dimensional subspace with \(r \leq D_{\mathcal{H}}\). Thus, we may restrict the above problem to this subspace since the valid solution \(\mathbf{w}\) will necessarily lie in it. For this, we first compute the eigendecomposition of the Gram matrix \(\mathbf{B}=\mathbf{K}_{Y Y}=\boldsymbol{\beta} \boldsymbol{\Lambda}_{B} \boldsymbol{\beta}^{\mathrm{T}}\), where \(\boldsymbol{\beta}\) are the first \(r\) eigenvectors corresponding to the largest eigenvalues \(\boldsymbol{\Lambda}_{B}\) (by assumption, the remaining \(r+1, \ldots, n_{\mathrm{Y}}\) eigenvalues are effectively 0\()\). Then the matrix \(\Phi(\mathbf{Y})\) with columns \(\Phi\left(\mathbf{y}_{j}\right)\) is factorized via its SVD as:
\[
\begin{equation*}
\Phi(\mathbf{Y})=\underbrace{\left[\Phi(\mathbf{Y}) \boldsymbol{\beta} \boldsymbol{\Lambda}_{B}^{-1 / 2}\right]}_{\mathbf{U}_{r}} \underbrace{\left[\boldsymbol{\Lambda}_{B}^{1 / 2}\right]}_{\boldsymbol{\Sigma}_{r}} \underbrace{[\boldsymbol{\beta}]^{\mathrm{T}}}_{\mathbf{V}_{r}^{\mathrm{T}}} . \tag{6.5}
\end{equation*}
\]

We now may explicitly restrict \(\mathbf{w}\) to the span of the \(\Phi\left(\mathbf{y}_{j}\right)\) 's. We recall its definition given in Eq. 6.3, \(\mathbf{w}=\Phi(\mathbf{Y}) \boldsymbol{\nu}\), and note that due to the form of Eq. 6.5, any portion of \(\boldsymbol{\nu}\) orthogonal to \(\boldsymbol{\beta}\) (i.e. lying in the null-space of \(\Phi(\mathbf{Y})\) ) does not affect the final \(\mathbf{w}\). Therefore, we may look for an \(r \times 1\) vector of coefficients \(\widetilde{\boldsymbol{\nu}}\), such that \(\boldsymbol{\nu}=\boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\) (and thus \(\mathbf{w}=\Phi(\mathbf{Y}) \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\) ) instead of solving the problem of Eq. 6.4 for \(\boldsymbol{\nu}\) directly. Using these definitions, and noting that because \(\Phi(\mathbf{Y})=\Phi(\mathbf{Y}) \boldsymbol{\beta} \boldsymbol{\beta}^{T}\), we have \(\mathbf{A}=\mathbf{A} \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}}\), the problem of Eq. 6.4 becomes:
\[
\begin{gathered}
{\left[\theta \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{A}^{\mathrm{T}} \mathbf{A} \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}}+(1-\theta) \boldsymbol{\beta} \boldsymbol{\Lambda}_{B} \boldsymbol{\beta}^{\mathrm{T}}\right] \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}=\boldsymbol{\beta} \boldsymbol{\Lambda}_{B}^{2} \boldsymbol{\beta}^{\mathrm{T}} \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}} \boldsymbol{\Lambda},} \\
{\left[\theta \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{A}^{\mathrm{T}} \mathbf{A} \boldsymbol{\beta}+(1-\theta) \boldsymbol{\beta} \boldsymbol{\Lambda}_{B}\right] \widetilde{\boldsymbol{\nu}}=\boldsymbol{\beta} \boldsymbol{\Lambda}_{B}^{2} \widetilde{\boldsymbol{\nu}} \boldsymbol{\Lambda},}
\end{gathered}
\]
where we used the fact that the columns of \(\boldsymbol{\beta}\) are orthonormal, \(\boldsymbol{\beta}^{\mathrm{T}} \boldsymbol{\beta}=\mathbf{I}\). Since we are looking for a solution in span \((\boldsymbol{\beta})\), we may project this problem onto it by multiplying both sides of the above equation with \(\boldsymbol{\Lambda}_{B}^{-2} \boldsymbol{\beta}^{\mathrm{T}}\) on the left. This finally results in the following simple eigenproblem, which we solve for the eigenvector associated with the smallest eigenvalue:
\[
\begin{equation*}
\left[\theta \boldsymbol{\Lambda}_{B}^{-2} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{A}^{\mathrm{T}} \mathbf{A} \boldsymbol{\beta}+(1-\theta) \boldsymbol{\Lambda}_{B}^{-1}\right] \widetilde{\boldsymbol{\nu}}=\widetilde{\boldsymbol{\nu}} \boldsymbol{\Lambda} . \tag{6.6}
\end{equation*}
\]

We also note that since \(r \leq n_{\mathrm{Y}}\), the size of the above problem is likely reduced comparing to the original formulation in Eq. 6.4.

To finish, the sought \(\boldsymbol{\nu}\) is obtained by scaling \(\boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\) to satisfy the constraint \(\|\mathbf{w}\|_{\mathcal{H}}^{2}=1\), if desired: \(\boldsymbol{\nu}=\boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\left[\widetilde{\boldsymbol{\nu}}^{\mathrm{T}} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{B} \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\right]^{-1 / 2}\). Finally, we see that the optimal b can now be expressed entirely in terms of inner products as:
\[
\begin{equation*}
\mathrm{b}=\frac{1}{n_{\mathbf{x}}} \boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{XY}}^{\mathrm{T}} \mathbb{1} . \tag{6.7}
\end{equation*}
\]

\subsection*{6.2.3 Extending the Solution to Codimensions Greater Than One}

To generalize our method for manifolds of arbitrary codimensions in \(\mathbb{R}^{D}\), we specify \(n_{\mathrm{W}}\) normals to the affine subspace \(\mathcal{W}\) as columns of the matrix \(\mathbf{W}\), which leads to an optimization
problem similar to Eq. 6.2:
\[
\begin{align*}
\min _{\mathbf{W}, \mathbf{b}} & \theta \sum_{i=1}^{n_{\mathrm{X}}}\left\|\mathbf{W}^{\mathrm{T}} \Phi\left(\mathbf{x}_{i}\right)-\mathbf{b}\right\|^{2}+(1-\theta) \operatorname{trace}\left[\mathbf{W}^{\mathrm{T}} \mathbf{W}\right]  \tag{6.8}\\
\text { subject to } & \operatorname{trace}\left[\mathbf{W}^{\mathrm{T}} \Phi(\mathbf{Y}) \Phi(\mathbf{Y})^{\mathrm{T}} \mathbf{W}\right]=\lambda
\end{align*}
\]

The matrix \(\mathbf{W}=\Phi(\mathbf{Y}) \boldsymbol{\nu}=\Phi(\mathbf{Y}) \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\) is then found by solving the same eigenproblem of Eq. 6.4, but now for the \(n_{\mathrm{W}}\) eigenvectors corresponding to the smallest nonzero eigenvalues arranged in the matrix \(\widetilde{\boldsymbol{\nu}}\). The resulting matrix of expansion coefficients \(\boldsymbol{\nu}\) is then properly normalized as above, \(\boldsymbol{\nu}=\boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\left[\widetilde{\boldsymbol{\nu}}^{\mathrm{T}} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{B} \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}\right]^{-1 / 2}\), to make the columns of \(\mathbf{W}\) orthonormal as we desired. The expression for \(\mathbf{b}\), now an \(n_{\mathrm{W}} \times 1\) vector, remains exactly the same as in Eq. 6.7.

\subsection*{6.3 Analysis of the Manifold Description}

In this section, we will conduct a brief analysis of the form of the solution returned by our proposed KODA algorithm, similar to the discussion of kernel PCA in Sections 3.2 and 3.3. Specifically, we will see that the manifold \(\mathcal{M}\) is learned in terms of level sets of certain continuous functions \(g_{k}\), which guarantees the continuity of our manifold representation. Moreover, our corresponding functional \(J_{\mathcal{W}}\), that approximates distance to the manifold, will also have a smooth, continuous set of minimizers. This will help with interpolation along and mapping smoothly onto the manifold. Furthermore, we will discuss the implications of the choice of the kernel function \(\kappa\) and of the expansion basis \(\mathbf{y}_{j}\).

\subsection*{6.3.1 Resulting Description of the Manifold}

Having found optimal \(\boldsymbol{\nu}\) and \(\mathbf{b}\), we can describe the manifold as the solution to the system of non-linear equations:
\[
\begin{equation*}
g_{k}(\mathbf{z})=b_{k} \text { for } k=1, \ldots, n_{\mathrm{W}} \tag{6.9}
\end{equation*}
\]
where each function \(g_{k}(\mathbf{z})\) takes the form:
\[
\begin{equation*}
g_{k}(\mathbf{z})=\left\langle\mathbf{w}_{k}, \Phi(\mathbf{z})\right\rangle_{\mathcal{H}}=\sum_{j=1}^{n_{\mathrm{Y}}} \boldsymbol{\nu}_{j, k} \kappa\left(\mathbf{y}_{j}, \mathbf{z}\right) \tag{6.10}
\end{equation*}
\]

Specifically, for codimension 1, the manifold is learned as the level set of a single function \(g\). We note that, in computer graphics, this is a common way to represent continuous surfaces in three dimensions reconstructed from their point-cloud samples [37, 112]. In fact, our method bears striking similarity with the methods of RBF interpolation [37]. However, it can operate on unorganized point-cloud data, does not require estimating normals to the surface, and can be applied to reconstruct continuous manifolds of any dimension in any space. For higher codimensions \(\bar{d}_{\mathrm{W}}\), our approach describes the manifold as the intersection of several such level sets, each itself a manifold of codimension 1 (see Fig. 6.7). Indeed, assuming that the codimension 1 manifolds defined by each constraint intersect appropriately, our approximation will have the right codimension in the original space. (If they do not intersect, we may end up with a lower-dimensional manifold.)

We use the functions \(g_{k}\) to define an analog of \(J_{\mathcal{U}}\), which approximates the distance to the manifold. However, in contrast to \(J_{\mathcal{U}}\), which approximated this distance as the distance to the lowdimensional subspace \(\mathcal{U}\) in feature space, we now approximate it as the distance to the subspace \(\mathcal{W}\) having low codimension:
\[
\begin{align*}
J_{\mathcal{W}}(\mathbf{z}) & =d_{\mathcal{H}}^{2}(\Phi(\mathbf{z}), \mathcal{W})=\left\|\mathbf{W} \mathbf{W}^{\dagger} \Phi(\mathbf{z})-\left(\mathbf{W}^{\dagger}\right)^{\mathrm{T}} \mathbf{b}\right\|_{\mathcal{H}}^{2} \\
& =\left[\mathbf{W}^{\mathrm{T}} \Phi(\mathbf{z})-\mathbf{b}\right]^{\mathrm{T}}\left[\boldsymbol{\nu}^{\mathrm{T}} \mathbf{B} \boldsymbol{\nu}\right]^{-1}\left[\mathbf{W}^{\mathrm{T}} \Phi(\mathbf{z})-\mathbf{b}\right] \\
& =[\mathbf{g}(\mathbf{z})-\mathbf{b}]^{\mathrm{T}}\left[\boldsymbol{\nu}^{\mathrm{T}} \mathbf{B} \boldsymbol{\nu}\right]^{-1}[\mathbf{g}(\mathbf{z})-\mathbf{b}], \tag{6.11}
\end{align*}
\]
where \(\mathbf{g}(\mathbf{z}) \in \mathbb{R}^{n_{\mathrm{W}}}\) is the vector of values \(g_{k}(\mathbf{z})\), and \(\mathbf{W}^{\dagger}=\left(\mathbf{W}^{\mathrm{T}} \mathbf{W}\right)^{-1} \mathbf{W}^{\mathrm{T}}\) is the Moore-Penrose pseudoinverse of \(\mathbf{W}\). The functional \(J_{\mathcal{W}}\) is a simple quadratic form in \(\mathbf{g}(\mathbf{z})\), which can be easily computed in the input space. We minimize it, for example with steepest gradient descent, to map a point onto our learned continuous approximation of the manifold. Using the definition of \(\mathbf{g}\) in Eq. 6.10, the gradient of this functional is expressed as:
\[
\nabla J_{\mathcal{W}}(\mathbf{z})=2\left[\mathbf{k}_{\mathrm{Yz}}^{\prime} \boldsymbol{\nu}-\mathbf{k}_{\mathrm{X}_{z}}^{\prime} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{\mathrm{XY}} \boldsymbol{\nu}\right]\left[\boldsymbol{\nu}^{\mathrm{T}} \mathbf{B} \boldsymbol{\nu}\right]^{-1}\left[\boldsymbol{\nu}^{\mathrm{T}} \mathbf{k}_{\mathrm{Yz}}-\boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{X} Y}^{\mathrm{T}} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{\mathrm{XZ}}-\mathbf{b}\right]
\]
where the vectors \(\mathbf{k}_{\mathrm{Xz}_{z}}\) and \(\mathbf{k}_{\mathrm{Yz}_{\mathrm{z}}}\) are defined with the entries \(\left[\mathbf{k}_{\mathrm{X}_{\mathrm{z}}}\right]_{i}=\kappa\left(\mathbf{x}_{i}, \mathbf{z}\right)\) and \(\left[\mathbf{k}_{\mathrm{Yz}_{\mathrm{z}}}\right]_{j}=\kappa\left(\mathbf{y}_{j}, \mathbf{z}\right)\) and \(\mathbf{k}_{\mathrm{X}_{\mathrm{Z}}}^{\prime}\) and \(\mathbf{k}_{\mathrm{Y}_{\mathrm{Z}}}^{\prime}\) are respectively \(D \times n_{\mathrm{X}}\) and \(D \times n_{\mathrm{Y}}\) matrices of derivatives with columns \(\left[\mathbf{k}_{\mathrm{Xz}}^{\prime}\right]_{(;, i)}=\)
\(\nabla_{\mathbf{z}} \kappa\left(\mathbf{x}_{i}, \mathbf{z}\right)\) and \(\left[\mathbf{k}_{\mathrm{Y}_{\mathbf{z}}}^{\prime}\right]_{(:, j)}=\nabla_{\mathbf{z}} \kappa\left(\mathbf{y}_{j}, \mathbf{z}\right)\) for \(i=1, \ldots, n_{\mathrm{X}}, j=1, \ldots, n_{\mathrm{Y}}\)
We now compare the functional \(J_{\mathcal{W}}\) with the analogous term for KPCA, \(J_{\mathcal{U}}\), which defines the squared distance to the principal subspace \(\mathcal{U}\) [174] (see Section 3.3.2 and Eq. 5.6). For this, we first recall the definition of Eq. 3.5 that expresses the inner products with the \(k^{\text {th }}\) principal component of \(\mathcal{U}\) as a certain function \(f_{k}(\cdot)\) for \(k=1, \ldots, d_{\mathcal{U}}\) :
\[
\begin{equation*}
f_{k}(\mathbf{z})=\left\langle\mathbf{u}_{k}, \Phi(\mathbf{z})\right\rangle_{\mathcal{H}}=\sum_{i=1}^{n_{\mathbf{X}}} \boldsymbol{\alpha}_{i, k} \kappa\left(\mathbf{x}_{i}, \mathbf{z}\right) \tag{6.12}
\end{equation*}
\]

Using this form of the KPCA solution as a linear combination of kernels supported on data samples, the distance approximating functional \(J_{\mathcal{U}}\) becomes:
\[
\begin{align*}
J_{\mathcal{U}}(\mathbf{z}) & =\left\|\Phi(\mathbf{z})-P_{\mathcal{U}}(\mathbf{z})\right\|_{\mathcal{H}}^{2}=\left\|\Phi(\mathbf{z})-\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \Phi(\mathbf{X})^{\mathrm{T}} \Phi(\mathbf{z})-\left[\mathbf{I}-\Phi(\mathbf{X}) \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \Phi(\mathbf{X})^{\mathrm{T}}\right] \mathbf{m}\right\|_{\mathcal{H}}^{2} \\
& =\kappa(\mathbf{z}, \mathbf{z})-2 \frac{1}{n_{\mathrm{X}}} \sum_{i=1}^{n_{\mathrm{X}}} \kappa\left(\mathbf{z}, \mathbf{x}_{i}\right)+\frac{1}{n_{\mathrm{X}}^{2}} \sum_{i, j=1}^{n_{\mathrm{X}}} \kappa\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-\sum_{k=1}^{d_{\mathcal{U}}}\left[f_{k}(\mathbf{z})-\frac{1}{n_{\mathrm{X}}} \sum_{i=1}^{n_{\mathrm{X}}} f_{k}\left(\mathbf{x}_{i}\right)\right]^{2}, \tag{6.13}
\end{align*}
\]

For the Gaussian kernel, for example, \(\kappa(\mathbf{z}, \mathbf{z})=1\) for all \(\mathbf{z}\). The terms in Eq. 6.13 that depend on \(\mathbf{z}\) thus comprise a sum of Gaussians. Thus, we see from the form of Eq. 6.13 that \(J_{\mathcal{U}}\) will necessarily have multiple discrete optima along the manifold, centered at each of the manifold data samples \(\mathbf{x}_{i}\) for any finite number of principal components \(d_{\mathcal{U}}\). Meanwhile, having \(J_{\mathcal{W}}\) 's support vectors off-manifold allows for a level set of this function to smoothly connect the various manifold samples \(\mathbf{x}_{i}\). We compare both functionals, \(J_{\mathcal{U}}\) and \(J_{\mathcal{W}}\), in Fig. 6.3, where we learn a clover leaf shaped manifold using KPCA and our method.

\subsection*{6.3.2 Algorithm Interpretation as a Function Minimization}

We now present an interpretation of our solution in terms of an equivalent function optimization problem, similar to the one conducted for KPCA in Section 3.3.2. Defining \(g\) as above, and following the approach of Chapter 4 of [174], the problem in Eq. 6.2 can easily be expressed as:
\[
\begin{align*}
\qquad \min _{g \in \mathcal{A}} & \theta \sum_{i=1}^{n_{\mathrm{X}}}\left[g\left(\mathbf{x}_{i}\right)-\frac{1}{n_{\mathrm{X}}} \sum_{j=1}^{n_{\mathrm{X}}} g\left(\mathbf{x}_{j}\right)\right]^{2}+(1-\theta)\|g\|_{\mathcal{H}}^{2}  \tag{6.14}\\
\text { subject to } & \sum_{j=1}^{n_{\mathrm{Y}}}\left[g\left(\mathbf{y}_{j}\right)\right]^{2}=1 .
\end{align*}
\]


Figure 6.3: Top row: Level curves of the KPCA solutions, \(f_{k}(\mathbf{z})\), corresponding to different principal components and the surface of \(g(\mathbf{z})\) learned with our algorithm. Bottom row: Level curves of \(\log _{10} J_{\mathcal{U}}\) corresponding to subspaces \(\mathcal{U}\) built from the first \(k\) principal components: \(f_{1}, \ldots, f_{k}\) and level curves of \(\log _{10} J_{\mathcal{W}}\) resulting from our solution. Increasing the dimension of \(\mathcal{U}\) results in smoother but nevertheless discontinuous approximations with several discrete minimizers of \(J_{\mathcal{U}}\). The set of minimizers of \(J_{\mathcal{W}}\) is continuous and accurately approximates the manifold.
where \(\mathcal{A}\) is the set of all functions of the form \(g(\mathbf{z})=\sum_{j=1}^{n_{Y}} \boldsymbol{\nu}_{j} \kappa\left(\mathbf{y}_{j}, \mathbf{z}\right)\) for \(\boldsymbol{\nu} \in \mathbb{R}^{n_{\mathrm{Y}}}\) and \(\|\cdot\|_{\mathcal{H}}\) is a function norm that depends on our choice of kernel. As in other kernel methods, this \(\|g\|_{\mathcal{H}}^{2}\) term acts as a kernel-dependent regularization on the function \(g\). For example, as was noted in Section 3.3.2, for the Gaussian kernel, minimizing this norm effectively penalizes high-frequency components in the function \(g\).

Now, examining Eq. 6.14, we see that for this kernel we can interpret our solution \(g\) as that function that can be built from Gaussians centered on the provided samples \(\mathbf{y}_{j}\), which is most constant on the given manifold samples \(\mathbf{x}_{i}\) and has lowest high-frequency energy overall. This last requirement encourages us to pick the least oscillatory \(g\) that satisfies our other requirements. Furthermore, larger values of the bandwidth parameter \(\sigma\) result in even smoother solutions and can
help to avoid overfitting noisy samples. A trivial solution (such as the zero function) is prevented by the constraint.

To compare with similar analysis of the KPCA solution (see Chapter 4 in [174]), the KPCA solution \(f\) is the minimum norm (i.e. the least oscillatory) function that varies adequately on the manifold samples. Thus, \(f\) is good for producing a low-dimensional embedding of the data samples while varying smoothly along the manifold, but if we'd like a function that takes a constant value along the manifold and a different one elsewhere, we need \(g\).

Furthermore, the user's choice of \(\theta\) controls the tradeoff between trying to fit all the data in a single level set of \(g\), i.e. exactly on the estimated manifold, and having a smoother function \(g\), i.e. a smoother manifold. It can be set according to the perceived noise level, particularly to avoid overfitting noisy data. Also, as was noted above, for \(\theta=0\), the optimization problem of Eq. 6.2 reduces to performing kernel PCA on the (uncentered) set of expansion vectors \(\mathbf{y}_{j}\). Without the regularization, an admissible solution easily results in overfitting on the set of noisy manifold samples. Allowing both terms in Eq. 6.2 favors a smooth solution that also fits the manifold.

Finally, we note that the choice of kernel and of the expansion vectors \(\mathbf{y}_{j}\) is critical in determining the set of possible approximations of the manifold. By selecting more closely spaced expansion samples for example, we can ensure a higher-quality approximation. In the next section, we will focus closer on the problem of choosing proper \(\mathbf{y}_{j}\) 's and then propose an efficient incremental updating algorithm to allow for using large sets of expansion points.

\subsection*{6.3.3 Choosing the Support Vectors for the Expansion of the Normals}

As noted above, we seek the expansion of the normal vector \(\mathbf{w}\) in a specifically constructed basis rather than in the span of the training manifold samples \(\mathbf{x}_{i}\), and this constitutes one of the main differences of our method with other kernel algorithms, such as KPCA [143] or LS-SVM [49]. In this section we discuss an effective way of choosing the support vectors \(\mathbf{y}_{j}\) for this expansion.

In our approach, we will rely on partial knowledge about \(\mathcal{U}\), the best dataset-approximating subspace in the least-squares sense, which is conveniently provided by KPCA in the form of its
principal components \(\mathbf{U}\). The desired vector \(\mathbf{w}\) for our representation by definition has to be orthogonal to this subspace so that \(\mathcal{W}\) can contain \(\mathcal{U}\) and thus approximate the data well. Therefore, our strategy for selecting the \(\mathbf{y}_{j}\) 's will be to attempt to construct a partial basis for the orthogonal compliment of \(\mathcal{U}\) and then to expand \(\mathbf{w}\) with respect to it. We note that, in general, \(\mathcal{U}^{\perp}\) may be infinite-dimensional, and thus constructing an exact basis for it may be impossible.

To motivate our approach for choosing the expansion vectors \(\mathbf{y}_{j}\), let us set \(\theta=0\) and consider only the regularization term on the left-hand side of Eq. 6.4. The restricted optimization problem, in this case, reduces to a simple eigendecomposition of the kernel matrix \(\mathbf{B}=\mathbf{K}_{Y Y}\) (see Section 6.2.2), which is equivalent to performing uncentered kernel PCA on the samples \(\mathbf{y}_{j}\). Therefore, in order to obtain a desired vector \(\mathbf{w} \in \mathcal{U}^{\perp}\) we may aim to reverse-engineer the KPCA solution and choose the \(\mathbf{y}_{j}\) 's such that their images in feature space will make the leading eigenvectors of \(\mathbf{B}\) align with the directions orthogonal to \(\mathcal{U}\). Obviously, there is no unique solution to this problem: many (higher-order) distributions of \(\mathbf{y}_{j}\) may share the same covariance operators and thus be invariant under the kernel PCA procedure. Here we propose a very simple, yet effective approach that plays well with the machinery of kernel trick, which is essential to our method.

Specifically, we will generate a number of points uniformly at random in the original space, \(\mathbf{y} \sim \operatorname{unif}\left(\mathbf{y}_{\text {min }}, \mathbf{y}_{\text {max }}\right)\), and then retain only a fraction of them with probability \(p(\mathbf{y})\). To align \(\mathbf{y}\) with the orthogonal compliment \(\mathcal{U}^{\perp}\), we define \(p(\mathbf{y})\) to be reciprocal to the length of the normalized projection of \(\mathbf{y}\) onto \(\mathcal{U}\). Furthermore, to penalize selection of points lying far from the manifold, we scale this probability by the value of their inner products with \(\Phi(\mathbf{X}) \boldsymbol{\mu}\) - the offset of \(\mathcal{U}\), which finally results in:
\[
\begin{align*}
p(\mathbf{y}) & =\underbrace{\left|\frac{\langle\Phi(\mathbf{y}), \Phi(\mathbf{X}) \boldsymbol{\mu}\rangle_{\mathcal{H}}}{\|\Phi(\mathbf{y})\|_{\mathcal{H}}\|\Phi(\mathbf{X}) \boldsymbol{\mu}\|_{\mathcal{H}}}\right|}_{\text {Favors } \mathbf{y} \text { close to } \mathcal{M}} \underbrace{\|\mathbf{y}\|_{\mathcal{H}}}_{\text {Favors } \Phi(\mathbf{y}) \in \mathcal{U} \perp}]  \tag{6.15}\\
& =\left|\frac{\langle\Phi(\mathbf{y}), \Phi(\mathbf{X}) \boldsymbol{\mu}\rangle_{\mathcal{H}}}{\|\Phi(\mathbf{y})\|_{\mathcal{H}}\|\Phi(\mathbf{X}) \boldsymbol{\mu}\|_{\mathcal{H}}}\right| \cdot\left(1-\sqrt{\frac{[\Phi(\mathbf{y})]^{\mathrm{T}} \mathbf{U U}^{\mathrm{T}} \Phi(\mathbf{y}) \|_{\mathcal{H}}}{\|\Phi(\mathbf{y})\|^{2}}}\right) \\
& =\left|\frac{\mathbf{k}_{\mathrm{X} \mathbf{y}}^{\mathrm{T}} \boldsymbol{\mu}}{\sqrt{\kappa(\mathbf{y}, \mathbf{y})} \sqrt{\boldsymbol{\mu}^{\mathrm{T}} \mathbf{K}_{\mathrm{XX}} \boldsymbol{\mu}}}\right| \cdot\left(1-\sqrt{\frac{\mathbf{k}_{\mathrm{X} \mathrm{y}}^{\mathrm{T}} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{\mathrm{Xy}}}{\kappa(\mathbf{y}, \mathbf{y})}}\right),
\end{align*}
\]
where \(\mathbf{k}_{\mathrm{Xy}}\) is an \(n_{\mathrm{X}} \times 1\) vector with entries \(\left[\mathbf{k}_{\mathrm{Xy}}\right]_{i}=\kappa\left(\mathbf{x}_{i}, \mathbf{y}\right)\). Even though \(p(\mathbf{y})\) is defined in feature space, it can be easily computed in terms of inner products and kernelized. We plot examples of the level curves of \(p(\mathbf{y})\) corresponding to learning the manifolds with Gaussian kernels in Fig. 6.4. The boundaries \(\mathbf{y}_{\text {min }}\) and \(\mathbf{y}_{\text {max }}\) in the initial uniform distribution of \(\mathbf{y}\) can be chosen empirically to include the manifold samples and to ensure that \(p(\mathbf{y})\) decays sufficiently beyond them. We summarize this procedure of generating \(\mathbf{y}_{j}\) 's in the following Algorithm.
```

Algorithm 3 Generation of Expansion Vectors $\mathbf{y}_{j}$, GETY
$\overline{\text { Input: Manifold samples } \mathbf{X} \text {, kernel } \kappa \text {, expansion coefficients } \boldsymbol{\alpha} \text { and } \boldsymbol{\mu} \text {, number of expansion vectors }}$
to generate $n_{\mathrm{Y}}$, and the boundaries $\mathbf{y}_{\text {min }}$ and $\mathbf{y}_{\text {max }}$.
Output: Set of expansion vectors $\mathbf{Y}$.
$\mathbf{K} \leftarrow \kappa(\mathbf{X}, \mathbf{X})$
$i \leftarrow 0$
while $i<n_{\mathrm{Y}}$ do
$\mathbf{y} \leftarrow \operatorname{unif}\left(\mathbf{y}_{\text {min }}, \mathbf{y}_{\text {max }}\right) \quad \triangleright$ Sample $\mathbf{y}$ from a uniform distribution.
$\mathbf{k}_{\mathrm{Xy}} \leftarrow \kappa(\mathbf{X}, \mathbf{y}) ; \mathrm{k}_{\mathrm{yy}} \leftarrow \kappa(\mathbf{y}, \mathbf{y})$
$p(\mathbf{y})=\left|\frac{\mathbf{k}_{\mathrm{K}_{\mathrm{X}}}^{\mathrm{T}} \boldsymbol{\mu}}{\sqrt{\mathrm{k}_{\mathrm{yy}}} \sqrt{\boldsymbol{\mu}^{\mathrm{T}} \mathbf{K} \boldsymbol{\mu}}}\right| \cdot\left(1-\sqrt{\frac{\mathbf{k}_{\mathrm{X} \mathbf{y}}^{\mathrm{T}} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{k}_{\mathbf{k}_{\mathrm{X}}}}{\mathrm{k}_{\mathrm{yy}}}}\right)$
if $p(\mathbf{y})<$ unif $(0,1)$ then $\quad \triangleright$ Keep $\mathbf{y}$ with probability $p(\mathbf{y})$.
$i \leftarrow i+1$
$\mathbf{Y}_{(:, i)} \leftarrow \mathbf{y} \quad \triangleright$ Update the resulting set.
end if
end while

```

Moreover, we found that explicitly ensuring that the resulting subspace \(\mathcal{W}\) will contain \(\mathcal{U}\) often allows us to achieve good results of approximation faster. For this, we write its normals as \(\mathbf{W}=\) \(\left(\mathbf{I}-\mathbf{U U}^{\mathrm{T}}\right) \Phi(\mathbf{Y}) \boldsymbol{\nu}\) and then solve the problem of Eq. 6.2 as before. This yields the same generalized eigenproblem of Section 6.2.1 for \(\boldsymbol{\nu}\), but now with new \(\mathbf{A}=\left[\mathbf{I}-\frac{1}{n_{\mathrm{X}}} \mathbb{1} \mathbb{1}^{\mathrm{T}}\right]\left[\mathbf{I}-\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{\mathrm{XX}}\right] \mathbf{K}_{\mathrm{XY}}\) and \(\mathbf{B}=\mathbf{K}_{Y Y}-\mathbf{K}_{\mathrm{XY}}^{\mathrm{T}} \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{X Y}\). The vector \(\mathbf{b}\) is then: \(\mathbf{b}=\mathbf{W}^{\mathrm{T}} \mathbf{m}=\boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{X} Y}^{\mathrm{T}} \boldsymbol{\mu}\).



Figure 6.4: Examples of level curves of \(p(\mathbf{y})\) scaled to the range \([0,1]\) with dark red values corresponding to higher probabilities of choosing a particular expansion point. Notice that weighted "Gaussian bumps" placed in the areas where \(p(\mathbf{y})\) attains higher values are likely to define functions \(g\) whose level sets will be aligned with the manifolds.

\subsection*{6.4 Incremental Algorithm for Efficient Processing of Large Datasets}

In this section, we will develop an incremental extension of our KODA algorithm similar to the incremental KPCA of [48]. It will allow us to work with large sets of training samples \(\mathbf{x}_{i}\) and use more support vectors \(\mathbf{y}_{j}\), significantly improving their representational capabilities. For this, we will effectively treat the decomposition of the kernel matrix \(\mathbf{K}_{Y Y}\) in KODA as a special case of the incremental eigendecomposition procedure outlined in Section 3.4.2, although without centering. Then we will adapt the same idea for incremental updates of the expansion coefficients \(\boldsymbol{\nu}\) when additional points \(\mathbf{y}_{j}\) are supplied.

The workflow of our proposed incremental KODA is outlined in Algorithm 4. Here we assume that the training samples of the manifold are supplied successively in the form of \(N\) batches \(\mathbf{X}^{(i)}\) and used to update the KPCA representation \(\boldsymbol{\alpha}\) and \(\boldsymbol{\varepsilon}\) (line 4) via the incremental eigendecomposition with centering. The basis \(\Phi(\widetilde{\mathbf{X}}) \boldsymbol{\alpha}\) is then reorthogonalized in line 6 by projecting it onto the SVD basis to account for possible loss of orthogonality during the greedy reduced set compression (see Section 3.4.1 and Appendix C). We note that the vectors \(\boldsymbol{\alpha}\) are not normalized, thus allowing us to express the singular values of \(\mathbf{K}_{\mathrm{XX}}=\kappa(\widetilde{\mathbf{X}}, \widetilde{\mathbf{X}})\) as \(\boldsymbol{\Sigma}=\left(\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{\mathrm{XX}} \boldsymbol{\alpha}\right)^{1 / 2}\) in Algorithm 6.

Likewise, the support vectors for \(\mathbf{w}\) are generated on every iteration as \(\mathbf{Y}^{(i)}\) and the basis for their span is updated in \(\boldsymbol{\beta}\). Note that this is achieved via an uncentered version of the eigendecomposition subroutine in line 9 of Algorithm 4. Now, using the same idea of low-rank
```

Algorithm 4 Incremental KODA
Input: Manifold samples arranged in $N$ batches $\mathbf{X}^{(i)}$, kernel $\kappa$, regularization parameter $\theta$, number
of new expansion vectors to be generated on each step $n_{\mathrm{Y}}$ and the boundaries $\mathbf{y}_{\text {min }}$ and $\mathbf{y}_{\text {max }}$.
Output: Sets of expansion vectors $\widetilde{\mathbf{X}}$ and $\widetilde{\mathbf{Y}}$, representation coefficients $\boldsymbol{\alpha}, \boldsymbol{\varepsilon}, \boldsymbol{\nu}, \mathbf{b}$.
$\widetilde{\mathbf{X}} \leftarrow \emptyset, \boldsymbol{\alpha} \leftarrow \emptyset, \boldsymbol{\Sigma} \leftarrow \emptyset, \varepsilon \leftarrow \emptyset \quad \triangleright$ Initialization
$\widetilde{\mathbf{Y}} \leftarrow \emptyset, \boldsymbol{\beta} \leftarrow \emptyset$
for $i=1, \ldots, N$ do
$[\boldsymbol{\alpha}, \boldsymbol{\varepsilon}] \leftarrow \mathrm{iEIG}_{\text {cnt }}\left(\widetilde{\mathbf{X}}, \boldsymbol{\alpha}, \varepsilon, \mathbf{X}^{(i)}\right) \quad \triangleright$ KPCA. See Appendix B
$\left[\widetilde{\mathbf{X}},\left[\begin{array}{ll}\boldsymbol{\alpha} & \boldsymbol{\varepsilon}\end{array}\right]\right] \leftarrow$ RS_Exp $\left(\left[\begin{array}{ll}\widetilde{\mathbf{X}} & \mathbf{X}^{(i)}\end{array}\right],\left[\begin{array}{ll}\boldsymbol{\alpha} & \boldsymbol{\varepsilon}\end{array}\right]\right) \quad \triangleright$ See Appendix C.
$\boldsymbol{\alpha} \leftarrow$ ORTH $(\widetilde{\mathbf{X}}, \boldsymbol{\alpha}) \quad \triangleright$ Orthogonalize the basis.
$\boldsymbol{\mu} \leftarrow\left(\mathbf{I}-\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}\right) \boldsymbol{\varepsilon}$
$\mathbf{Y} \leftarrow \operatorname{GETY}\left(\mathbf{X}, \boldsymbol{\alpha}, \boldsymbol{\mu}, \mathbf{y}_{\text {min }}, \mathbf{y}_{\text {max }}, n_{\mathrm{Y}}\right) \quad \triangleright$ Generate new $\mathbf{Y}$. See Algorithm 3.
$[\boldsymbol{\beta}] \leftarrow \mathrm{iEIG}_{\text {unc }}(\widetilde{\mathbf{Y}}, \boldsymbol{\beta}, \mathbf{Y}) \quad \triangleright$ Uncentered; see Sec. 3.4.2.
$[\widetilde{\mathbf{Y}}, \boldsymbol{\beta}] \leftarrow$ RS_EXP $\left(\left[\begin{array}{ll}\widetilde{\mathbf{Y}} & \mathbf{Y}\end{array}\right], \boldsymbol{\beta}\right) \quad \triangleright$ See Appendix C.
$\boldsymbol{\beta} \leftarrow \operatorname{ORTH}(\tilde{\mathbf{Y}}, \boldsymbol{\beta}) \quad \triangleright$ Orthogonalize the basis.
$\mathbf{K}_{Y Y} \leftarrow \kappa(\widetilde{\mathbf{Y}}, \widetilde{\mathbf{Y}})$
$\boldsymbol{\Sigma} \leftarrow\left[\boldsymbol{\beta}^{\mathrm{T}} \mathbf{K}_{\mathrm{YY}} \boldsymbol{\beta}\right]^{1 / 2} \quad \triangleright$ Updated singular values.
$\mathbf{K}_{\mathrm{XX}} \leftarrow \kappa(\widetilde{\mathbf{X}}, \widetilde{\mathbf{X}}), \mathbf{K}_{\mathrm{XY}} \leftarrow \kappa(\widetilde{\mathbf{X}}, \widetilde{\mathbf{Y}})$
$\mathbf{A} \leftarrow \boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{\mathrm{XY}} \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}}$
$\widetilde{\boldsymbol{\nu}} \leftarrow \operatorname{EIG}_{s m}\left(\theta \boldsymbol{\Lambda}_{B}^{-2} \boldsymbol{\beta}^{\mathrm{T}} \mathbf{A}^{\mathrm{T}} \mathbf{A} \boldsymbol{\beta}+(1-\theta) \boldsymbol{\Lambda}_{B}^{-1}\right) \quad \triangleright$ Retain the smallest eigenvectors.
$\boldsymbol{\nu} \leftarrow \boldsymbol{\beta} \widetilde{\boldsymbol{\nu}}, \mathbf{b} \leftarrow \boldsymbol{\nu}^{\mathrm{T}} \mathbf{K}_{\mathrm{X} Y}^{\mathrm{T}} \boldsymbol{\varepsilon}$
end for
function $\operatorname{ORTH}(\mathbf{X}, \boldsymbol{\alpha})$
$\mathbf{K} \leftarrow \kappa(\mathbf{X}, \mathbf{X})$
$\left[\mathbf{u}, \mathbf{s}, \mathbf{v}^{\mathrm{T}}\right] \leftarrow \operatorname{SVD}\left(\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K} \boldsymbol{\alpha}\right)$
return $\alpha \leftarrow \mathbf{u} \alpha$
end function

```
representation as in Eq. 6.5, the matrix \(\mathbf{A}\) can be approximated (up to the number of retained principal components of \(\mathcal{U}, d_{\mathcal{U}}\), and the numerical rank of \(\left.\Phi(\mathbf{Y}), r\right)\) as: \(\mathbf{A}=\boldsymbol{\alpha} \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{\mathrm{XY}} \boldsymbol{\beta} \boldsymbol{\beta}^{\mathrm{T}}\).

To illustrate our incremental KODA algorithm with an example, we consider learning a simple clover-leaf shaped manifold in \(\mathbb{R}^{2}\) from its noisy samples. On each step of iterations, we generate 50 new points \(\mathbf{y}_{j}\) for expanding the normal vector \(\mathbf{w}\) and plot the values of the corresponding functionals \(J_{\mathcal{W}}\) in Fig. 6.5. Note how the set of minima of \(J_{\mathcal{W}}\) (dark blue lines) start to better approximate the manifold when more support vectors are added to the expansion.


Figure 6.5: Evolution of the clover leaf-shaped manifold representation learned from noisy samples with the proposed incremental KODA algorithm (please see Fig. 6.4 for the original manifold and its samples). On each iteration, another 50 points \(\mathbf{y}_{j}\) are generated according to \(p(\mathbf{y})\) in Eq. 6.4 and added to the solution. Note how the level curves of \(J_{\mathcal{W}}\) plotted here gradually approximate the desired manifold; darker blue lines correspond to lower values of \(J_{\mathcal{W}}\).

Finally, we want to emphasize that our incremental KODA algorithm can be implemented with any method for parsimonious vector representation in kernel spaces, such as [29, 48, 79, 171], if desired. The greedy approximation algorithm of [174] (see Section 3.4.1 for more details), however, has shown good results in our experiments and has been used throughout this work. We also note that Algorithm 4 can be easily modified for performing all KODA-related operations after the entire dataset of manifold samples has been processed and the KPCA basis has been learned, as well as generalized to potentially have different numbers of data batches \(\mathbf{X}^{(i)}\) and batches of generated expansion points \(\mathbf{Y}^{(j)}\).

\subsection*{6.5 Experiments and Discussion}

In this section, we will show the results of using our proposed KODA algorithm for learning manifolds from few and/or noisy samples of them, and for mapping points onto and interpolating along manifolds. We also show results of applying our method to unsupervised anomaly detection and classification with a manifold model.

In our experiments, in addition to simple geometric toy examples in two and three dimensions, we will use several publicly available real-world datasets of signals whose structure allows us to model them with underlying manifolds. In particular, we consider the set of MNIST handwritten digits [124], the Frey Face dataset [81], the 20 Newsgroups dataset [120], and the Body Attack Fitness dataset [78], which we briefly describe here.

The MNIST dataset consists of \(20 \times 20\) images of handwritten digits approximately equally distributed among ten classes, one for each digit from " 0 " to " 9 "; we use only 15000 samples in total. The Frey Face dataset contains a series of \(28 \times 20\) images of the same person showing different facial expressions [81]. These images were obtained from a video clip and thus can naturally be assumed to change smoothly and to be modeled with an underlying low-dimensional manifold. Both datasets are scaled to the range \([-1, \ldots, 1]\). We will use them in our mapping and interpolation examples.

The 20 Newsgroups dataset [120] is a collection of nearly 20000 text documents belonging to 20 different topics. To prepare it for our experiments, we removed all stop-words and all lowfrequency words (those that appear at most three times in all documents). Furthermore, we selected only long documents containing more than 50 words. This eventually resulted in 14054 samples represented by their word-count vectors in a 12366 -word dictionary. Finally, we normalized each vector to sum to one and embedded them into a 500 -dimensional ambient space by multiplying with a random Gaussian matrix. This embedding significantly facilitated our experiments and is motivated by the recent results, akin to the famous Johnson-Lindenstrauss lemma [58, 107], showing that random projections of manifold samples with high probability preserve their mutual distances
and the structure of the manifold [9].
The data in our last dataset, the Body Attack Fitness dataset [78], comes in the form of time series generated by an array of ten accelerometers attached to a person performing six different fitness activities for approximately 2.5 minutes each. Each sensor records three axial components of the acceleration vector sampled at the rate of 64 Hz . We smoothed each signal with a moving average window of width 50 to reduce the effect of possible missed or outlying measurements. Finally, we converted them from acceleration to coordinate displacement vectors by computing cumulative sums twice.

The following table summarizes the statistics of each dataset, including the numbers of samples \(n_{\mathrm{X}}\) and classes \(n_{c l s}\), and the dimensions of the ambient space \(D\), the KPCA subspace \(d_{\mathcal{U}}\) that was used, and the codimension of the underlying manifold that was assumed for our experiments \(d_{\mathcal{W}}\). Unless otherwise stated, we will use the Gaussian kernel with the listed values of \(\sigma\) in all our examples; samples used for testing will be excluded from the training sets. We will provide more specific details about each experimental setting when necessary.

Table 6.1: Overview of the datasets' statistics and parameters used
\begin{tabular}{|l|cccccc|}
\hline & \(n_{\mathrm{X}}\) & \(n_{c l s}\) & \(D\) & \(d_{\mathcal{U}}\) & \(d_{\mathcal{W}}\) & \(\sigma\) \\
\hline Entire MNIST & 15000 & 10 & 400 & 20 & 8 & 500 \\
MNIST - digit "2" & 1929 & 1 & 400 & 12 & 3 & 500 \\
Frey's Faces & 1965 & - & 560 & 50 & 5 & 300 \\
20 Newsgroups & 14054 & 20 & 500 & 50 & 8 & 20 \\
Body Attack Fitness & 84000 & 6 & 30 & 50 & 1 & 1 \\
\hline
\end{tabular}

\subsection*{6.5.1 Learning Manifolds from Their Samples}

First, with simple toy examples, we demonstrate that our algorithm accurately reconstructs continuous curves in two and three dimensions from few and/or noisy samples of them. We plot the level curves of the approximated distance to the manifolds obtained with different methods in Fig. 6.6 and note that, unlike the KPCA parameterization, our approach results in a continuous set of minimizers where \(J_{\mathcal{W}}(\mathbf{z})\) reduces to zero, i.e. where \(\mathbf{g}(\mathbf{z})=\mathbf{b}\).

For comparison, we look at the LS-SVM algorithm of [49]. Even though this algorithm was designed for solving classification problems and has several key differences with ours (see Sec. 6.2.1), it does provide a continuous representation for a manifold based on the training samples, so it is instructive to see its results next to ours. In particular, we would like to demonstrate the tremendous impact of expanding the normals \(\mathbf{w}\) in terms of off-manifold samples as opposed to on-manifold samples. Note in Fig. 6.6 that the learned manifold representations are generally wider across, less smooth, and less well-defined with LS-SVM, and that we see unwanted spurious connections inside the clover leaf and the fish, resulting in a substantially larger set of distance minimizers than expected. The normal vector \(\mathbf{w}\) in our solution is supported on a set of specifically-generated off-manifold points, which allows our method to produce significantly more clean and accurate manifold representations.

In the next example, we consider learning a curve in \(\mathbb{R}^{3}\), which has codimension 2 and thus requires \(n_{W}=2\) constraints (see Fig. 6.7). Specifically, we generate 200 training samples of it, disturbed by additive Gaussian noise, as \(\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=\left[\begin{array}{c}1.1 \sin (t) \\ 0.9 \cos (t) \\ 0.6 \cos (2 t)\end{array}\right]+\mathcal{N}(0,0.1 \mathbf{I})\) for \(t \in[0, \ldots, 2 \pi]\). We then learn this curve with our algorithm by retaining two eigenvectors in \(\boldsymbol{\nu}\). In Fig. 6.7, we can see that each of the two corresponding constraints separately describes a two-dimensional surface in the input space. Their intersection, satisfying both constraints, is a one-dimensional manifold that well approximates the desired curve.

Finally, we note that our method is readily applicable for an important computer graphics problem of surface reconstruction from a 3D point cloud [15]. Specifically, we use it to learn a surface of the popular Stanford bunny [196] from only 3000 randomly sampled noisy points and present our results in Fig. 6.10. Note that this problem is not the easiest for most of the existing manifold learning methods, however, our algorithm succeeds in accurately learning multiscale features of this difficult manifold and even results in a more visually pleasing outcome than the Poisson surface












Figure 6.6: Results of learning different one-dimensional curves in \(\mathbb{R}^{2}\). From top to bottom; the first row: Training samples of the manifolds. The second row: Level curves of \(\log _{10} J_{\mathcal{U}}\). Third row: Level curves of \(\log _{10} J_{L S-S V M}\). Bottom row: Level curves of our proposed \(\log _{10} J_{\mathcal{W}}\). Our method results in an accurate continuous representation of the manifolds, while the KPCA parameterization suffers from local minima and poor generalization on few training samples. An alternative representation found with LS-SVM, on the other hand, produces a thick, porous manifold representation. We use the Gaussian kernel with \(\sigma=5,0.8,0.25\), and 0.2 for each example from left to right, respectively.


Figure 6.7: Learning a one-dimensional manifold in \(\mathbb{R}^{3}\) with our method. (a) Training samples of a non-self-intersecting curve. (b-c) The surfaces defined by the first and second normals to the subspace \(\mathcal{W}\) and associated offsets. Their intersection line (shown in red) well-approximates the desired curve. These results are obtained using the Gaussian kernel with \(\sigma=1\).
reconstruction algorithm widely used for this purpose [112].
In the following section, we discuss applications of our manifold representation as a basis for solving other important practical problems. Specifically, we will use minimization of the distanceapproximating functional \(J_{\mathcal{W}}\) from Section 6.3.1 for mapping points onto manifolds and finding continuous paths on them.

\subsection*{6.5.2 Mapping Points onto Manifolds}

It is of crucial importance in many practical applications to find a mapping of an arbitrary point in the ambient space onto the surface of a manifold. For example, if the manifold is assumed to model a set of admissible clean exemplars, then adding noise to any of these exemplars will likely send them away from the manifold. Thus, one may attempt to remove the noise in an observed sample by finding a point on the surface of the manifold close to it. This is the key idea behind the KPCA denoising approach [143, 151].

However, as we have seen in the previous examples, describing manifolds with kernel PCA will in most cases result in a discontinuous representation in the input space. Thus, an algorithm like KPCA denoising that relies on minimizing \(J_{\mathcal{U}}\) as a proxy to the true distance to the manifold,


Figure 6.8: Mapping a cloud of random points (blue; not all points shown) onto the manifold using the KPCA denoising strategy [143] with various preimage methods to bring the found feature space solution back to the original space. Note that all algorithms result in points lying closer but not necessarily on the manifold (red). Results of minimization of the proposed functional \(J_{\mathcal{W}}\) with gradient descent trace a continuous curve giving a good approximation of the initial manifold \(\mathcal{M}\).
in the absence of additional regularization, will eventually converge to one of these discontinuous discrete minimizers. Instead, our proposed continuous representation with a higher-dimensional subspace \(\mathcal{W}\), offers a natural solution to this problem because of the continuity of the representation it generates. To demonstrate this, we will map points onto it by minimizing \(J_{\mathcal{W}}\) using gradient descent with fixed step size \(h=1\) and compare our results to the KPCA denoising strategy using a variety of popular preimage-finding methods.

As a first example, we consider the clover leaf-shaped manifold from Section 6.5.1 and create a cloud of randomly generated points around it, which imitate a set of noisy off-manifold samples


Figure 6.9: Mapping a cloud of random points (blue; not all points shown) onto the manifold using the KPCA denoising strategy [143] with various preimage methods to bring the found feature space solution back to the original space. Note that all algorithms result in points lying closer but not necessarily on the manifold (red). Results of minimization of the proposed functional \(J_{\mathcal{W}}\) with gradient descent trace a continuous curve giving a good approximation of the initial manifold \(\mathcal{M}\).
that we aim to map back to the manifold. For comparison, we run the following KPCA denoising experiment: we project the images of the noisy samples onto the KPCA-parameterized subspace \(\mathcal{U}\) in the feature space (induced by the same kernel) and then reconstruct preimages of these projections using different methods: the fixed-point iterative procedure to minimize Eq. 3.6 [143], the MDS-based preimage [119], the isomorphism-preserving method of [104], and the Robust KPCA algorithm [151] regularized with the distance from the initialization. We then compare these with minimizing our \(J_{\mathcal{W}}\) via gradient descent. The results of our experiments are shown in Fig. 6.8. Even though all preimage algorithms send the initialization points closer to the manifold, our results ac-


Figure 6.10: Learning and interpolation on a surface in \(\mathbb{R}^{3}\). From left to right: (a) Original model and 3000 noisy samples of it and (b) the result of the Poisson surface reconstruction algorithm [112]. Panels (c-d) show our results of learning the surface and examples of tracing curves on it. Our representation with a subspace \(\mathcal{W}\) leads to accurate reconstruction of important model features and allows for smooth interpolation on the manifold (blue lines). Using the KPCA parameterization and the corresponding functional \(J_{\mathcal{U}}\) to approximate the distance to the manifold results in non-smooth interpolants (red dashed lines).
tually trace a continuous curve that approximates \(\mathcal{M}\) fairly well. We run similar experiments for the curve of codimension 2 in \(\mathbb{R}^{3}\), learned from noisy samples, and plot the resulting mappings in Fig. 6.9, where again our parameterization with KODA outperforms other KPCA-denoising-based strategies.

For a more realistic and practical setting, we now turn our attention to other datasets known to be well represented with underlying manifold models, such as images of handwritten digits and faces. We add synthetic zero-mean Gaussian noise to some examples from these datasets (that are not used for training) and then find their mapping onto the manifolds as described above. The reconstruction results are shown in Fig. 6.11. Our method performs comparably or slightly better in terms of PSNR than the KPCA denoising strategy (employing a variety of popular preimage algorithms to map the found feature space solution back to original space). Moreover, our results are one of the best in terms of visual quality. Note in particular how minimizing the distance to the KPCA-parameterized subspace (minimizing \(J_{\mathcal{U}}\) ) results in the iterations converging to the same point on the manifold regardless of initialization; this does not happen with our parameterization, which corroborates its advantages.
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Figure 6.11: Results of denoising images of the digit " 2 " from the MNIST dataset with a manifold model. Different preimage methods are used to reconstruct the projections onto the KPCA subspace \(\mathcal{U}\) in feature space. For comparison, noisy points are mapped onto the manifold by minimizing the \(J_{\mathcal{U}}\) and \(J_{\mathcal{W}}\) functionals defined on the KPCA and KODA solutions respectively. Notice how minimization of \(J_{\mathcal{U}}\) results in exactly the same solutions for several different initialization points.


Figure 6.12: Results of the same denoising experiment as in Fig. 6.11, but for the Frey Face dataset.

\subsection*{6.5.3 Interpolation along a Manifold}

In this section, we will expand our effective manifold mapping strategy and will address the problem of tracing paths between samples on a non-linear manifold. This setting can be regarded as a building block for many practical tasks that rely on interpolation between two points, finding geodesics, or tracing curves through multiple samples on manifolds.

For this, we consider a method known as Manifold-Snake [22]. Its idea is to approximate piece-wise linearly a curve between two points. The breakpoints \(\mathbf{v}_{i}, i=1, \ldots, n_{v}\) in the piecewise approximation are chosen to be equidistant and lie close to the manifold. This is done by minimizing a functional that penalizes both aspects:
\[
\begin{equation*}
E_{M S}=\sum_{i=1}^{n_{v}}\left\{\left\|\mathbf{v}_{i-1}-2 \mathbf{v}_{i}+\mathbf{v}_{i+1}\right\|^{2}+\lambda\left\|\mathbf{v}_{i}-\mathcal{P}_{\mathcal{M}}\left(\mathbf{v}_{i}\right)\right\|^{2}\right\} \tag{6.16}
\end{equation*}
\]
where the first term of the sum reduces differences in spacing between consecutive vertices, and the second term forces all points to lie close to their projections onto the manifold, \(\mathcal{P}_{\mathcal{M}}\left(\mathbf{v}_{i}\right)\). Here \(\mathbf{v}_{0}\) and \(\mathbf{v}_{n+1}\) are the starting and ending points respectively, which are assumed to be fixed.

Our model naturally incorporates into this problem simply by using \(J_{\mathcal{W}}\left(\mathbf{v}_{i}\right)\) in place of \(\left\|\mathbf{v}_{i}-\mathcal{P}_{\mathcal{M}}\left(\mathbf{v}_{i}\right)\right\|^{2}\) in the above equation and then minimizing the resulting functional. On the final step, we also minimize \(J_{\mathcal{W}}\left(\mathbf{v}_{i}\right)\) for each node individually to assure that they lie on our approximation. For comparison, we run similar experiments but use \(J_{\mathcal{U}}\) instead.

As an example, we first consider tracing a curve between two randomly chosen points on the surface of the bunny learned in Section 6.5.1. Minimizing the manifold-snake criterion effectively results in smooth paths lying exactly on the surface of the manifold as shown in Fig. 6.10. We note that the continuity of the manifold representation achieved with our learned parameterization is paramount here; for comparison, modeling the manifold with the KPCA subspace instead, results in a jagged solution with vertices mapped onto the discrete minima of \(J_{\mathcal{U}}\).

In our second interpolation example, we fix two randomly chosen samples from the Frey Face dataset and then find a sequence of images that smoothly transforms one into another by tracing a path on the learned face manifold (see Fig. 6.13). We note that the reconstructed images
are inferred from the model and are not present in the original dataset, yet they provide a very good approximation to possible image dynamics. Again, the KPCA parameterization forces the path to shrink to a few distinct images (i.e. to just the distinct minimizers). To better visualize this, we plot the graphs of normalized cumulative distances along both paths, computed as \(d_{i}^{c m l}=\) \(d_{i-1}^{c m l}+\frac{\left\|\mathbf{v}_{i}-\mathbf{v}_{i-1}\right\|}{\sum_{j=1}^{n_{v}+1}\left\|\mathbf{v}_{j}-\mathbf{v}_{j-1}\right\|}\) for \(i=1, \ldots, n_{v}+1\), and \(d_{0}^{c m l}=0\). They vividly show that the paths found by minimizing \(J_{\mathcal{U}}\) in Eq. 6.16 have large discontinuities between some pairs of consecutive points, and little distance otherwise between consecutive points, while those traced on the model learned with KODA result in much smoother solutions with equally spaced nodes on the manifold.


Figure 6.13: Two examples of interpolation on the learned manifold of Frey faces. Top rows: The results of linear interpolation with equidistant nodes; no underlying manifold is assumed in this case. Note the artifacts of linear superposition of the images clearly present in the middle images. Middle rows: The results of the manifold-snake approach with an underlying manifold parameterized via the KPCA subspace. Bottom rows: Our results using KODA parameterization to minimize \(J_{\mathcal{W}}\) in Eq. 6.16. The graphs below represent the normalized distances between the first and the \(i^{\text {th }}\) nodes of the paths. Note how minimizing \(J_{\mathcal{U}}\) (in the KPCA approach) creates large jumps between some pairs of consecutive nodes while moving others to essentially the same point. This is the result of these samples converging to the same discrete minimizer of \(J_{\mathcal{U}}\). In contrast, parameterization with KODA results in much smoother interpolation with gradual differences between images.

\subsection*{6.5.4 Unsupervised Anomaly Detection}

We note that our functions \(\mathbf{g}\) actually comprise a useful and distinctive form of dimensionality reduction. Typical manifold learning methods output an estimate of intrinsic position along the manifold and are well-suited for, e.g. classification of different parts of the manifold. Yet, the functions \(\mathbf{g}\) chart out position relative to the manifold in the ambient space, which is ideal for, e.g. on-manifold/off-manifold and outlier classification problems.

To test the performance of our embedding, we will consider two datasets, each arising from an underlying manifold corrupted with a small fraction of outliers. Here for simplicity we let the number of outliers be known, and thus hope to detect them as those points having the largest values of \(J_{\mathcal{W}}\) (or \(J_{\mathcal{U}}\) if the KPCA parameterization is used, as in the popular method [99]). We rank all points in the datasets according to these proximity measures and then declare the farthest points to be the sought outliers. As before, we first consider a toy example to illustrate the principles of our method (see Fig. 6.14), and then run our algorithm on the MNIST dataset of handwritten digits [124]. We learn separate manifolds for each digit from training sets containing \(10 \%\) noisy samples. Results in Fig. 6.15 demonstrate that an embedding based on KODA is better at characterizing and detecting outliers than the KPCA approach [99].




Figure 6.14: Anomaly detection. Left: The training set contains points densely sampled from the manifold (blue line), as well as \(10 \%\) noisy outliers (red squares). The red squares on the two rightmost plots indicate the \(10 \%\) of points that have the highest values of \(J_{\mathcal{U}}\) (middle) or \(J_{\mathcal{W}}\) (right). These are classified as outliers. Due to local minima of \(J_{\mathcal{U}}\), some noiseless points appear to be far from the KPCA-parametrized subspace and are misclassified.


Figure 6.15: Anomaly detection. Results of detecting noisy samples in the MNIST dataset. Left: Examples of images used to learn the manifold of digit "2" including noisy samples. Right: Percentage of correctly detected outliers for each digit. Our algorithm steadily outperforms KPCA.

\subsection*{6.5.5 Multiclass Relevance Ranking}

Finally, we consider a generalization of the previous setting to the problem of determining which of several possible manifold-modeled classes a sample most likely belongs to. A close variation of this problem, that of selecting the samples most likely belonging to a specific class, comes up commonly as the relevance ranking problem, e.g. in text categorization [38], where we aim to determine which text samples are good representatives of a given topic.

Specifically, we assume that the instances belonging to each class are expected to lie on their own (sub-)manifolds \(\mathcal{M}_{c}, c=1, \ldots, n_{c}\), present simultaneously in the same ambient space. We learn each of them separately from their samples. Then, given a testing set \(\mathcal{Q}=\left\{\mathbf{x}_{q}\right\}_{q=1}^{n \mathcal{Q}}\) of many samples belonging to different unspecified classes, our goal is to select from it only the samples of some class \(c\). For this, we measure the distances from each \(\mathbf{x}_{q}\) to the \(c^{\text {th }}\) manifold, \(d\left(\mathbf{x}_{q}, \mathcal{M}_{c}\right)\), and then form an ordered list of samples according to it.

The exact form of the distance expression is method-dependent. For KPCA-parameterized manifolds, we use the proximity functional \(J_{\mathcal{U}}\) to approximate the true distance. Similarly, for KODA, we use \(J_{\mathcal{W}}\); we define analogous expressions, representing the distance squared to the subspace in feature space, for the One Class SVM [172] and LS-SVM [49] algorithms as well. Finally, we also use the distances to the centers of training samples of each class in the feature space (kernel mean, KM), \(\left\|\mathbf{x}_{q}-\mathbf{m}_{c}\right\|\), for this purpose.

Given the true classes of samples, the performance of ranking is quantified using the average precision metric [38, 49], which is computed for each class as AP \(=\frac{1}{n_{\mathcal{Q}}} \sum_{1 \leq k \leq n_{\mathcal{Q}}} \mathbf{r}_{k} \mathbf{p}_{k}\). Here \(\mathbf{r}\)
stands for a relevance vector with entries \(\mathbf{r}_{k}=1\) if the \(k^{\text {th }}\) sample in the ordered list (i.e. the \(k^{\text {th }}\) closest sample to the manifold) belongs to the class \(c\) and \(\mathbf{r}_{k}=0\) otherwise; \(\mathbf{p}_{k}=\sum_{1 \leq i \leq k} \frac{\mathbf{r}_{i}}{k}\) is the precision at rate \(k\). Note that \(0 \leq \mathrm{AP} \leq 1\) and that it attains its maximum if all relevant samples of the class \(c\) are ranked on top of the list (i.e. they have the lowest distances to the manifold compared to the other samples in \(\mathcal{Q})\). Using average precision allows us to avoid directly comparing the distances from the same testing sample to different manifolds in possibly different feature spaces but instead gives us the means for more fair comparison of the learned manifold models themselves. For our experiment, we will compute this measure for each of the possible classes. We then give minimum, maximum, and average values of AP across all possible classes as aggregate measures of the algorithms' performance.

Table 6.2: Average precision (AP) of multiclass ranking using different manifold models for three different datasets.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{} & Kernel Mean & KPCA & One Class SVM & LS-SVM & KODA \\
\hline \multirow[t]{3}{*}{\[
\begin{aligned}
& 4 \\
& 5 \\
& 2 \\
& 2 \\
& 2
\end{aligned}
\]} & min & 0.3 & 0.44 & 0.422 & 0.27 & 0.247 \\
\hline & avg & 0.582 & 0.766 & 0.694 & 0.567 & 0.71 \\
\hline & max & 0.918 & 0.995 & 0.926 & 0.879 & 0.995 \\
\hline \multirow{3}{*}{\[
\left|\begin{array}{l}
0 \\
\vdots \\
\end{array}\right|
\]} & min & 0.025 & 0.038 & 0.025 & 0.039 & 0.085 \\
\hline & avg & 0.065 & 0.086 & 0.066 & 0.064 & 0.175 \\
\hline & max & 0.155 & 0.212 & 0.154 & 0.102 & 0.307 \\
\hline \multirow{3}{*}{)} & min & 0.099 & 0.109 & 0.105 & 0.122 & 0.184 \\
\hline & avg & 0.264 & 0.302 & 0.261 & 0.339 & 0.369 \\
\hline & max & 0.662 & 0.639 & 0.738 & 0.828 & 0.709 \\
\hline
\end{tabular}

For examples in this section, we use three datasets: the set of MNIST digits [124], the 20 Newsgroups dataset [120], and the Body Attack Fitness dataset [78]. We learn the ten manifolds in the MNIST dataset from 12752 training samples approximately equally distributed among the classes and use the remaining 2248 samples to form the query \(\mathcal{Q}\). Similarly, in the 20 -Newsgroups dataset, we use 9839 and 4215 samples for training and testing respectively, all approximately equally distributed among 20 classes. In the Body Attack Fitness dataset, we learn the manifolds for each of six classes from 3500 points randomly sampled from the available time series for each class. However, we noticed that all algorithms struggle to get good results with this dataset.

Hence, to boost their performance, for testing, we have represented each query by a sequence of 20 consecutive time samples (we consider 25 such sequences of each class). The proximity measure of a query to a manifold is computed by summing the distances from each sample in the sequence to this manifold. By doing so, we make use of temporal correlation between close samples in a query. For example, when a single sample lies close to (or even on) multiple manifolds, making its classification ambiguous, we may look at a few of its previous and next neighbors in the sequence to make a more informed decision about the query as a whole. The testing samples in all experiments were excluded from the training sets. Our results shown in Table 6.2 indicate the apparent advantages of KODA over other manifold approximating methods. The minimum, maximum, and average values are reported with respect to different classes in each dataset.

\subsection*{6.6 Conclusion}

In this chapter we have revealed a shortcoming of the parameterization of manifold-approximating subspaces in feature space with their principal components, which becomes especially conspicuous in applications that rely on finding mappings onto the approximated manifold. We then proposed to use an alternative parameterization for the subspace defined in terms of its normal components. Furthermore, we introduced a novel method of Kernel Orthogonal Direction Analysis to efficiently learn such parameterizations. Like kernel PCA, KODA takes a simple kernel-based approach, and requires only solving a generalized eigenproblem, which can be equivalently reformulated as two simple eigenproblems. However, unlike kernel PCA, it produces a continuous representation of the manifold as a level set of its solution, and is thus extremely well-suited for problems of learning continuous manifolds from few or noisy samples of them, interpolation along a manifold, and mapping nearby points onto it. It further results in a type of dimensionality reduction that is very well-suited for anomaly detection, and is well-suited for measuring distance to the manifold, e.g. for relevance ranking problems. Finally, we have experimentally shown how KODA outperforms KPCA-based, and LS-SVM-based, approaches for these purposes, even though these other approaches are frequently used in the literature.

\section*{Chapter 7}

\section*{Conclusion}

Recent advances in image processing demonstrate the superiority of patch-based techniques across a wide spectrum of practical problems, ranging from denoising and compressive sensing reconstruction to structural editing. Several manifold models have been proposed as an elegant way to impose a structure on the set of image patches. Despite their successes in reconstructing single patches, most of them stumble at the necessity to simultaneously consider a large number of overlapping patches found in the same image. These observations motivated us to propose a novel manifold-based model for entire images. In our approach, we treated the constraints corresponding to overlapping image patches as separate intersecting manifolds, which led to a conclusion that the entire image lies on their intersection.

Finding intersections of many non-linear manifolds, however, is not an easy problem. Using kernel methods, we have developed two effective approaches for it. First, our kernelized version of the Projection onto Convex Sets (POCS) algorithm expressed in closed form allows one to quickly approximate the solution in a kernel-induced feature space. To our best knowledge, this efficient non-linear extension of the popular POCS algorithm has not been reported in the literature and constitutes one of several main novelties of our work. Despite its simplicity, it shows promising results in image denoising as well as in an important problem of set extrapolation.

Unfortunately, as with many other kernel-based algorithms, our kernelized POCS suffers from the necessity of solving a difficult preimage problem once the solution is located in feature space. Since this step directly affects the final result of reconstruction, we considered combining both
problems, namely finding the manifolds intersection and finding a suitable preimage for it, in a single iterative procedure. Furthermore, we have tailored it specifically for patch-based image processing, which eventually resulted in a practical framework for effectively solving any linear inverse problem without need to make modifications to the algorithm. Rather surprisingly, our universal method compares favorably with, and very often surpasses, modern highly specialized image processing algorithms, each designed to address a specific problem. For example, our results in denoising and compressive sensing of natural photographic images, as well as for textures and patterns, are comparable or slightly better than those obtained with current state-of-the-art methods, such as the BM3D algorithm for denoising. Moreover, we achieved excellent results in image inpainting, vastly outperforming popular existing algorithms. These encouraging results further corroborate our view of the effectiveness of our manifolds intersection model of overlapping patches and confidently establish it as an excellent choice for solving inverse problems in image processing.

Finally, thorough inspection has revealed an important shortcoming of the widely used kernel PCA-based strategy of mapping points onto manifolds, which essentially underlies our intersection finding algorithm as well. The probable absence of exact preimages for projections performed in the higher-dimensional feature space very often causes the iterative minimization algorithm to converge to a discrete set of disconnected points rather than to trace a continuous manifold. Even though this effect could be negligible when the intrinsic dimension of the manifold is low comparing to the ambient space - as is the case in our image processing experiments - it leads to significant errors in applications that involve working with manifolds of low codimension. Recognizing this, we have proposed and developed a novel manifold learning method - Kernel Orthogonal Direction Analysis. Although not unrelated to kernel PCA, it is based on an alternative parameterization of the manifold approximating subspace in the feature space, in terms of its normals rather than its basis vectors, which makes it especially suitable for mapping points onto manifolds. Unlike other popular preimage methods, our approach is able to reconstruct the continuous structure of the manifold from few or noisy samples of it and can be used for interpolation on manifolds as well as successfully solving problems of classification and anomaly detection in manifold-modeled datasets.

\subsection*{7.1 Possible Directions for Future Work}

To project our ideas into the future, we would like to note that the iterative nature of our patch-based image processing algorithm is essential for its extension to multiple inverse problems. Nevertheless, it could be a relatively time-consuming procedure by modern standards, causing the method to lose some of its appeal for processing large images in real-time. A remedy to remove this obstacle can come in the form of deep neural networks, which offer extremely fast inference with specifically designed and trained function approximators. In particular, the recently proposed framework of deep unfolding has been proved effective in not only speeding up, but also improving, the results of many popular iterative thresholding algorithms [89, 97, 186]. Here, instead of looking at an algorithm as an iterative pursuit, its steps become successively connected layers in a trainable structure.

If the process of minimizing our distance approximating functionals \(J_{\mathcal{U}}\) and \(J_{\mathcal{W}}\) could be cast in a similar deep network form, for certain types of kernels (such as the Gaussian kernel) it may give rise to a class of so-called rbf-networks [23]. Being notoriously difficult to train, rbf-networks of increasing depth receive sizeably less attention in modern applications than their sigmoid-based counterparts. However, recent unexpected discoveries of adversarial examples for traditional sigmoidal classifiers [88, 188] indicate that the widely used models may not be "non-linear enough" to faithfully capture the underlying structures of datasets in high-dimensional spaces; rbf-networks notably lack this shortcoming. Thus, we foresee that the manifold representation with its proximity functionals (either \(J_{\mathcal{U}}\) or \(J_{\mathcal{W}}\) ) that we employ in our work could be very useful in providing a way to initialize deep rbf-networks and potentially facilitate their training, which is particularly important for problems of unsupervised learning.
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\section*{Appendix A}

\section*{Derivation of Equations 4.9 and 4.10}

Here we show that the coefficients \(\gamma_{m}\) in Eq. 4.9 can be expressed as given by Eq. 4.10.
First, let us define \(\mathbf{V}_{m}=\sqrt{w_{m}} \mathbf{U}_{m}=\sqrt{w_{m}} \mathbf{X}_{m} \boldsymbol{\alpha}_{m}\) to simplify the notation. Then, for \(k>0, \mathbf{A}^{k}=\left(\sum_{m=1}^{M} \mathbf{V}_{m} \mathbf{V}_{m}^{\mathrm{T}}\right)^{k}\) can be represented as a product of block vectors and matrices with \(i, j=1, \ldots, M:\)
\[
\begin{aligned}
& \mathbf{A}^{k}=\sum_{m_{1}=1}^{M} \ldots \sum_{m_{k}=1}^{M} \mathbf{V}_{m_{1}} \mathbf{V}_{m_{1}}^{T} \mathbf{V}_{m_{2}} \mathbf{V}_{m_{2}}^{T} \ldots \mathbf{V}_{m_{k}} \mathbf{V}_{m_{k}}^{T} \\
& =\left[\begin{array}{lll}
\cdots & \mathbf{V}_{i} & \cdots
\end{array}\right]\left[\begin{array}{ccc} 
& & \\
\vdots & \mathbf{V}_{i}^{T} \mathbf{V}_{j} & \cdots \\
\vdots &
\end{array}\right]^{k-1}\left[\begin{array}{c}
\vdots \\
\\
\mathbf{V}_{j}^{T} \\
\vdots
\end{array}\right] .
\end{aligned}
\]

Using the notation for the matrix \(\mathbf{H}\) and the vectors \(\mathbf{h}\) and \(\mathbf{g}\) introduced in Section 4.3, we can now write \(\mathbf{A}^{k}=\sum_{i=1}^{M} \sum_{j=1}^{M} \mathbf{V}_{i} \mathbf{H}_{[i, j]}^{k-1} \mathbf{V}_{j}^{T}\), and also
\[
\begin{aligned}
\mathbf{A}^{k} \mathbf{z}^{(0)} & =\sum_{m=1}^{M} \mathbf{V}_{m} \mathbf{H}_{[m,:]}^{k-1} \mathbf{h} \\
\mathbf{A}^{k} \mathbf{b} & =\sum_{m=1}^{M} \mathbf{V}_{m} \mathbf{H}_{[m,]}^{k-1} \mathbf{g}
\end{aligned}
\]
where \(\mathbf{H}_{[m,]}^{k-1}=\left[\mathbf{H}_{[m, 1]}^{k-1}, \mathbf{H}_{[m, 2]}^{k-1}, \cdots, \mathbf{H}_{[m, M]}^{k-1}\right]\) denotes the \(m^{\text {th }}\) block row of the matrix \(\mathbf{H}^{k-1}\).
Then rewriting Eq. 4.8 for the \(K^{\text {th }}\) step approximation of the solution, we have
\[
\begin{align*}
\mathbf{z}^{(K)} & =\mathbf{A}^{K} \mathbf{z}^{(0)}+\sum_{k=1}^{K-1} \mathbf{A}^{k} \mathbf{b}+\mathbf{b} \\
& =\sum_{m=1}^{M} \mathbf{V}_{m} \mathbf{H}_{[m,:]}^{K-1} \mathbf{h}+\sum_{k=1}^{K-1} \sum_{m=1}^{M} \mathbf{V}_{m} \mathbf{H}_{[m,:]}^{k-1} \mathbf{g}+\mathbf{b} \\
& =\sum_{m=1}^{M} \mathbf{V}_{m}\left\{\mathbf{H}_{[m,:]}^{K-1} \mathbf{h}+\sum_{k=1}^{K-1} \mathbf{H}_{[m,:]}^{k-1} \mathbf{g}\right\}+\mathbf{b} \tag{A.1}
\end{align*}
\]

Furthermore, we expand the vector \(\mathbf{b}\) in terms of training samples as:
\[
\begin{aligned}
\mathbf{b} & =\sum_{m=1}^{M} w_{m}\left(\mathbf{I}-\mathbf{U}_{m} \mathbf{U}_{m}^{T}\right) \mathbf{m}_{m} \\
& =\sum_{m=1}^{M} w_{m}\left(\mathbf{I}-\mathbf{X}_{m} \boldsymbol{\alpha}_{m} \boldsymbol{\alpha}_{m}^{T} \mathbf{X}_{m}^{T}\right) \mathbf{X}_{m} \frac{1}{n_{m}} \mathbb{1} \\
& =\sum_{m=1}^{M} w_{m} \mathbf{X}_{m}\left(\mathbf{I}-\boldsymbol{\alpha}_{m} \boldsymbol{\alpha}_{m}^{T} \mathbf{X}_{m}^{T} \mathbf{X}_{m}\right) \frac{1}{n_{m}} \mathbb{1} \\
& =\sum_{m=1}^{M} w_{m} \mathbf{X}_{m} \boldsymbol{\mu}_{m}
\end{aligned}
\]

Using the notation for the vector \(\mathbf{s}\) and the matrix \(\mathbf{V}_{m}\), Eq. A. 1 becomes:
\[
\begin{aligned}
\mathbf{z}^{(K)} & =\sum_{m=1}^{M} \sqrt{w_{m}} \mathbf{X}_{m} \boldsymbol{\alpha}_{m} \mathbf{s}_{[m]}+\sum_{m=1}^{M} w_{m} \mathbf{X}_{m} \boldsymbol{\mu}_{m} \\
& =\sum_{m=1}^{M} \mathbf{X}_{m} \boldsymbol{\gamma}_{m}
\end{aligned}
\]
where \(\boldsymbol{\gamma}_{m}=\sqrt{w_{m}} \boldsymbol{\alpha}_{m} \mathbf{s}_{[m]}+w_{m} \boldsymbol{\mu}_{m}\).

\section*{Appendix B}

\section*{Incremental Eigendecomposition Algorithms}

Here we present two versions of the incremental eigendecomposition algorithm of Gram matrices, without and with centering of datasamples; the latter one is from [48]. All operations are performed exclusively in terms of inner products, thus allowing us to use this incremental strategy in the KPCA and our KODA algorithms with the kernel trick.
```

Algorithm 5 Incremental Eigendecomposition of a Gram Matrix without Centering, $\mathrm{iEIG}_{\text {unc }}$
Input: Set of $n_{1}$ original samples $\mathbf{X}_{1}, r$ unscaled eigenvectors $\boldsymbol{\alpha}_{1^{r}}$, set of $n_{2}$ new samples $\mathbf{X}_{2}$.
Output: Update eigenvectors $\boldsymbol{\alpha}_{2^{r}}$, eigenvaues $\boldsymbol{\Sigma}_{2^{r}}$.
1: $\mathbf{K}_{11} \leftarrow \kappa\left(\mathbf{X}_{1}, \mathbf{X}_{1}\right) \quad \triangleright$ Compute the kernel matrices.
2: $\mathbf{K}_{12} \leftarrow \kappa\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)$
3: $\mathbf{K}_{22} \leftarrow \kappa\left(\mathbf{X}_{2}, \mathbf{X}_{2}\right)$
4: $\boldsymbol{\Sigma}_{1^{r}} \leftarrow\left(\boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}} \mathbf{K}_{11} \boldsymbol{\alpha}_{1^{r}}\right)^{1 / 2}$
5: $\mathbf{L} \leftarrow \boldsymbol{\Sigma}_{1^{r}}^{-1} \boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}} \mathbf{K}_{12}$
6: $\mathbf{M} \leftarrow \mathbf{K}_{22}-\mathbf{L}^{\mathrm{T}} \mathbf{L}$
7: $\left[\mathbf{Q}_{\mathrm{M}}, \boldsymbol{\Delta}_{\mathrm{M}}\right] \leftarrow \operatorname{EIG}(\mathbf{M}) \quad \triangleright$ Full eigendecomposition of $\mathbf{M}$.
8: $\left(\mathbf{U}_{F}, \boldsymbol{\Sigma}_{F}, \mathbf{V}_{F}^{\mathrm{T}}\right) \leftarrow \operatorname{svD}\left(\left[\begin{array}{cc}\boldsymbol{\Sigma}_{1^{r}} & \mathbf{L} \\ \mathbb{O}_{r_{\mathrm{M}} \times r} & \boldsymbol{\Delta}_{\mathrm{M}}^{1 / 2} \mathbf{Q}_{\mathrm{M}}^{\mathrm{T}}\end{array}\right]\right)$
9: $\boldsymbol{\Sigma}_{2^{r}} \leftarrow\left[\boldsymbol{\Sigma}_{F}\right]_{1: r, 1: r} \quad \triangleright$ Keep first $r$ rows and columns.
10: $\boldsymbol{\alpha}_{2^{r}} \leftarrow\left[\begin{array}{cc}\boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} & -\boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} \mathbf{L Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}}^{-1 / 2} \\ \mathbb{0}_{n_{2} \times r} & \mathbf{Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}}^{-1 / 2}\end{array}\right]\left[\mathbf{U}_{F}\right]_{;, 1: r} \boldsymbol{\Sigma}_{2^{r}}$

```
```

Algorithm 6 Incremental Eigendecomposition of a Centered Gram Matrix from [48], iEIG $_{\mathrm{cnt}}$
Input: Set of $n_{1}$ original samples $\mathbf{X}_{1}, r$ unscaled eigenvectors $\boldsymbol{\alpha}_{1^{r}}$, expansion coefficients for the
mean vector $\varepsilon_{1}$, set of $n_{2}$ new samples $\mathbf{X}_{2}$.
Output: Update eigenvectors $\boldsymbol{\alpha}_{2^{r}}$, eigenvaues $\boldsymbol{\Sigma}_{2^{r}}$, and expansion coefficients for the mean $\boldsymbol{\varepsilon}_{2}$.
1: $\mathbf{K}_{11} \leftarrow \kappa\left(\mathbf{X}_{1}, \mathbf{X}_{1}\right)$
$\triangleright$ Compute the kernel matrices.
2: $\mathbf{K}_{12} \leftarrow \kappa\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)$
3: $\mathbf{K}_{22} \leftarrow \kappa\left(\mathbf{X}_{2}, \mathbf{X}_{2}\right)$
4: $\boldsymbol{\Sigma}_{1^{r}} \leftarrow\left(\boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}} \mathbf{K}_{11} \boldsymbol{\alpha}_{1^{r}}\right)^{1 / 2}$
$5: \gamma \leftarrow\left[\begin{array}{cc}\mathbb{0}_{n_{1} \times n_{2}} & \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}} \varepsilon_{1} \\ \mathbf{I}-\frac{1}{n_{2}} 1_{n_{2}} 1_{n_{2}}^{\mathrm{T}} & -\frac{1}{n_{2}} \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}} 1_{n_{2}}\end{array}\right]$
6: $\mathbf{L} \leftarrow \boldsymbol{\Sigma}_{1^{r}}^{-1} \boldsymbol{\alpha}_{1^{r}}^{\mathrm{T}}\left(\mathbf{I}-\mathbb{1} \boldsymbol{\varepsilon}_{1}^{\mathrm{T}}\right)\left[\begin{array}{ll}\mathbf{K}_{11} & \mathbf{K}_{12}\end{array}\right] \boldsymbol{\gamma}$
7: $\boldsymbol{\eta} \leftarrow \boldsymbol{\gamma}-\left[\begin{array}{c}\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \mathbb{\square}^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} \mathbf{L} \\ \mathbb{D}_{n_{2} \times\left(n_{2}+1\right)}\end{array}\right]$
8: $\mathbf{M} \leftarrow \boldsymbol{\eta}^{\mathrm{T}}\left[\begin{array}{ll}\mathbf{K}_{11} & \mathbf{K}_{12} \\ \mathbf{K}_{21} & \mathbf{K}_{22}\end{array}\right] \boldsymbol{\eta}$
9: $\left[\mathbf{Q}_{\mathrm{M}}, \boldsymbol{\Delta}_{\mathrm{M}}\right] \leftarrow \operatorname{EIG}(\mathbf{M})$
$\triangleright$ Full eigendecomposition of $\mathbf{M}$.
10: $\left(\mathbf{U}_{F}, \boldsymbol{\Sigma}_{F}, \mathbf{V}_{F}^{\mathrm{T}}\right) \leftarrow \operatorname{sVD}\left(\left[\begin{array}{cc}\boldsymbol{\Sigma}_{1^{r}} & \mathbf{L} \\ \mathbb{D}_{r_{\mathrm{M}} \times r} & \boldsymbol{\Delta}_{\mathrm{M}}^{1 / 2} \mathbf{Q}_{\mathrm{M}}^{\mathrm{T}}\end{array}\right]\right)$
11: $\boldsymbol{\Sigma}_{2^{r}} \leftarrow\left[\boldsymbol{\Sigma}_{F}\right]_{1: r, 1: r}$
$\triangleright$ Keep first $r$ rows and columns.
12: $\boldsymbol{\alpha}_{2^{r}} \leftarrow\left[\begin{array}{cc}\left(\mathbf{I}-\boldsymbol{\varepsilon}_{1} \mathbb{1}^{\mathrm{T}}\right) \boldsymbol{\alpha}_{1^{r}} \boldsymbol{\Sigma}_{1^{r}}^{-1} & \boldsymbol{\eta} \mathbf{Q}_{\mathrm{M}} \boldsymbol{\Delta}_{\mathrm{M}}^{-1 / 2} \\ \mathbb{0}_{n_{2} \times r} & {\left[\mathbf{U}_{F}\right]_{:, 1: r} \boldsymbol{\Sigma}_{2^{r}}}\end{array}\right.$
13: $\varepsilon_{2} \leftarrow \frac{1}{n_{1}+n_{2}}\left[\begin{array}{ll}n_{1} \varepsilon_{1} & 1_{n_{2}}\end{array}\right]^{\mathrm{T}} \quad \triangleright$ Update the mean vector coefficients.

```

\section*{Appendix C}

\section*{Greedy Reduced Set Expansion Algorithm}

Here we present a greedy approach to forming a basis and constructing a compressed representation of vectors expanded in a kernel-induced feature space. In the following algorithm we define \(\mathcal{J} \subseteq\left\{1, \ldots, n_{\mathrm{X}}\right\}\) to be the index set for chosen samples and use this notation in \(\mathbf{K}_{\mathcal{J J}}\) to denote the rows and columns of the total kernel matrix \(\mathbf{K}=\kappa(\mathbf{X}, \mathbf{X})\) corresponding to these samples. We also note that for efficiency, the inverse \(\mathbf{K}_{\mathcal{J} J}^{i n v}=\mathbf{K}_{\mathcal{J} J}^{-1}\) is typically computed via rank-one updates after adding a new sample to the expansion on each iteration (lines 7-9 of the algorithm).
```

Algorithm 7 Greedy RS Expansion from [174]
Input: Set of original expansion vectors $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n_{\mathrm{X}}}$, vector of expansion coefficients $\boldsymbol{\alpha}$, kernel function
$\kappa$, and termination conditions (e.g., maximum number of new expansion vectors $m_{\text {max }}$ and/or
desired representation error $\epsilon_{\max }$ ).
Output: Indexes of support samples for sparse representation $\mathcal{J}$, vector of new expansion coefficients $\widetilde{\boldsymbol{\alpha}}$.

```
```

    \(\mathbf{K} \leftarrow \kappa(\mathbf{X}, \mathbf{X}) \quad \triangleright\) Compute the kernel matrix.
    ```
    \(\mathbf{K} \leftarrow \kappa(\mathbf{X}, \mathbf{X}) \quad \triangleright\) Compute the kernel matrix.
    \(\mathcal{J} \leftarrow \emptyset, \mathcal{I} \leftarrow\left\{1, \ldots, n_{\mathrm{X}}\right\} \quad \triangleright\) Initialization
    \(\widehat{\boldsymbol{\alpha}} \leftarrow \emptyset, \mathbf{K}_{\mathcal{J}, \mathcal{J}}^{i n v} \leftarrow 1\)
    \(E \leftarrow \boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K} \boldsymbol{\alpha}\)
    while \(E \geq \epsilon_{\max }\) and \(|\mathcal{J}|<m_{\text {max }}\) do
        \(j \leftarrow \underset{i \in \mathcal{I}}{\operatorname{argmax}}\left\{\frac{\widetilde{\boldsymbol{\alpha}}^{\mathrm{T}} \mathbf{K}_{\mathcal{J}, i}-\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K}_{:, i}}{\sqrt{E \cdot \mathbf{K}_{i, i}}}\right\}\)
        \(\mathbf{d} \leftarrow \mathbf{K}_{\mathcal{J}, \mathcal{J}}^{i n v} \mathbf{K}_{\mathcal{J}, j}\)
        \(\delta \leftarrow \mathbf{K}_{j, j}-\mathbf{d}^{\mathrm{T}} \mathbf{K}_{\mathcal{J},:}\)
        \(\mathbf{K}_{\mathcal{J}, \mathcal{J}}^{i n v} \leftarrow \frac{1}{\delta}\left[\begin{array}{cc}\delta \mathbf{K}_{\mathcal{J J}}^{i n v}+\mathbf{d d}^{\mathrm{T}} & \mathbf{d} \\ -\mathbf{d}^{\mathrm{T}} & 1\end{array}\right]\)
        \(\widetilde{\boldsymbol{\alpha}} \leftarrow\left[\begin{array}{c}\widetilde{\boldsymbol{\alpha}}+\frac{1}{\delta} \mathbf{d}\left[\mathbf{d}^{\mathrm{T}} \mathbf{K}_{\mathcal{J},:}-\mathbf{K}_{j,:}\right] \boldsymbol{\alpha} \\ -\frac{1}{\delta}\left[\mathbf{d}^{\mathrm{T}} \mathbf{K}_{\mathcal{J},:}-\mathbf{K}_{j,:}\right] \boldsymbol{\alpha}\end{array}\right]\)
        \(\mathcal{J} \leftarrow \mathcal{J} \cup\{j\}, \mathcal{I} \leftarrow \mathcal{I} \backslash\{j\}\)
        \(E \leftarrow \widetilde{\boldsymbol{\alpha}}^{\mathrm{T}} \mathbf{K}_{\mathcal{J}, \mathcal{J}} \widetilde{\boldsymbol{\alpha}}-2 \widetilde{\boldsymbol{\alpha}}^{\mathrm{T}} \mathbf{K}_{\mathcal{J},:} \boldsymbol{\alpha}+\boldsymbol{\alpha}^{\mathrm{T}} \mathbf{K} \boldsymbol{\alpha}\)
    end while
```

