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Concentrated solar energy can be used to provide the heat necessary to drive highly
endothermic chemical reactions for renewable fuel production including thermal reduction of
metal oxides for water-splitting cycles, and gasification of cellulosic biomass. A computational
model coupling radiative transfer with fluid flow, heat transfer, mass transfer, and chemical
reaction kinetics is developed for a solar receiver comprised of a specularly reflective cylindrical
cavity with a windowed aperture and an array of five tubes. Finite volume techniques for
radiative transfer provide accurate depictions of diffuse energy emitted by heated surfaces, but
fail to produce viable solutions for solar energy with computationally reasonable mesh sizes. A
hybrid Monte Carlo/finite volume strategy is proposed for radiative transfer and coupled with a
three-dimensional steady state computational fluid dynamics model describing steam gasification
of acetylene black. Maximum predicted temperatures for 6 kW solar power are 1813 K, 1343 K,
and 1546 K at the center, front, and back tubes respectively, with corresponding reaction
conversions of 40%, 2.5%, and 9.2%. Average discrepancies between temperatures predicted
via the computational model and those experimentally measured on-sun up to 1700 K are
21-44 K (2-4%) for both ceramic and metallic tube materials. Predicted solar-to-chemical
receiver efficiency is less than 4% with conduction and emission losses accounting for 55-69%

and 11-25% of the solar input, respectively.
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Parameters describing operating conditions and receiver geometry are exploited to
optimize the solar-to-chemical efficiency for both cooled reflective and insulated absorbing
cavity designs scaled to accept 8 kW solar power. Tubes positioned outside of the solar beam
fail to achieve adequate reaction conversion and contribute heavily to conduction losses in
reflective cavity designs. Ideal configurations produce up to 13% solar-to-chemical efficiency
and contain three moderately sized tubes situated within the solar beam and set back from the
aperture such that a portion of the solar energy reflects off of the cavity wall. Insulated
absorbing cavity designs are characterized by comparatively greater temperature uniformity,
higher reaction conversion, and diminished conduction losses. Ideal configurations produce up
to 35% efficiency and contain three large tubes which may be partially located outside of the

solar beam.
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Chapter I

Motivation, Background, and Scope

1.1 Motivation and Scope

1.1.1 Motivation

Energy consumption in the United States alone was 98 quadrillion BTU in 2010, a value
which represents a more than three-fold increase in demand from 1950 and accounts for
approximately 20% of world energy consumption [1]. More than 83% of this energy was
derived from non-sustainable carbonaceous fuels including petroleum, coal and natural gas,
while only 8% was derived from renewable sources [1]. Despite mounting demand, utilization
of renewable sources has only increased by 5 quadrillion BTU in the last 60 years with the
majority of growth due to wind energy and biofuels including biodiesel and corn-derived ethanol
[1]. Nearly 80% of renewable sources are derived from biofuels, wood and hydroelectric,
whereas solar energy accounts for only 1% of total renewable energy consumption or 0.08% of
total U.S. energy consumption [1].

While consumption of an indisputably finite energy supply appropriately generates
unease regarding potential inability to meet coming demand, the current and projected future
environmental impacts of unsustainable consumption habits are perhaps even more concerning.
Antarctic ice cores indicate that atmospheric carbon dioxide concentration varied between
180 ppm and 300 ppm over the past 650,000 years, yet carbon dioxide concentration has
increased rapidly over the past century rising to 379 ppm [2]. Likewise, global average surface

temperature has risen by 0.6-1°C since 1860, even after accounting for the urban heat-island
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effect [3], with more than half of this increase taking place in the past 30 years and eleven of the
twelve warmest years on record occurring in the past twelve years [3]. Among climate scientists
this rise is almost unequivocally attributed to anthropogenic activities as similar historical
increases in atmospheric carbon dioxide concentration or global mean surface temperature
accompanying the end of past ices ages required 5,000 years to occur [2]. Atmospheric carbon
dioxide content and surface warming have contributed to noted increases in ocean acidity,
modifications in atmospheric circulation and precipitation patterns, and melting of polar ice caps
along with the associated rise in sea level [4].

Clearly current fossil fuel consumption practices are not only unsustainable, but produce
tremendously damaging environmental and geopolitical consequences. With rapidly escalating
world energy demands originating from developing countries it is perhaps unrealistic to rely
purely on conservation and hope for dwindling consumption to resolve this predicament.
Strategies combining conservation, improvements in energy efficiency, application of new
technologies to traditional energy sources, and utilization of renewable sources must be sought.
Exploitation of renewable resources, currently representing only 8% of total U.S. consumption
and 6% of total world consumption [5], will be crucial. Solar energy in particular appears to
possess largely untapped potential to transform the current energy landscape. Discounting that
reflected or absorbed by clouds and the atmosphere, an average of 86,000 TW of solar energy
arrives at the earth’s surface [6]. Thus the quantity of energy reaching the earth’s surface in a
mere two hours of time exceeds global yearly consumption of 496 quadrillion BTU [5].
Harnessing just 0.01% of the solar energy reaching the earth’s surface in a given year would
address more than half of global energy demand. Yet capturing this energy and converting it to a

useful form proves difficult as it reaches the earth’s surface with flux densities of, at best, on the
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order of 1 kW/m® and is characterized by an inherently diffuse and intermittent nature even
during daylight hours. Furthermore, and not coincidentally, locations possessing ideal solar
resources frequently do not overlap geographically with population centers. Thus solar energy
must ideally be captured and stored in a transportable form.

One of many suggested solutions is the utilization of concentrated solar energy to drive
highly endothermic chemical reactions. Both hydrogen producing thermochemical cycles and
solar gasification of carbonaceous fuels, among other processes, allow for storage of solar energy
in the bonds of chemical reaction products, thereby circumventing challenges associated with the
diffuse and transient nature of solar power. Ideal locations for concentrating solar, characterized
by high incidence of direct normal radiation, are distributed globally and can be found in various
regions across Africa, Asia, the Middle East, Australia, and South America as well as in the
southwest United States [1, 7]. A 24-35% solar to hydrogen efficiency based on the higher
heating value (HHV) of reaction products has been estimated for various metal oxide
thermochemical cycles assuming negligible optical losses related to the solar concentrating
system [8-11]. This translates into roughly 19-29% efficiency for converting solar heat to usable
work in an ideal fuel cell [8, 10, 11]. Including a 60% optical efficiency for the solar collection
system, the solar to hydrogen HHV efficiency is reduced to 15-25% [9, 11-13]. Conventional
low temperature electrolysis with electricity produced using concentrated solar energy typically
results in at best 14-19% solar to hydrogen HHV efficiency [12, 13] and thus hydrogen
production via thermochemical cycles appears to offer a theoretical advantage over more
traditional technologies.

Introduction of a solar energy source to conventional steam gasification processes for

carbonaceous materials upgrades the calorific value of the feedstock by 30-45% [14]. Solar
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gasification of coal, including downstream water-gas shift and CO,/H, separation, yields
approximately 70% conversion of solar energy and original fuel HHV to usable work in an ideal
fuel cell [10, 15] neglecting optical losses from the concentration system. If the syngas product
is used to generate electricity through conventional means such as a gas turbine or combined
cycle, the solar coal gasification process results in a 30-50% reduction in CO, emissions
compared to conventional coal-fueled Rankine cycles [10, 14]. Though these studies have been
carried out for non-sustainable carbonaceous feedstocks, substitution of cellulosic biomass for
coal renders the gasification process both carbon-neutral and renewable.  Economical
assessments indicate that solar thermochemical hydrogen production can be competitive with
water electrolysis [10].

Yet the above assessments are wholly contingent on the existence of a solar receiver
which can effectively capture the supplied solar energy in the chemical products. It is estimated
that optical components of the solar concentration system for a full-scale plant can account for as
much as 50-80% of initial capital costs [16], thus the possibility of any solar-thermal process
generating an economically feasible alternative to fossil fuels hinges on the effectiveness of the
receiver. Receiver design has typically been carried out on a principally empirical basis leading
to systems detailed in the literature which rarely exceed a solar-to-chemical efficiency of 10% on
a 10 kW laboratory scale. Understanding the behavior of these solar receiver / chemical reactor
systems on the basis of fundamental transport phenomena driving the process is essential to

improving both receiver design and performance.

1.1.2 Scope
The primary objectives of this work were to develop a fundamental understanding of heat

and radiation transport processes occurring within a type of closed cavity solar aerosol flow
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reactor, and to apply this understanding to ascertain efficiency limitations and factors driving
efficiency, with the aim of moving from a largely empirical to a more fundamental theoretical
approach for solar receiver design. The first step in achieving these goals was to develop an
accurate model of all applicable heat, mass, momentum and radiation transport processes
occurring in an existing prototype indirectly-irradiated reflective cavity receiver depicted in
Figure 1.1. The existing receiver consists of a cylindrical, reflective polished aluminum cavity
with a windowed or windowless aperture enclosing an array of five tubes. In the current study it
was operated in an aerosol flow configuration with a fluid/particle mixture flowing through each

tube.

Figure 1.1: Schematic diagram of existing reflective cavity receiver

Computational fluid dynamics techniques were used to solve fundamental heat, mass, and
momentum transport equations in a three-dimensional steady state model of the existing receiver.
The inherent complexity of the integro-differential equations governing radiative heat transfer
restricts analytical solutions to only the simplest of scenarios. A number of approximate
methods including surface exchange or radiosity, finite volume or discrete ordinates, and

statistical Monte Carlo methods have been developed, each with drawbacks related to solution
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accuracy, computational requirements, and ability to couple with detailed convective and
conductive heat transfer models. Use of the finite volume method to solve the radiative transfer
equation was appealing because of its compatibility with detailed control-volume based
computational fluid dynamics techniques. However, in light of previous studies, accuracy of the
finite volume method was at best questionable for the receiver geometry of interest and was
evaluated in comparison to Monte Carlo solutions with the goal of proposing a modeling strategy
for transport of radiative energy that was both sufficiently accurate and computationally
efficient.

Accurate depiction of receiver performance required treatment of both physical
phenomena and chemical reaction phenomena occurring within the tubes. The focus of the
current work was on the performance of the receiver and, as such, the chemical process may be
any of a variety of highly endothermic reactions including thermal reduction of a number of
metal oxide species, or gasification of carbonaceous materials including biomass or biomass
char. However, detailed knowledge of the kinetic mechanism and intrinsic surface reaction rate
at elevated temperatures was critical to accurate prediction of receiver performance. Biomass
pyrolysis and gasification reaction schemes and kinetic parameters at high temperatures are
extremely complex and poorly understood and thus, for the purposes of this study, it was
advantageous to employ gasification of pure carbon as a simplified test reaction thereby taking
advantage of the large body of literature discussing gasification of low-ash coal char and
petcoke.

Validation was accomplished through comparison of computational model results with
experimental data collected on-sun using the existing receiver. Receiver models were

experimentally validated under both inert and reactive conditions with tubes constructed from
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either high temperature metal alloys or ceramic materials. This model was then utilized to
characterize the performance of the current receiver under a variety of conditions and to
investigate the impacts of various parameters describing receiver configuration and operating
conditions. Information gained through these computational studies suggested strategies for
improving both design and performance on the basis of the fundamental transport phenomena
occurring in the closed-cavity receiver. These studies were carried out for both a reflective
cavity configuration and an industrially-relevant absorbing cavity configuration with optimal
designs identified on the basis of maximal solar-to-chemical receiver efficiency. Various studies
suggest that process economics are governed predominantly by the optical components
comprising the concentrating system, and thus receiver optimization on the basis of solar energy
utilization mirrors economic optimization. It is expected that optimal receiver designs for carbon
and biomass gasification will possess similar features given the analogous temperature range
under which the reactions proceed. A similar procedure could be followed for additional
chemical processes by inserting a modified reaction or fluid/particle flow model into the
framework of the heat, mass, momentum and radiation models developed for the carbon
gasification reaction. Thus while this study carried out calculations identifying optimal designs
specifically for the carbon gasification reaction, the procedure provides the framework through
which receiver design may be optimized for any chemistry on the basis of the fundamental

transport phenomena occurring within the receiver.

1.2 Background and Literature Review

1.2.1 Solar-thermal processes
Concentrated solar energy can be used to provide the heat necessary to drive various

highly endothermic chemical reactions for renewable fuel production including direct
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thermolysis of water, thermal reduction of metal oxides for production of hydrogen from water
splitting cycles, carbothermal reduction of metal oxides, thermal decarbonization or cracking of
methane, and gasification of cellulosic biomass, coal or other carbonaceous materials to produce
synthesis gas [8, 10, 14, 17]. Direct thermolysis of water is typically infeasible as temperatures
exceeding 2500 K are required, necessitating high concentration ratios, exotic materials for
receiver construction, and effective high temperature gas separation techniques for hydrogen and
oxygen produced in a single reaction step [14, 18-20]. Multi-step reaction sequences have been
proposed as an alternative to direct thermolysis in order to reduce the requisite temperature and
eliminate the need for high temperature gas separations [8, 10, 14, 21, 22]. Metal oxide cycles
involve thermal reduction of a metal oxide and utilize concentrated solar energy or, in limited
cases, nuclear waste heat to provide the energy necessary to carry out the highly endothermic
chemical reaction. The reduced metal or metal oxide is then reacted with steam to produce
hydrogen and regenerate the original starting material, and the net effect is the production of
hydrogen and oxygen from water in discrete steps. A simplified schematic of this process is

illustrated in Figure 1.2.

1
MO, M0, ,+_0,

MO, +H, MO, , +H,0 | |

7Y

H, H,O

Figure 1.2: Metal oxide water-splitting cycle
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Candidate metal oxides have a reduction temperature substantially below that required for the
direct thermolysis of water and materials including ZnO [11, 23-25], Mn,0; [26-28], SnO; [29,
30], CeO, [31-33], and mixed iron oxides of the form MyFes;O4 where M typically represents
Co, Ni, Mn, Zn or Fe [34-40] have been investigated extensively in the literature with reduction
temperatures typically ranging between 1700-2200 K. Ongoing work seeks to address
challenges related to an excessively high reduction temperature, the necessity of rapidly
quenching volatile reaction products to prevent recombination, sintering and loss of active
surface area during high temperature cycling, kinetic or thermodynamic limitations on the
oxidation step, and identification of receiver materials not only tolerant of a high-temperature
oxidizing environment, but also sufficiently resistant to the thermal stresses imposed by the
inherently transient nature of the concentrated solar input [10, 14, 24].

Gasification of cellulosic biomass, coal, or other carbonaceous materials with steam or
CO; is represented in generic form in equation 1.1 and typically carried out at a comparatively

lower temperature than the metal oxide cycles described above.
C.H,0, +(x—z)H20—>(§+x—sz2 +xCO (1.1)

The mixture of CO and H,, known as synthesis gas or “syngas”, generated by the gasification
reaction can be reformed into various liquid fuels, ammonia, hydrogen, or a number of
commodity chemicals by Fischer-Tropsch type processes. Traditional autothermal gasification
processes proceed with partial combustion of the feedstock supplying the necessary heat for the
endothermic gasification reaction, resulting in both CO, emissions and practical limitations on
the operating temperature as combustion of up to 30% of the biomass feedstock may be required
to sustain an elevated temperature [41]. Gasification processes at comparatively lower

temperature result in formation of volatile condensable hydrocarbons and aromatics commonly
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referred to as tar [42-45] leading to fouling of downstream catalytic surfaces. Solar energy has
been proposed as an alternative means of providing the process heat [41, 46-48]. Introduction of
solar energy to the gasification process eliminates the necessity of feedstock combustion and
upgrades the calorific value of the feedstock by storing solar energy in chemical bonds of the
reaction products. Comparatively higher temperatures are achievable resulting in reduction or
elimination of tar production [42, 43]. Yu et al. [49] reported a 40% decrease in tar formation at
900°C compared to 700°C, whereas Lichty et al. noted clearly diminished tar production at

1200°C compared to 1000°C [50].

1.2.2 Design and efficiency of current receivers

Metal oxide cycles and biomass gasification, when powered by the clean energy of the
sun, are theoretically entirely renewable and carbon neutral. Yet the inherent advantages of these
processes cannot be exploited on a large scale without detailed knowledge and fundamental
understanding of the solar receiver. Numerous solar reactor concepts have been proposed in the
literature [50-63] with most consisting of cavity-receiver type designs in which concentrated
solar radiation enters into a closed cavity through a small aperture or window. Receiver cavities
are typically constructed from strongly absorbing materials and insulated heavily so as to
minimize radiative absorption and conduction losses. High temperature oxidizing environments
commonly require the use ceramic materials which are poorly resistant to thermal shock and
often result in cracking of receiver walls or insulating materials during on-sun operation [52, 64].
Reflective cavity receivers are subject to increased conduction losses as walls must remain
sufficiently cool to maintain the quality of the reflective surface, and are only feasible in

indirectly-irradiated designs without the possibility of particle contact. Nevertheless, the small



11

thermal mass of reflective cavity receivers makes them amenable to laboratory scale
experimental operation.

Many receiver concepts are directly irradiated designs in which reactants are exposed
directly to concentrated solar radiation [51, 54, 55, 58, 60-63]. Rapid and efficient heating is
possible owing to direct absorption of solar energy by reactant particles, and these designs have
the potential to minimize solar load on the receiver walls [14]. However, these designs tend to
exhibit considerable heat losses by particle emission and necessitate the presence of a transparent
quartz window presenting complications related to particle fouling, severe gas environments, and
potential for large-scale designs. Vortex flow patterns, an inert sweep gas, or a rotating cavity
are typically employed to prevent particle contact with and deposition on the transparent window
surface. Not only do these methods enhance convective heat losses and increase the mechanical
complexity of the design, but despite these efforts, particle deposition on the window surface
often remains a problem during experimental testing [65, 66].

Indirectly irradiated designs can eliminate the need for a transparent window by
enclosing reactants in either opaque absorbing tubes or a separate cavity [50, 52, 53, 56, 57, 59].
Absorption by the tube or cavity material and subsequent emission is required to heat the
reactant species, providing an additional mechanism for heat loss as tube or cavity materials
must possess a high enough thermal conductivity to withstand thermal shock. Dual-cavity
designs consist of an upper and lower cavity, with the upper cavity devoid of reactant particles
and constructed of a highly absorbing material possessing desirable thermal shock properties
such as graphite or silicon carbide [57, 67, 68]. Solar energy is absorbed by the walls of the
upper cavity and re-emitted to a lower cavity containing reactant particles. Compared to these

dual-cavity receivers, designs with aerosol flow tubes offer the advantage of improved heat and
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mass transfer rates due to high surface area to volume ratios characterizing small particles
entrained in a transport gas [25, 59, 69]. As a result rapid heating rates and kinetically controlled
reactions are achievable [59, 70], allowing for short residence times and high throughput of
reactants. Furthermore, indirectly irradiated configurations with aerosol flow tubes tend to have
mechanically simplistic and stationary designs, a considerable benefit in view of the elevated
operating temperatures and inherently transient nature of the solar power source.

Receivers detailed in the literature are generally designed initially with little fundamental
basis leading to inadequacies including low efficiency and highly non-uniform heating. Receiver
solar-to-chemical efficiency is calculated from equation 1.2 where the numerator represents the
enthalpy change for the process converting the reactants at the inlet temperature to the products

at the temperature attained in the receiver.

reactants ( T;

ier )—>products(77) (] 2)
Qsolar

77:

Predicted efficiencies for designs accepting under 10 kW solar power are typically in the range
of 1-10% with heat losses primarily due to emission out of the transparent window (30-55% of
Osoiar) and conduction (30-65% of QOsoir) [53, 58-60, 64, 67, 69, 71]. Receiver cavities are either
constructed out of a high temperature refractory material and insulated [51-53, 57, 58, 60, 62, 67,
72] or constructed from a metallic material and actively cooled or shielded from solar energy by
reactant particles [50, 55, 63, 73]. Conduction losses at the cooled quartz window can be
substantial even when the cavity walls are heavily insulated [51, 71, 74]. Radiation losses
remain relatively unaffected by the size scale of the receiver; however, simplified computational
models of existing insulated cavity receivers predict that conduction losses may decrease to
under 10% of the solar input when the design is scaled to accept a solar input of 1 MW [69, 71].

Efficiency for these large-scale designs has been approximated from simplified heat transfer
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models and predictions range from 5-50% for solar power inputs on the order of 1-10 MW [58,
69, 71, 72], though the simplified models used to generate these estimates have not been

validated at this scale.

1.2.3 Transport and radiation modeling

Designing an effective receiver entails optimizing heat input to the reactants and
matching the kinetic rate and energy requirements for the chemical reaction to the solar input,
while minimizing both conductive and radiative losses. Computational models are commonly
used to predict tube or cavity temperatures along with corresponding reactant conversions or
receiver efficiency, and accurate models can be used to facilitate the design of highly effective
receivers. Comprehensive treatment of receiver transport phenomena involves coupling typical
momentum, continuity, and energy equations with reaction kinetics and the integro-differential
equations describing radiative transfer. The inherent complexity of the equations governing
radiative heat transfer restricts analytical solutions to the simplest scenarios often involving gray-
diffuse surfaces and either non-attenuating or isotropically scattering media with negligible
spectral and directional dependence of all optical properties. Finite volume or discrete ordinates,
[51, 74-78], radiosity, [55, 57, 79, 80] and Monte Carlo [56, 58, 60, 69, 81-84] methods or
related combinations [71, 72, 85] are commonly employed to solve the radiative transfer
problem. Radiosity methods are restricted to problems with non-participating media [86]
whereas Monte Carlo, finite volume and discrete ordinates methods are fully capable of treating
absorbing, emitting, anisotropically scattering non-gray media in complex geometries [86-91].

Monte Carlo (MC) methods apply probabilistic models for radiative phenomena [86, 87]

and allow for straightforward incorporation of both spectral and directional optical properties.
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The energy leaving a surface is described by a stochastic number of bundles of energy or rays
with direction and wavelength corresponding to the physical laws governing radiation exchange.
The subsequent sequence of absorption, reflection, or emission events at boundary walls and
within the participating media follows the principles governing Markov chains with each event
occurring entirely independently of previous events. Solutions obtained via MC methods are not
subject to discretization errors and are frequently used to obtain benchmark calculations [86, 87]
though such calculations may be computationally intensive, particularly for systems with
strongly participating media. While these solutions are highly accurate within a statistical limit,
they are not directly compatible with control-volume based computational fluid dynamics (CFD)
approaches. In solar receiver modeling studies, use of the MC technique typically comes at the
expense of complexity in the treatment of fluid flow and heat transfer equations, which are
commonly simplified to one-dimensional or global/macroscopic models with constant properties
[58, 60, 69, 72, 81, 83, 84, 92].

The finite volume (FV) [88, 89] and discrete ordinates (DO) [90, 91] methods for
radiative heat transfer are appealing as they are capable of treating non-isothermal, absorbing,
emitting, anisotropically scattering, non-gray media in complex geometries while retaining
compatibility with a control volume based computational fluid dynamics modeling approach
[88]. The finite volume method integrates the radiative transfer equation (equation 1.3) [86] over
both control volumes and finite solid angles o' to yield a set of discretized transport equations for

the radiative intensity within each finite solid angle [88, 89].

W5) (s Yi(r5) () + % [ 1505, Mo (13
dS A 0

Using this method the radiative transfer equation can be solved simultaneously and, in principal,

on the same spatial mesh as fundamental heat, mass and momentum transport equations leading
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to close coupling between solutions for radiative energy and surface temperatures. Thus FV or
DO radiation models are commonly implemented in receiver modeling studies in conjunction
with highly complex three-dimensional fluid flow and heat transfer models including, for
instance, discrete particle models, turbulence, and the effects of buoyancy [51, 74-78, 85].
However, previous studies have detailed various maladies, namely ray effects and false
scattering errors, that afflict the solutions of finite volume based methods and whose effects can
be both problematic and difficult to eliminate [93, 94]. These errors are particularly pronounced
for cases with weakly participating or non-participating media, isolated heat sources, specularly
reflective enclosure surfaces, and collimated radiation [93, 95-98] calling into question the
applicability of FV or DO methods for solar receivers which commonly involve an isolated,
strongly directionally dependent energy source with non-participating cavity media in indirectly-
irradiated designs. Ray effects originate from the approximation of a continuum angular
distribution with a finite set of directions and can never be completely eliminated from finite
volume solutions. False scattering, on the other hand, draws analogies with false diffusion in the
CFD community and results from spatial discretization techniques. Ray effects, or ray
concentration errors, were originally identified in discrete ordinates equations [99] and were later
found to be present in finite volume solutions as well [94]. While many past studies quantifying
errors in FV and DO solutions have been carried out for grey enclosures with
absorbing/emitting/scattering media and diffusely emitted radiation, relatively few have been
performed for highly specularly reflective enclosures with the collimated or strongly
directionally-dependent intensity distributions that typically result from solar concentrating

systems.
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A number of studies have investigated the accuracy of variations of the DO and FV
methods in enclosures with partially heated surfaces [93-98, 100-102]. Enclosure walls are
typically black or gray and diffuse, while emitted or incident radiation is either diffuse or
collimated. Ray effects commonly produce oscillations in heat flux solutions and, while never
completely eliminated, can be alleviated by increasing the number of ordinate directions (DO) or
minimizing solid angle extents (FV). However, ray effect errors are not always evidenced by
oscillatory solutions and may also be present in smooth profiles. In enclosures with partially
heated walls, ray effects are most pronounced for a localized or isolated heat source and worsen
as either the heated length [95-97, 100] or the optical thickness [93, 95, 100] of the medium
decreases. Koo et al. [98] found that oscillations in the solutions of DO equations may be more
severe when enclosure walls are highly reflective. Various methods to minimize ray effects have
been proposed, but these methods often either fail to universally eliminate errors in cases with
isolated heat sources or cannot be applied to complex geometries [100]. False scattering arises
from approximation of intensity values at control volume faces with the surrounding nodal
values and tends to produce a general smearing of the intensity field. Errors due to false
scattering can be reduced through the use of smaller control volumes and higher order spatial
discretization schemes, though the use of higher order discretization schemes may, in some
cases, induce oscillations independent of those originating from ray effects [93, 94, 96, 101,

102].

1.2.4 Modeling gasification kinetics
The receiver model must couple heat, mass, momentum and radiation transport models
with an accurate depiction of chemical reaction kinetics. Steam gasification of a biomass

feedstock can be broken into separate processes of pyrolysis or devolatilization and char
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gasification. Pyrolysis is nearly instantaneous at high temperatures and generally considered to
be heat transfer limited, particularly for rapid heating rates [41, 103-107]. Lack of separation
between intrinsic kinetic rates and transport effects leads to wide variation in kinetic parameters
reported in the literature [41, 44, 103, 108]. As such, a consensus on pyrolysis kinetics has not
yet been reached [103, 109] and no pyrolysis models exist that are capable of satisfactorily
predicting product yields over wide ranges of conditions and feedstocks [110]. Availability of
pyrolysis and gasification rates at high temperature is particularly limited in the literature [44].
Gasification kinetics can be strongly dependent on pyrolysis conditions, even when
pyrolysis is not directly included in the kinetic study. Along with influencing the distribution of
char and tar formed in the reactor, pyrolysis conditions affect char reactivity with rapid heating
rates producing a highly reactive char structure characterized by a large volume of macropores
[104, 111, 112]. Biomass char tends to exhibit reactivity greater than that of typical coal chars
attributable to comparatively higher porosity, larger pores, and increased inorganic material
content [111]. Models for biomass char gasification exhibit substantial variability in both the
description of the intrinsic surface reaction and in the complexity of associated particle
properties and heat or mass transfer effects [44, 104, 106, 107, 111, 113-116]. Fundamentally
realistic kinetic models of char gasification require intrinsic surface kinetics and knowledge of
chemical structure, inorganic constituents, porosity, and reactive surface area; however, even
models including all of these details commonly produce char reactivities varying by up to four
orders of magnitude [111]. Intrinsic surface gasification rates are heavily influenced by
constituent inorganic material which is believed to have a catalytic effect. Activation energies
measured for coal chars with minimal inorganic material can exceed those evaluated for

materials with substantial inorganic content by 100 kJ/mol [111]. Variations in porous structure
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and reactive surface area are known to impact predicted kinetic parameters, but are difficult to
assess and are thus commonly simplified to empirical correlations [117, 118]. Consequently,
comparison of complex models with experimental data often proves challenging and most
models reported in the literature are simplified global reactivity descriptions [111, 114]. Though
these global models are frequently utilized in combination with heat and mass transfer models of
chemical reactors [44, 115, 119], published reaction models lump intrinsic chemical phenomena
with physical processes [114] thereby producing apparent parameters with at best limited
applicability to disparate materials and conditions. The introduction of a radiative energy source
presents additional challenges associated with rapidly varying optical properties as the weakly
absorbing unreacted biomass is transformed into strongly absorbing char particles [41].
Gasification kinetics for pure carbon, low-ash coal chars and petcoke are comparatively
simpler. The carbon-steam surface reaction is typically presumed to follow either an oxygen-
exchange or hydrogen-inhibition mechanism. The oxygen-exchange mechanism consists of
dissociative reversible adsorption of steam on the carbon surface followed by irreversible
combination of adsorbed oxygen atoms with surface carbon [111, 116, 120-124]. The hydrogen-
inhibition mechanism is based on irreversible dissociative steam adsorption, reversible hydrogen
adsorption, and irreversible combination of adsorbed oxygen atoms with surface carbon [111,
116]. Though the origin of hydrogen inhibition differs in each mechanism, both lead to an
identical Langmuir-Hinshelwood type rate expression. Many other mechanisms have been
suggested [121, 125] including those applicable for combined CO,/H,O gasification [122] or
gasification at elevated pressures [126]. At low partial pressures the effect of hydrogen
inhibition is commonly neglected such that the Langmuir-Hinshelwood rate expression can be

condensed into a simple "™ order global model [111, 121].
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1.2.5 Receiver optimization

Improvements in receiver efficiency produced by scaling a fixed geometry from 5-10 kW
to 1-10 MW have been examined via various computational studies [58, 69, 71, 72, 127]. Yet
only a limited number of studies detailed in the literature explore the impact of receiver size,
tube configuration, or operating conditions on receiver efficiency at a fixed scale [75, 128-130].
These studies are based on simplified receiver models which may not accurately depict all
relevant physical and chemical processes. Tescari et al. examined a receiver in which reactive
material affixed around vertical cylindrical walls was heated via direct absorption of solar energy
introduced at the top end of the cylinder [128, 129]. The impact of a shape factor and cylinder
void fraction were investigated by means of a constructal optimization method intended to
approximate the tendency of geometric variations in the realistic system based on that predicted
for a substantially simplified problem. An algebraic model of receiver efficiency was developed
and derived from simple macroscopic energy balances for individual reactor segments.
Melchior et al. examined radiative transfer and surface temperature profiles in a perfectly
insulated absorbing cavity reactor via a Monte Carlo model and macroscopic surface energy
balances neglecting convective and conductive heat transfer [130]. The optimal distance
between a single tube and the aperture was investigated along with tube configuration for arrays
consisting of two, four, or eight tubes on the basis of maximum and average tube temperatures in
the absence of chemical reaction. Haussener et al. considered a two-dimensional slice of an
indirectly irradiated multiple tube receiver with absorbing cavity walls for thermal reduction of
ZnO via a simplified computational fluid dynamics heat transfer model combined with a finite
volume treatment of solar and emitted radiative energy [75]. Variations in solar concentration,

number of tubes, tube size, ZnO feed rate, window aspect ratio and cavity size were taken into
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consideration with ZnO feed rate and tube number producing the largest impact on predicted

receiver efficiency.
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Chapter 11

Thermodynamic and practical limitations on receiver efficiency

2.1 Abstract

The maximum efficiency of an open solar receiver/reactor system is limited
thermodynamically by the product of the Carnot efficiency and a factor involving both the
enthalpy and entropy changes occurring as a result of the chemical reaction.  This
thermodynamically limiting efficiency can be greater than the Carnot efficiency when the
entropy change is positive. Efficiency limitations are evaluated for direct thermolysis of water,
steam gasification of carbon or cellulosic biomass, and thermal reduction of ZnO, NiFe,04, and
Mn,0Os. Inclusion of the entropic and enthalpic terms produces a thermodynamically limiting
value of unity under realistic conditions implying that the receiver efficiency for the high
temperature step, defined herein as the ratio of the enthalpy change arising from the process
occurring in the receiver to the solar energy input, is limited only by the solar energy absorption
efficiency. Both the optimal reactor temperature for a given solar concentration ratio, and the
solar concentration required to achieve a given temperature and efficiency shift to values lower
than those dictated by the Carnot limitation on the system efficiency for the conversion of heat to
work. Solar concentration ratios of 3500 and 1575 are required to achieve 70% receiver
efficiency for ZnO reduction at 2073 K (1800°C) and NiFe,O4 reduction at 1673 K (1400°C)
respectively. These values are well under the corresponding values of 5700 and 3100 identified

based on system efficiency.
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2.2 Introduction

Concentrated solar energy can be used to reach high temperatures and drive strongly
endothermic chemical reactions such as direct water splitting, metal oxide reduction for water
splitting cycles, metal oxide carbothermal reduction, and gasification of cellulosic biomass or
other carbonaceous materials [1-3]. Species including ZnO, Mn,03, Fe;04, MFe,04 (Where M is
Co, Ni, Mn, or Zn), TiO2, SnO,, and CeO, have been proposed for metal oxide cycles [2-7].
These cycles couple the strongly endothermic, high temperature thermal reduction of the metal
oxide to a lower temperature water oxidation step evolving hydrogen thereby producing
hydrogen and oxygen from water in distinct steps. Hydrogen and oxygen can then be
recombined in a fuel cell to produce usable work and regenerate water. The complete cycle is
shown in Figure 2.1 where the dashed line represents system boundaries if the overall conversion

of heat to work is to be considered.

; Solar input :
MOy | Thermal redchtjon 40—>—|_V
1 M M+ :
: O, = xM+ 2 % Fuel cell H,0!
i M i
] H, +102 »H0 |
' Water oxidation 2 |
i xM +yH,0 — M 0, + yH, l ;
: Work :
i A H,

Figure 2.1: System boundaries for the overall conversion of heat
to work via a metal oxide water splitting cycle

Many studies detail the thermodynamically-derived efficiency limitations on the overall
conversion of solar heat to usable work for water-splitting cycles [1, 2, 8-11]. These studies
approach the selection of optimal conditions and solar concentration ratio from the perspective of

maximizing the production of work. The system efficiency is defined as the ratio of the work
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equivalent of the products to the solar energy input and thus is limited thermodynamically by the
Carnot efficiency. In addition to this system efficiency, limitations on the receiver efficiency for
the high temperature step alone are of interest for evaluation of solar receiver design and
selection of optimum solar concentration or receiver temperature. In this study the solar receiver
is approached as an open system and efficiency is defined based on the enthalpy change for the
process occurring in the receiver and the solar energy input. The boundaries for this open system
are indicated by the dot-dashed line in Figure 2.1. The efficiency defined in this manner is
necessarily limited by different values than that based on the work equivalent of the products and
use of this definition can have implications on the choice of solar concentration, design of solar

fields, and evaluation of process viability.

2.3 Theory

The solar absorption efficiency accounts for physically unavoidable radiative losses
through the aperture, while neglecting convective and conductive losses for an idealized receiver,

and can be written as in equation 2.1 [1, 2, 8, 12].

_alC—¢oT*
nabs Ic

(2.1)
Variables o and ¢ are, respectively, the absorptivity and emissivity of the receiver materials, 7 is
the intensity of the incident light, C is the concentration ratio over the aperture, and 7 is the
receiver temperature. Thermodynamic limitations can be determined by considering a steady
state process in which the material entering the reactor (state 1) is transformed into that exiting

the reactor (state 2). The boundaries of the process are chosen to include only the solar receiver

as shown in Figure 2.2.
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Figure 2.2: Schematic boundaries of the solar reaction process

Energy Q) is input into the process at a hot temperature 73, and energy Q. is rejected to the
environment at a lower temperature 7.. The product stream consists of the reaction products,
inert gases, and unconverted reactants. Application of the first and second laws of
thermodynamics to this system yields equations 2.2 and 2.3 where H and § are, respectively, the

stream enthalpy and entropy.

H1+Qh:H2+Qc (2-2)
s+ <s & (2.3)
T, T,

Combining equations 2.2 and 2.3 to eliminate (., and defining the reactor efficiency to be the
ratio of the energy required to affect the transformation from state 1 to state 2 to the total energy

input, the thermodynamic limitation on the efficiency is given by equation 2.4.

AH AL
n,==—<min{ AH-T.AS T, (2.4)
h
1
In equation 2.4 A indicates the difference between the outlet and the inlet states, and the
limitation of unity arises from the stipulation that the energy rejected to the environment (Q,) is a
positive quantity. Here 4H includes both the enthalpy change of reaction and sensible heat

requirements. This result is analogous to that presented by both Funk [13, 14] and Pangborn

[15]. Equation 2.4 shows that the efficiency of the receiver is not thermodynamically limited
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purely by the Carnot efficiency, but by the product of the Carnot efficiency and a coefficient

which is strongly dependent on the property changes resulting from the reaction. Note that if the
entropy change of the reaction is positive, then the thermodynamic limitation on the receiver
efficiency exceeds the Carnot efficiency. The thermodynamically limiting efficiency increases
strongly with temperature whereas the absorption efficiency decreases strongly with temperature
and increases with the solar concentration ratio. Practically speaking, the receiver efficiency is

restricted by the lower of the thermodynamic limitation and the absorption efficiency.

2.4 Results

The enthalpic and entropic terms contained within the thermodynamic limitation are
computed for various systems including direct thermolysis, reduction of three metal oxides
(ZnO, Mn,03, and NiFe,O4), and gasification of carbon or cellulose to carbon monoxide and
hydrogen. These terms depend strongly not only on the standard property changes for the
reaction, but also on reaction conditions including conversion, temperature, and partial pressures.
Table 2.1 shows the calculated values of the coefficient in equation 2.4 for inlet and outlet
temperatures equal to the temperature of the external environment (298 K), total inlet and outlet

pressures of 1 bar, 100% conversion, and a five to one molar ratio of inert gas to solid reactant.

Table 2.1: Calculated values of the coefficient in equation 2.4

Reaction A
AH —T.AS
H,0— H,+1/20, 1.22
Zn0 — Zn+1/20, 1.11
Mn,0, - 2MnO +1/20, 1.24
NiFe,0, — (NiO)Fe0)+0.5Fe,0, +0.250, 1.19
C+H,0->CO+H, 1.82
C,H,,0; + H,0 — 6CO +6H, >5
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When available, properties are taken from the FactSage thermodynamic databases [16]. Values
of the standard entropy or free energy of formation for the cellulose repeat unit are not readily
available in the literature and are calculated using thermodynamic data for hydrolysis reactions
[17], or estimated from correlations [18, 19]. This leads to a relatively large range of calculated
values for the coefficient in equation 2.4; however, for any of these values, the
thermodynamically limiting receiver efficiency is unity for the reactor temperatures of interest.
Although each of the values in Table 2.1 at least partially negates the Carnot term in
equation 2.4, the coefficient calculated for an outlet temperature of 298 K and 100% conversion
is, realistically, an underestimate of the coefficient for more practical reaction conditions.
Figure 2.3 illustrates the dependence of the coefficient on the reactor outlet temperature (7) and
the fractional conversion (x) for each for the four chemical reactions given by equations 2.5-2.8

with a total pressure of 1 bar and a five to one molar ratio of argon to solid metal oxide reactant.

Zn0 — xZn + x/2 0, + (1 - x)Zn0O (2.5)

NiFe,0, — (xNiO)xFeO)+ 0.5xFe,0, +0.25x0, + (1 - x)NiFe,O, (2.6)
C+H,0—CO+H, (2.7)

H,0 — xH, +x/20, +(1-x)H,0 2.8)

The coefficient at equilibrium conversion for the outlet temperature is also depicted. The
property changes and equilibrium conversions were computed using FactSage software and
databases [16] and, for the nickel ferrite reaction, the solutions and species suggested by
Allendorf et al. [20]. Sharp variations in the coefficient in Figure 2.3 are due to phase changes in

either product or reactant species.
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Figure 2.3: Coefficient in equation 2.4 as a function of conversion for
(a) ZnO reduction (equation 2.5), (b) NiFe,O4 reduction (equation 2.6)
(c) carbon gasification (equation 2.7), (d) water thermolysis (equation 2.8)

Figure 2.4 shows the equilibrium compositions calculated using FactSage as a function of
temperature. The coefficient at equilibrium conversion does not always match up directly with
the lines for specified conversion because the equilibrium calculation takes into account species
not listed in the reactions in equations 2.5-2.8. For instance, the equilibrium mixture for water
thermolysis contains H,O, H,, O,, H, O, and OH at high temperatures, whereas the specified
conversions in Figure 2.3(d) only consider fractional progression of the reaction as written in

equation 2.8 without supplementary side reactions.
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Figure 2.4: Equilibrium composition with p = 1 bar for (a) ZnO and (b) NiFe,O, with 5 mol Ar
per mol solid reactant, (c) C +H,0 and (d) H,O

At a given reaction temperature AH increases nearly linearly with conversion whereas A4S
increases more slowly due to contributions from the partial pressures of oxygen and inert gas
which increase and decrease, respectively, with increasing conversion. This leads to the overall
observed increase in the coefficient, and correspondingly #, with decreasing conversion.
Though not shown in Figure 2.3, when the system contains a large quantity of inert gas, the
oxygen generated by the metal oxide reduction reaction is dilute and the partial pressures are
nearly independent of conversion. Thus, the coefficient at a given temperature is also nearly

independent of conversion. The dashed lines in Figure 2.3 represent the inverse of the Carnot
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efficiency assuming the maximum temperature is identical to the outlet temperature. The
coefficient in equation 2.4 exceeds the inverse of the Carnot efficiency for any temperature when
reaction conversion is either at or below the corresponding equilibrium value.

Figure 2.3 indicates that the thermodynamically limiting efficiency is lowest when the
inlet and outlet temperatures are assumed identical. Figure 2.5 shows the absorption efficiency
(solid lines) for solar concentration ratios of 500, 1000, 2500, 5000 and 10000 as a function of 7,
along with the minimal thermodynamic limit generated by assuming identical inlet and outlet
temperatures for zinc oxide reduction, nickel ferrite reduction, and carbon-steam gasification

reactions.
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Figure 2.5: 57,5 (solid lines) and #, (dashed lines) for (a) ZnO reduction,
(b) NiFe, 0,4 reduction and (c) carbon gasification
Figure 2.5 shows that the minimal thermodynamic limit exceeds the absorption efficiency for all
practical reaction conditions. The ZnO thermal reduction typically requires temperatures greater
than 2073 K (1800°C) while the NiFe,O4 reduction may be carried out at temperatures greater
than 1673 K (1400°C). At these temperatures, the minimal thermodynamically limiting

efficiency exceeds the absorption efficiency for all solar concentration ratios below 21,000 and
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19,000 for the ZnO and NiFe;O4 reduction reactions, respectively. For a more realistic
concentration ratio of 5000, the absorption efficiency is lower than the thermodynamic limit for
all temperatures above 1674 K and 1470 K for the ZnO and NiFe,O4 reduction reactions,
respectively. Thus practical considerations imposed by unavoidable emission losses provide a
more stringent limitation on receiver efficiency than thermodynamic considerations for all
realistic ranges of receiver operation.

Figure 2.6 shows the limiting receiver efficiency as a function of the reactor temperature
(T3) and the concentration ratio. The intensity of the incident light (/) is taken to be 1000 W/m?
and for simplicity @ = ¢ = 1. For each of the reactions considered in Figure 2.3 the efficiency of
the receiver alone is limited by 7, based on practical considerations with a theoretical
thermodynamic limit of unity under realistic conditions. The dashed lines represent the product
of the Carnot efficiency and the absorption efficiency, or the efficiency limitation commonly

utilized for the conversion of heat to work [2, §].
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Figure 2.6: Receiver efficiency #,, (solid lines) and system
efficiency (dashed lines)

Efficiency

Not only is the efficiency of the receiver alone significantly higher than the system efficiency,

but the receiver efficiency also decreases monotonically meaning that, for all concentration
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ratios, the maximum receiver efficiency occurs for the lowest temperature. For a given receiver
temperature, a lower solar concentration can be used to attain a desired receiver efficiency than
would be needed if the solar concentration ratio was chosen on the basis of system efficiency.
For instance, Figure 2.6 shows that for a receiver temperature of 1673 K (1400°C), an efficiency
of 70% can be reached with a concentration ratio of approximately C = 1575 (solid lines).
However, a concentration ratio of C = 3100 is required to reach a system efficiency of 70%
(dashed lines). For a process occurring at 2073 K (1800°C), a receiver efficiency of 70% is
achieved with a concentration ratio of C = 3500, but a concentration ratio of C = 5700 is required
to reach the same system efficiency. Both the higher limiting efficiency at a given temperature
or concentration, and the potential for the use of lower concentrations have significant

implications on solar field and process design considerations.

2.5 Conclusions

Many studies have determined that the overall conversion of solar heat to usable work for
metal oxide water splitting cycles is limited by the Carnot efficiency. However, this limiting
value is not directly applicable to the high temperature step alone. The thermodynamic limit on
the efficiency of the open receiver system is dependent on enthalpy and entropy changes
occurring as a result of the chemical reaction. This limit was assessed for thermal dissociation of
H,0, steam gasification of carbon or cellulose, and thermal reduction of ZnO, Mn,0s;, and
NiFe,04. The thermodynamically limiting receiver efficiency was found to exceed the value
imposed by emission losses for all reasonable receiver operating conditions. Thus practical
considerations imposed by unavoidable emission losses provide a more stringent restriction on
receiver efficiency than thermodynamic considerations for all realistic ranges of receiver

operation. Selection of receiver operating conditions based on absorption efficiency points
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toward the use of lower solar concentration to achieve a given limiting receiver efficiency than

would have been identified for an analogous system efficiency.

Nomenclature

C concentration ratio at receiver aperture

H enthalpy (J mol™)

1 solar insolation (W m™)

0. heat lost from receiver to environment (W)

On heat input to receiver (W)

S entropy (J mol™” K™)

temperature (K)

X fractional conversion

o absorptivity of receiver

€ emissivity of receiver

Nabs absorption efficiency

N thermodynamic efficiency

o Stefan-Boltzmann constant (W m™ K™*)
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Chapter 111

Development of a Monte Carlo model for transport of solar radiation

3.1 Introduction

The inherent complexity of the integro-differential equations governing radiative heat
transfer restricts analytical solutions to the simplest scenarios often involving gray-diffuse
surfaces and either non-attenuating or isotropically scattering gray media. Consequently, a
number of alternative numerical methods have been developed to address physically realistic
scenarios involving radiation heat transfer problems. Monte Carlo techniques apply probabilistic
models for radiative phenomena and are fully capable of treating absorbing, emitting,
anisotropically scattering non-gray media in complex or irregular geometries with spectral or
directional optical properties and absorbing or specularly reflective boundary walls [1, 2]. The
energy leaving a surface is described by a stochastic number of energy bundles or rays with
direction and associated wavelength dictated by physical laws governing radiation exchange.
The subsequent sequence of absorption, reflection, or emission events at boundary walls and
within a participating media follows the principles governing Markov chains with each event
occurring entirely independently from previous events. Monte Carlo methods have been
successfully applied for a number of cases including complex enclosures with collimated
radiation, bi-directional reflective surfaces, and non-participating media [3-6], calculation of
configuration and exchange factors for both diffuse and non-diffuse surfaces with non-
participating media [7, 8], radiation transport through packed beds [9-11], and radiation transport

through absorbing, emitting, anisotropically scattering media [12-15]. Though accurate
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treatment of radiative exchange in each of these scenarios is theoretically achievable, excessive
computational requirements can arise from the statistical nature of the solutions. Strongly
absorbing media are particularly challenging as CPU time increases considerably with the
volumetric absorption coefficient of the participating medium [16].

In this study the Monte Carlo technique is applied to transport of solar radiation within
the cavity space of a closed-cavity solar receiver filled with a nonparticipating gaseous medium.
The solar energy impinging on the exterior window surface is discretized into a large number of
rays and the stochastic path of each ray is followed as it travels through the receiver cavity and
interacts with various boundary surfaces. Each ray originating at the aperture is followed until it
is either absorbed within the receiver or lost by reflection and transmission under the assumption
that, once removed, rays cannot re-enter the computational domain. Specular surfaces are
presumed to be optically smooth and, as such, spectral directional optical properties are
estimated from electromagnetic theory by means of the spectral complex index of refraction
describing the material. A diffuse-gray approximation is applied at all strongly absorbing
surfaces. The extinction coefficient for quartz is uniformly zero for wavelength between 0.16 -
3.6 um [17] and, as more than 98.5% of the solar spectrum lies within this range, volumetric
absorption and emission by the quartz window are ignored. The model detailed herein is
generalized to apply to a cylindrical receiver enclosing an array of arbitrarily sized tubes with

either an absorbing or reflective cavity surface.

3.2 Development of the model

The direction associated with any ray is identified via the zenith (6) and azimuth (¢)

angles defined relative to the global coordinate system in Figure 3.1 and calculated from

equation 3.1 where 7, j, and £ are unit vectors in the X, y, and z directions, respectively.
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A A

F=ri+ ry]' + rzl€ = sin(@)cos(@); + sin(6)sin(g); + cos(@)lg (3.1)

Figure 3.1: Global coordinate system for the Monte Carlo model

The receiver is situated such that the cavity centroid is placed at the origin of the global
coordinate system with the plane representing the window surface described by a uniform
positive x-coordinate, and tube and cavity wall surfaces extending axially into the vertical z-
dimension. A three dimensional Monte Carlo model is written for execution in MATLAB® and
is described by the flow diagram illustrated in Figure 3.2 for solar energy entering through the
aperture. A separate incarnation of the model allows for emission of radiative energy from
heated surfaces characterized by known temperature profiles. Details of the geometric
configuration for the receiver represented schematically in Figure 1.1 are supplied in Figure 3.3
with the window and cooling plate geometry specified in Figure 3.4. Table 3.1 provides
equations describing the geometric surfaces comprising the solar receiver along with

corresponding surface normal vectors.
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3.2.1 Specification of wavelength

Random values are selected from known probability density functions and cumulative
probability distributions through equation 3.2 in which the value of generic variable ¢ is

specified by random choice of R .

§ * *
R(E)=[ ple s (3.2)
The wavelength associated with a given ray is determined randomly in this fashion from

Planck’s spectral distribution of emissive power (ej;) for a blackbody at temperature 7 in

equation 3.3.

A

R, = ﬁ ! e,(AdA=F, , (3.3)
The distribution of wavelengths is fixed by the solar spectrum and approximated as that
produced by a blackbody at 5780 K. A table of Fy_;r consisting of 2000 values between 0.1 um
and 12 pm is generated external to the Monte Carlo model for a blackbody temperature of

5780 K in order to minimize the computational expense of calculations carried out within the

Monte Carlo model. The wavelength corresponding to the randomly selected R ;is determined

by interpolation between the values in the table. Additional tables of the spectral complex index
of refraction for Al, Ni and quartz are taken from Palik et al. [17] with the value at the randomly

selected wavelength calculated by linear interpolation between listed points.

3.2.2 Specification of initial ray position
The initial position of any ray is chosen at random from a probability distribution

describing the solar flux profile. A uniform flux profile at the receiver window surface can be



52

specified by equations 3.4 and 3.5 in which Yuins, Vinaxis Zmini, and z.c represent the horizontal

and vertical extents of the window.

Virivial = Vi

ERy — initial min 1 (34)
ymaxl _yminl
Z. s —Z .

SRZ — initial min | (35)
Zmaxl _Zminl

Yet while a uniform profile is beneficial for the purpose of evaluating model solutions under
simplified conditions, it is typically an inadequate description of a physically realistic profile.
The solar flux at the window surface frequently resembles a Gaussian profile described in

equation 3.6 over the range Viins <V < Vmaxs and Zyins <2 < Zyaxi-

F@g}zAm%}%ttzﬁf}m%}%{z_%jﬂzAG@Vﬂﬂ (3.6)

b

The joint probability density function describing solar incidence is equated to the normalized
flux profile and, based on the form of equation 3.6, can be recast in terms of two independent

probability density functions f, and £ in equation 3.7.

AG(y)H(2) (3.7)
.[ymaxl Zimax 1 AG(y)H(Z)dZdy

Ymin1 ¥Zmin1

p(v.z)=f,()f.(2)=

As dictated by equation 3.2, initial y and z positions are selected at random from the
corresponding independent cumulative distributions functions via equation 3.8 and 3.9

respectively.

y_y() yO _yminl
g er, +erf| 20 minl
. o0y f( bﬁ] f( b2 j
y - ymaxl -
[ Gy erf[ymm%}erf(yo—yxnﬂ
.
min | b,\/z b\/z

(3.8)
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" - :mi“lH(z)dz_ erf( C\/on“‘e’”f[ c\/—mmlj

B = (3.9)
S ol e
C

The solar receiver described by Figures 1.1, 3.3 and 3.4 is operated on-sun at the High Flux Solar

Furnace (HFSF) at the National Renewable Energy Laboratory (NREL). Thus realistic
simulations require a solar flux profile analogous to that produced by the HFSF which is shown
in Chapter 5 to exhibit complex spatial dependence not adequately described by either a uniform
distribution or Gaussian shape. The profile is discussed in detail in Chapter 5 and is evaluated by
means of a separate ray tracing routine carried out in the program SolTrace [18] which produces
both position and direction for each of roughly 100,000 rays impinging on the window surface.
Discrete cumulative probability distributions or discrete cumulative conditional probability
distributions for initial ray position and direction are generated from these results as a one-to-one
relationship typically does not exist between the SolTrace results and the quantity of rays
necessary for a statistically relevant Monte Carlo solution in the receiver cavity. The window is
discretized into (n, x n;) elements individually denoted by e; with constant spacing in both the y
and z dimensions for the purpose of generating discrete probability distributions. The probability
(pi)) that a ray will strike element e; is given by equation 3.10 where N;; is the number of rays
incident on window element e; from the SolTrace model and the lower y and z boundaries of
element e;; are y; and z; respectively.

N,
pi,j = n (310)

v V’ZN
i=1 j=1

The matrix of probabilities is converted into a matrix of cumulative probabilities though a

summation across elements described by equation 3.11.
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—

i-1 n

2, =3 (p )+ b (3.11)

m=l m=l

-
i

The first term on the right hand side of equation 3.11 is denoted by F,_,, and represents the

cumulative conditional probability for emission in the (i-/)™ or lower y-division with any z-
coordinate. The matrix of cumulative probabilities increases monotonically across each row and
is typically defined with n, = n. = 20 and generated external to the Monte Carlo model in order to
minimize computational requirements. Random selection of initial position proceeds within the

Monte Carlo model via random number R, defined such that a given ray strikes element e;; if

R, <P andR > P The continuous (),z) position of the randomly selected ray is

g
determined in equations 3.12 and 3.13 via additional random numbers®R andR_under the

assumption of a uniform flux distribution over surface element e;;.

R, = y;zitial__yy i (3.12)
i+l i
Z. ... —Z.
SRZ — meal_z J (313)
J+l J

3.2.3 Specification of initial ray direction

The direction associated with a randomly selected ray at the window surface must also
correspond to the profile produced by the HFSF. The window is again discretized into (n, x n.)
surface elements with element e; defined by minimum y and z coordinates y; and z; respectively.
Both the zenith (0) and azimuth (¢) angles are discretized into n,,g. uniformly-sized groups.
Indices i and j denote spatial element position on the window surface and are combined into a
single index k via equation 3.14.

k=@G-Dn, + (3.14)
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The conditional probability that a ray incident on window element e; has a zenith angle between
O, and 6,,+; is denoted by p%, and calculated via equation 3.15 where Zx,, is the number of rays
from the SolTrace model incident on window element e, with a zenith angle between 6,, and
Ot1.

Zk m
Tk (3.15)

Rangle

Z Zk,m

m=1

z  _
pk,m -

The denominator of equation 3.15 represents the total number of rays incident on surface
element ¢;. The conditional probability that a ray incident on window element e; has a zenith
angle less than or equal to 6,,+; is denoted by P%,, and the corresponding matrix of conditional

cumulative probabilities can be assessed from equation 3.16.

m

m Zk n
Pl = Dl = (3.16)
n=l1

gle
Zk,n

n=l1
The conditional cumulative probability matrix P” is defined such that row k represents the
cumulative probability distribution describing zenith angle 6 for window surface element e.
Random selection of the surface element e; proceeds through the calculations described in
section 3.2.2. Random selection of the zenith angle describing the incident ray proceeds within

the Monte Carlo model via random number R, defined such that the zenith angle lies between
O and O, if R, <P/ and R, > P, . The exact value of the initial zenith angle Gjuiria is

selected in equation 3.17 by means of a second random number ‘R ,, under the assumption of a

uniform distribution of angles between 6,, and 6,,,+,.
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0. —0
SR — initial m 317
T (3.17)

m+ m

Distributions of zenith and azimuth angles are not independent and random selection of
initial azimuth angle proceeds similarly to the calculations detailed in equations 3.15-3.17.
Matrix A is defined such that elements 4,, represent the number of rays incident on window
element e; = e; with a zenith angle between 6,, and 6,,+; and azimuth angle between ¢, and ¢ ;.
Matrix A has dimensions (n,n:Nange X Hangle) With row index p related to spatial position and

zenith angle indices i, j, and m by equation 3.18.
p= (i—l)nznang,e +(j—1)nang,e +m (3.18)
The conditional cumulative probability matrix P* is specified in equation 3.19 and defined such

that row p represents the cumulative probability distribution describing azimuth angle ¢ for rays

striking spatial window surface element e; = e, with a zenith angle between 6,, and 0,,,+;.

R ——= (3.19)

Random selection of the surface element e; proceeds through the calculations described in
section 3.2.2 and random selection of the zenith angle range is accomplished through the
calculations detailed above. Random selection of the azimuth angle describing the incident ray

proceeds within the Monte Carlo model via random number R, defined such that the azimuth

angle lies between ¢, and ¢,+; if R ; <P/ and R > P/ The exact value of the initial

ol — p.g-1°
azimuth angle ¢, 1s selected in equation 3.20 by means of a second random number R 2 under

the assumption of a uniform distribution of angles between ¢, and ¢ ;.
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_ Piiiar — Py

R
2 L0,

(3.20)

Initial ray vector direction is calculated from the randomly selected zenith and azimuth angles
using equation 3.1

A simplified directional input is utilized in limited applications for comparison of Monte
Carlo solutions to those obtained by other approximate methods for radiative heat transfer. A
diffuse distribution at the aperture is generated by treating each ray as if it were emitted by a
diffuse-gray plane at the window surface. The direction is chosen randomly from equation 3.21
and 3.22 where ey, is the spectral blackbody emissive power, and a and f are, respectively, the
spherical zenith and azimuth angles defined in relation to the surface normal [2].

0() = J.00{ J:O .[02” Ca (ﬂ“’ a)Sin adfdlda

R
( oT*

=sin’ a (3.21)

('] e, (1.a)sinadadidp .

R(p)= "0 — . (3.22)

The surface normal coordinate system is described by unit vectors i', ', k' and defined such

that the k' vector is directly aligned with the surface normal. Ray direction is initially specified
in the surface normal coordinate system based on random selection of a and £ and then
converted to the global coordinate system by means of sequential rotations of the surface normal
coordinate axes. The surface normal vector is identified generically by equation 3.23 with the
window surface characterized by n, = n. = 0. The vector direction describing the initial ray in the

global coordinate system is provided by equation 3.24 with n, = n. = 0.

n :nxf+n},}+nzlg (3.23)

N

P =, cosa )i +(n, sinacosﬂ)}'+(sinasinﬂ)l€ (3.24)

initial
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3.2.4 Reflection / transmission at external window surface

A given ray originating from the solar concentrating system strikes the external window
surface at a position and with a direction 7 specified in sections 3.2.2 and 3.2.3, respectively.
The spectral directional reflectivity of the quartz window surface is calculated from Fresnel’s
equation for a perfect dielectric [2] as the extinction coefficient of quartz is uniformly zero over

98.5% of the solar spectrum.

n, coso +n, coso,

refr

n, coso +n, coso

refr

2
n, coso —n, cosé’reﬁJ +(n2 CO0SO —n, COSO

p(1,6)=0.5 ( o ] (3.25)

The refractive index of the medium from which the ray originates is denoted by n; whereas n;
represents the refractive index on the opposing side of the interface. Estimation of surface
reflectivity is based on the angle between the surface normal and the incident (d) or refracted

(0re5) rays defined in Figure 3.5 and calculated by equations 3.26-3.29.

(3.26)
cos(@dr ) = [1 —sin’ (5,6)9‘ )]1/2 (3.27)
cos(8) =1, - (- 7) 0<5<7/2 (3.28)

sin(5) = [1 —cos’ (5)]1/2 (3.29)



59

The incident ray is reflected at the exterior window surface if R, < p(4,5) and transmitted into
the window interior if R, > p(4,5). The calculation is terminated upon reflection of the incident

ray under the assumption that the reflected energy cannot re-enter the computational domain.

The direction of the transmitted ray is provided in equation 3.30 [2].

- no_ [n -
Frp =— T+ [—lcosé' —C0sJ,,, Jns (3.30)
", n, _

3.2.5 Selection of surface interaction

Receiver geometry is specified by means of a set of planar and cylindrical surfaces
described in detail in Table 3.1. A generic ray path is characterized by a starting position
Dstart = Xstart, Vstars Zsiar) and a direction 7, both of which are dictated by the position and
direction at which the ray left the previous surface interaction. A generic point along the ray

path a distance / from the starting position is given in equation 3.31 where the (x,),z) coordinates

of point p are calculated in equations 3.32-3.34.

P=Dy T (3.31)
xX=x,,, +Ir, (3.32)
Y= Yaan T, (3.33)
z=2z,, +Ir, (3.34)

The distance / along which the ray must travel prior to intersecting each surface listed in Table
3.1 is calculated provided that such an interaction exists. The value of / is determined by
combining the equation describing the surface with the equations describing generic point p. For
planar surfaces, the distance / is calculated explicitly from one of equations 3.32-3.34. For

cylindrical surfaces, the (x,y,z) coordinates of point p are substituted into the equation describing
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the cylindrical boundary leading to a quadratic equation with respect to distance / as shown in

equation 3.35 for a generic cylindrical tube centered at (xy, yy).

(2 42 2, (e =0+ 7, O = o W+ (e =0 F 4 (g =30 =R* =0 (3.35)
The (x,y,z) positions at which the ray impacts each surface are calculated from equations 3.32-
3.34 and the prospective interaction is discarded if the (x,y,z) position falls outside of the
physical surface boundaries. The ray interacts with the first surface encountered along its path,

which can be described by the smallest positive, nonzero value of /.

3.2.6 Selection of surface reflection / absorption
Any ray striking a given surface may be reflected, absorbed, or transmitted depending on
the nature of the surface and corresponding optical properties. Diffuse-gray surfaces produce
uniform reflectivity devoid of spectral or directional variability. Spectral directional surface
reflectivity for specularly reflecting boundaries is calculated from electromagnetic theory based
on the angle (J) between the surface normal and the incident ray. The surface normal vector is
specified generically in equation 3.23 and the component values for each geometric receiver
surface are provided in Table 3.1. Directionality of the surface normal vector is chosen such that
the vector points into the medium from which an incident ray originates and is defined based on
the stipulation in equation 3.36.
n -r<0 (3.36)
The angle between the surface normal vector and incident ray is provided by equations 3.28 and
3.29. The reflectivity of an opaque absorbing material characterized by a nonzero extinction
coefficient is given by equations 3.37-3.41 for energy originating from a perfect dielectric with

an index of refraction of unity [2]. Spectral dependency originates from spectral variability in
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the complex index of refraction of the opaque material and this description can be applied at the
interface between a gaseous medium and any specular opaque surface in the receiver.
pl1.6)=|p, (2,6)+ p.(4.5)] (3.37)

a’ +b* —2asin(5)tan(5) + sin’ (5 )tan*(5)
a’ +b* + 2asin(5)tan(5)+sin’(5)tan*(5)

p (4.6)= p.(2,6) (3.38)

a’ +b* —2acos(5)+cos’(5)

.6)- 3.39
p.(2:9) a’ +b* +2acos(5)+cos?(5) (3%
a’ :%{[(nz —k* —sin 5 +4n kz]l/z + n > —k* —sin’ 5)} (3.40)
b2=%{[(n2—k2 sin? ) +4n’k? }/2 (n* -k - sin25)} (3.41)

The reflectivity at the interface between two perfect dielectrics is given by Fresnel’s equation
(equation 3.25) which allows for incidence from a medium characterized by an index of
refraction greater than unity. All internal and external window surfaces are characterized by this
description and incident and refracted directions are specified via equations 3.26 and 3.27 and
illustrated in Figure 3.5. Rays which originate from a medium with comparatively higher index
of refraction (n;) than that on the opposing side of the interface (n,) may be completely reflected
regardless of incident angle provided the incident angle meets the condition given in equation

3.42.

sin(6)> 22 (3.42)

n,
Net reflectivity at an interface between semi-transparent and opaque solid media is

approximated under the presumption of a small air gap between the solid surfaces in the absence

of radiation tunneling and wave interference effects [2]. This description relates to all interfaces
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at which the quartz window comes into contact with the reflective cavity or cooling plate

surfaces and the net reflectivity of the interface is provided by equation 3.43 [2].

P (1 — Psio2 )2
Pret = Psioa t (3.43)
1= P5i02 P

The net reflectivity is higher than that of the individual quartz surface alone (ps;o2) as a portion of
the transmitted energy is reflected by the underlying opaque layer. All radiative energy incident
on a quartz/metal interface must, by definition, originate from within the quartz window interior.
The reflectivity of the quartz side of the interface (psio;) is calculated from Fresnel’s equation
accounting for the possibility of total internal reflection, whereas the reflectivity of the metal side
of the interface (p,) is assessed from equations 3.37-3.41 with ¢ referring to the angle after
refraction by the quartz layer. The gap between solid surfaces is presumed small enough that
spatial variability arising from multiple reflections at the solid-solid interface may be neglected.

Any ray impinging on a solid surface is reflected if a randomly generated number R _is

less than the surface reflectivity and either absorbed by an opaque surface or transmitted through

a semi-transparent boundary if R exceeds the surface reflectivity. The direction of a ray

transmitted at the interface between two perfect dielectrics is given by equation 3.30 and the
direction of a specularly reflected ray is predetermined by the direction of incidence (7 ) and
described by equation 3.44 [2].

P =7 —2(Fi)i=7+2iicosd (3.44)
Conversely, reflection at a diffuse-gray surface eliminates the directional history of the incident
ray and is treated in a manner analogous to emission by a diffuse-gray surface. Diffuse
reflection can occur into any direction in the hemisphere above the diffuse surface and the

direction of reflection is chosen randomly relative to the surface normal coordinate system by
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means of equations 3.21 and 3.22 [2] and converted to the global coordinate system by means of
sequential rotations of the coordinate axes. Horizontal planar surfaces within the receiver have a
surface normal described by n, = n, = 0 with n, # 0 and the corresponding direction of the

diffusely reflected ray in the global coordinate is given in equation 3.45.

Vot = (nsinacos B)i +(sinasin B)] + (n, cos a)lg n,=n,=0 (3.45)

s = My
Vertical planar and cylindrical surfaces, on the other hand, are characterized by n. = 0 with
ny # n,# 0 and the corresponding direction of the diffusely reflected ray in the global coordinate
system is given by equation 3.46.

17,6/,[ = (— n, sina cos f+n_ cos a)f + (nx sina cos [+ n,cos a)]' + (sin asinﬂ)lg n, =0 (3.46)
Both surface reflection and transmission result in a continuation of the calculation. The new
starting location and direction of the ray are set to the position of intersection and the
corresponding reflected or transmitted direction and the calculation is repeated to determine the
location at which the ray next strikes a surface. The process is repeated until the ray is either
absorbed or transmitted through the external window surface.

During the calculation, the global position of each surface interaction is retained along
with the location at which the ray is eventually absorbed or lost by transmission. Spatial profiles
of solar flux either incident on or absorbed by a given surface are generated with surfaces
discretized into 10,000-20,000 elements. Once the calculation for each ray is terminated, the
global position of each surface interaction is translated into the number of surface interactions
occurring within a given surface element. The energy flux either incident on or absorbed by
each surface facet is determined from the number of rays incident on or absorbed by the element,

the element surface area, and the energy associated with each ray provided by equation 3.47 in
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which N, 1s the total number of rays traced during the calculation and Oy 1s the total solar

energy impinging on the external window surface

QSU ar
Cy = (3.47)

rays

3.2.7 Extension to emission by heated surfaces

Though the Monte Carlo model described above is developed specifically for solar
energy introduced through the receiver aperture, minor modifications allow for simulation of
energy emitted by heated surfaces with specified surface temperature profiles. Each surface is
discretized into individual surface facets with the probability of emission by element i calculated
in equation 3.48 from the ratio of the energy emitted by element i to the total energy emitted by

all surfaces.

eoT*A
pi:—N‘)M: L (3.48)

D &7 4,

i=l1
Each element i is characterized by surface area 4;, temperature 7;, and emissivity ¢;. The location

at which a ray is emitted is again chosen by means of a randomly generated number R A ray

elem *

is emitted by element £k if P, <R, <P where Py represents the value of the discrete

cumulative probability distribution function given by equation 3.49.

k
D &0t 4
i=1

Po= (3.49)

D e0T 4,

i=1
Individual surface facets are prescribed a uniform temperature such that the global position of the

emitted ray may be chosen from a uniform distribution over the facet. All emitting surfaces are
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assumed diffuse-gray with emission occurring into any direction in the hemisphere above the
surface. The emitted direction is chosen randomly in the surface normal coordinate system by
means of equations 3.21 and 3.22 then converted to the global coordinate system through
sequential rotations of the coordinate axes. The remainder of the calculation proceeds
analogously to that described in sections 3.2.5 and 3.2.6 except that the energy associated with

each ray is given by equation 3.50.

Netern
4
zgiO'Tl. A,

emy :iZIN— (350)

rays

3.3 Comparison of model results with configuration factors

Results from the Monte Carlo model detailed above are verified for simplistic scenarios
involving diffuse-gray boundary surfaces by comparison with numerically and analytically
derived values for radiation configuration factors between individual surfaces in the receiver.
Though the Monte Carlo model is specified above for the existing receiver geometry, it is written
to be valid with variable cavity size and arbitrary size, number and position of tubes.
Configuration factors are calculated from the Monte Carlo technique by assuming a uniform
temperature distribution for the emitting surface and approximating each surrounding surface as
a blackbody so as to computationally eliminate reflection. Initial emitted ray direction in the
global coordinate system is chosen at random from equations 3.21, 3.22, 3.45 and 3.46, and
configuration factors are assessed from the fraction of rays arriving at the surface of interest.

The radiation configuration factor between the external surface of a diffuse-gray cylinder
and an annular disk located at the end of that cylinder was determined by Brockman [19] and can

be calculated analytically by equations 3.51 — 3.55.
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12
B 1 LAY 1 [ (4+2) J(ARY A4 .
FCY“’”"SRHJFE{COS I(EJ_E{ R’ _4} . 1(?j_2RHSm 1(1’3)} (3.51)

R=-2L (3.52)
Vaisk
hcyl
H=— (3.53)
Vaisk
A=H*+R*> -1 (3.54)
B=H*-R*+1 (3.55)

The cylinder radius and height are, respectively, 4., and r.,;, whereas rgg 1s the outer radius of
the concentric annular disk located at one end of the cylinder. This spatial arrangement is
analogous to a single tube positioned in the center of the receiver and an annular disk
representing the top or bottom cavity wall. Table 3.2 displays both the analytical calculations
and the minimum and maximum values determined from five iterations of the Monte Carlo
calculations as a function of the number of rays. Cylinder height and annular disk radius are
27.9 cm and 9.14 cm respectively whereas cylinder radius varies between 1.27 cm and 2.54 cm.
All dimensions are chosen to match those of the existing receiver. The configuration factors
generated by Monte Carlo calculations converge toward the analytical solutions as the number of
rays increases. The difference between the minimum and maximum values attained through five
iterations of the Monte Carlo method with 10" rays corresponds to at most 0.3% of the analytical
solution.

Configuration factors between a finite rectangle and a finite cylinder of identical length
were calculated numerically by Wiebelt and Ruo [20] by means of contour integration. The
spatial rectangle/cylinder arrangement geometrically corresponds to the aperture surface and a

section of a single tube centered in the cavity with length equivalent to the aperture height.
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Table 3.2. Monte Carlo calculations of configuration factors between a cylinder and
concentric annular disk compared with analytical solutions

Analytical calculations
Teyt (€M) 1.27 2.54
Feyr - disk 0.089991 0.078443
Monte Carlo calculations
Teyt (€M) 1.27 2.54
# rays Min Max Min Max
Feyi— gisk Foi- gisk Foyi aisk Feyi— aisk
10 0.05 0.15 0.04 0.12
10° 0.072 0.098 0.062 0.088
10* 0.0858 0.0915 0.0758 0.0805
10° 0.08805 0.09154 0.07744 0.07974
10° 0.089403 0.090299 0.07831 0.078829
10 0.0898869 0.0901925 0.07837 0.0785565

Table 3.3 and 3.4 present, respectively, calculations of the configuration factor for the rectangle
to the cylinder (Fec.,r) and for the cylinder to the rectangle (Fiyr.r). The cylinder and rectangle
heights are identically specified at 9.8 cm with the distance between the cylinder and rectangle
centroids set at 9.4 cm. Each dimension is chosen to correspond as closely as possible to those
characterizing the existing solar receiver. Wiebelt and Ruo estimated a +5% error in each
numerically calculated configuration factor. This uncertainty leads to the range of literature
values displayed in Table 3.3 for r.,;,= 1.27 cm, whereas a slightly higher +7.5% error is assumed
for the values corresponding to r.; = 2.54 cm owing to the necessity of linear interpolation
between available literature solutions. Configuration factors estimated by the Monte Carlo
technique are evaluated directly with emission occurring from either the rectangle surface (Table
3.3) or the cylinder surface (Table 3.4). Literature values for F.,; _ ., in Table 3.4 are

determined from the corresponding values of F..,— ., in Table 3.3 and the relative surface areas.



Table 3.3. Monte Carlo calculations for configuration factors between a finite
rectangle and finite cylinder of equal length compared with literature values

Literature values

Teyt (€M) 1.27 2.54
Flrect- i 0.067 - 0.074 0.148 - 0.172
Monte Carlo calculations
Teyt (€M) 1.27 2.54
# rays Min Max Min Max
Fret- o1 Frect- o1 Frect- o1 Frea- o
10 0.05 0.11 0.08 0.19
10° 0.060 0.093 0.137 0.165
10* 0.0674 0.0733 0.1481 0.1603
10° 0.06994 0.07379 0.15184 0.15372
10° 0.071057 0.071804 0.154036 0.155007
10 0.0714757 0.0715410 0.1541931 0.1542710

Table 3.4. Monte Carlo calculations for configuration factors between a finite
cylinder and finite rectangle of equal length compared with literature values

Literature values

Feyt (cm) 1.27 2.54
Foyi - rect 0.048 — 0.053 0.053 — 0.062
Monte Carlo calculations
Teyt (€M) 1.27 2.54
# rays Min Max Min Max
Foirect Feyi rect ) A — Foyirect
10 0.03 0.08 0.03 0.09
10° 0.043 0.063 0.041 0.072
10* 0.0487 0.0552 0.0518 0.0586
10° 0.04997 0.05241 0.05422 0.05681
10° 0.050918 0.051625 0.054965 0.055482
10 0.0510847 0.0512701 0.0551213 0.0552677

68
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The configuration factors generated by Monte Carlo calculations converge toward the range of
literature values as the number of rays increases. Results in Tables 3.2-3.4 signify that at least
10* — 10° rays are required for configuration factors accurate to a single significant figure

whereas configuration factors accurate to two significant figures require 10° — 10’ rays.

3.4 Conclusions

A Monte Carlo model was developed to approximate radiative transfer within a
nonparticipating medium in the cavity space of a closed cavity solar receiver. Though the Monte
Carlo model was specified for the existing receiver geometry, it was written such that its validity
extends to any cylindrical cavity receiver enclosing an arbitrary array of tubular surfaces.
Surfaces may be either diffuse-gray or specularly reflective with spectral directional optical
properties of optically smooth specular surfaces determined via electromagnetic theory as a
function of the complex index of refraction of the material. The model was intended for the
approximation of solar radiative energy introduced at the aperture and, as such, volumetric
absorption within the quartz window was ignored as the extinction coefficient is negligible over
a spectral range encompassing more than 98% of the solar energy. Random selection of initial
ray position and vector direction at the aperture arose from a variety of continuous or discrete
probability distributions. A separate incarnation of the model was applied to energy diffusely
emitted by heated surfaces with specified temperature profiles.

Solutions from the Monte Carlo model were verified for simplistic scenarios by
comparison with numerically and analytically derived literature values for radiation
configuration factors between individual surfaces in the receiver. Monte Carlo solutions

converged toward the numerical or analytical literature values as the number of rays increased
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and configuration factors accurate to within at least two significant figures required 10" rays.
Validation of the Monte Carlo solutions for more realistically complex scenarios involving
directionally-dependent energy distributions and specularly reflective surfaces with spectral
directional optical properties is more challenging as analytical solutions are not readily available
in the literature. Monte Carlo solutions will be compared to calculations from an alternate class
of approximate techniques for geometric configurations and conditions characteristic of solar

receivers in the subsequent chapter.

Nomenclature
A surface area
4,4 number of rays incident on window element k with zenith angle between 6,, and

On+1 and azimuth angle between ¢, and ¢+,

e spectral emissive power

€ray energy associated with single ray

Foar blackbody fraction

Fij configuration factor between surfaces i and j

Ryt cylinder height for configuration factor calculations

k extinction coefficient

/ distance

n refractive index

Nangle number of divisions in each zenith and azimuth angles for discrete ray

probability distributions

ny number of divisions of window surface in y-dimension for flux profile
specification

n, number of divisions of window surface in z-dimension for flux profile
specification

n surface normal vector

Ni; number of rays on window element 1,j



Nyays
Netem
Dstart
p
P

Qsolar
v

Veyl
Vdisk
R

R

T

Zk, m

™ R

AT S )

pnet

number of rays

number of surface elements

starting point for ray

probability distribution

cumulative probability distribution

total solar power

ray direction vector

cylinder radius for configuration factor calculations

annular disk outer radius for configuration factor calculations

radius

random number

temperature

number of rays incident on window element k with zenith angle between
0,, and 6,,+;

zenith angle in surface normal coordinate system

azimuth angle in surface normal coordinate system

angle between incident ray and surface normal

surface emissivity

zenith angle in global coordinate system

wavelength

surface reflectivity

total reflectivity of semi-transparent/opaque material interface

Stefan-Boltzmann constant

azimuth angle in global coordinate system

Subscripts and superscripts

A
b

c

azimuth angle
blackbody
cavity

initial or center

tube

71
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refl reflected

refr refracted

X component of vector in x direction

y component of vector in y direction

z component of vector in z direction

Z zenith angle

A wavelength

1 medium on incidence side of semi-transparent interface

2 medium on transmitted side of semi-transparent interface

|| polarized parallel to incident plane

1 polarized perpendicular to incident plane
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Chapter 1V

Evaluation of finite volume solutions for thermal radiative heat transfer
in a closed cavity solar receiver for high temperature solar thermal
processes

4.1 Abstract

High temperature solar-thermal reaction processes can be carried out within closed-cavity
solar receivers in which concentrated solar energy enters the cavity through a small aperture or
window and is absorbed either directly by reactants or by tubes containing reactant mixtures.
Accurate modeling of radiation transfer phenomena in the solar receiver is critical for predicting
receiver performance and improving receiver design. Finite volume based radiation heat transfer
models are subject to both false scattering and ray concentration errors, and the interaction
between these errors can produce unexpected results. The accuracy of the finite volume (FV)
method is evaluated in comparison to Monte Carlo (MC) techniques for both the concentrated
solar energy and the energy emitted by heated surfaces in a receiver with either absorbing and
diffusely emitting or specularly reflective cavity walls. Models are solved for two-dimensional
slices of each of two receiver configurations with four spatial grids ranging from 2,300 to
133,000 mesh elements, and three different angular grids. Solar radiative energy is described by
a simplified uniform spatial profile at the receiver aperture that is either collimated, diffuse, or
contained within a 30 degree cone. Quantitatively accurate FV solutions for the solar energy
either require highly refined angular and spatial grids, or are not possible on the mesh sizes
investigated in this study whereas FV solutions for the emitted energy are sufficient even on

coarse angular and spatial grids. FV solutions are least accurate when the cavity is highly
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specularly reflective or the absorber area is minimized, and tend to improve as the character of
the incident solar energy changes from collimated to diffuse. Based on these results, a hybrid
Monte Carlo/finite volume strategy is proposed for use in combined radiation and

convection/conduction heat transfer models.

4.2 Introduction

Computational models are frequently used to predict temperature and corresponding
reactant conversion or solar-to-chemical efficiency for closed cavity solar receivers utilized to
carry out thermochemical processes driven by solar energy. Concentrated solar energy typically
constitutes the only external heat source and, correspondingly, performance of the overall
receiver heat transfer model is closely tied to the accuracy of the radiation model. Finite volume
or discrete ordinates [1-4], radiosity [5-7], and Monte Carlo [8-11] methods are commonly
employed to solve the radiative heat transfer problem. The finite volume (FV) [12, 13] and
discrete ordinates (DO) [14, 15] methods for radiative transfer are appealing as they are capable
of treating non-isothermal, absorbing, emitting, anisotropically scattering, non-gray media in
complex geometries while retaining compatibility with a control volume based computational
fluid dynamics modeling approach leading to close coupling between solutions for radiative
energy and detailed surface temperature profiles [12]. However, previous studies have detailed
various maladies, namely ray effects and false scattering errors, that afflict the solutions of finite
volume based methods and whose effects can be both problematic and difficult to eliminate [16,
17]. Ray effects originate from the approximation of a continuum angular distribution with a
finite set of directions and can never be completely eliminated from finite volume solutions.

False scattering, on the other hand, arises from approximation of intensity values at control
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volume faces from surrounding nodal values and produces a general smearing of the intensity
field.

A number of studies have investigated the accuracy of variations of the DO and FV
methods in enclosures with partially heated surfaces, diffuse-gray walls, and diffuse or
collimated incident radiative energy [16-24]. In enclosures with partially heated walls, ray
effects are most pronounced for a localized or isolated heat source and worsen as the heated
length [18, 19, 21, 23] and the optical thickness [16, 18, 19] of the medium decreases or as the
surface reflectivity increases [22]. Many authors have noted that ray effects and false scattering
produce opposing errors such that solution oscillations due to ray effects are artificially
smoothed by false scattering [16, 17, 20, 21, 25]. Therefore independently improving either the
spatial or angular discretization does not necessarily result in a superior solution and relatively
accurate solutions may be obtained on coarse angular and spatial grids despite individually large
ray effect and false scattering errors. As spatial discretization alone is improved, false scattering
is minimized and fails to compensate for ray effect errors potentially leading to less accurate
solutions.

Solutions obtained via Monte Carlo (MC) methods are not subject to discretization errors
and are typically used to obtain benchmark values [26, 27]. MC methods apply probabilistic
models for radiative exchange and, though highly accurate within a statistical limit, are not
directly compatible with control-volume based computational fluid dynamics (CFD) approaches.
The aim of this study is to examine the accuracy of the finite volume (FV) method for two
closed-cavity solar receiver configurations in order to assess the feasibility of using the FV
method to solve the radiative transfer equation within an overall CFD simulation of the solar

receiver. While many past studies quantifying errors in FV and DO solutions have been carried
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out for gray enclosures with absorbing/emitting/scattering media and diffusely emitted radiation,
relatively few have been performed for highly specularly reflective enclosures with the
collimated or strongly directionally-dependent intensity distributions that typically result from

solar concentrating facilities.

4.3 Radiation models

Cross sections of two cavity receiver configurations are depicted in Figure 4.1. Both
designs consist of a circular cavity enclosure and a flat aperture surface. One configuration has
five staggered tubes enclosed in a circular cavity with dimensions identical to a cross section of
the receiver described by Lichty et al. [28] illustrated in Figures 1.1 and 3.3. The second
configuration has an identical cavity design with a centered single tube. The single tube
geometry is included to provide a more stringent test of the finite volume method as the

placement of the tube maximizes cavity wall reflections.

(b)

Figure 4.1: Receiver configurations with dimensions in cm for
(a) one centered tube and (b) five staggered tubes

For simplicity the cavity medium is assumed to be non-participating and only uniform optical

properties are considered. In all cases the tubes are assumed diffuse with an absorptivity of 0.96.
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The cavity walls are treated as either specularly reflective with a uniform reflectivity of 0.9 or
diffuse-gray with a uniform reflectivity of 0.1 to represent the use of realistic reflective or
absorbing cavity materials. The radiative energy originating from the solar concentrating system
and incident on the receiver aperture is, for simplicity, assumed uniform across the aperture and
stipulated to be either collimated, diffuse, or evenly distributed within a 30° cone centered
around the angle perpendicular to the aperture. Solar energy is assessed separately from that
emitted by heated receiver surfaces in order to evaluate FV method accuracy individually for

each component.

4.3.1 Finite Volume (FV) Method

The finite volume method has been described frequently in the literature [12, 13] and
only a brief description is repeated here. The radiative transfer equation describes the radiation
intensity at any position along a path in an absorbing, emitting and scattering medium and is

written in equation 4.1.

dl(r,s)
ds

= —(a +0, )I(r,s)+ al, (r)+ Z—S f[(r,s‘)ll)(s,s')da)' (4.1)
T 0

The finite volume scheme is implemented in the commercial software ANSYS FLUENT version
6.3.26 which employs the finite volume method of Chui and Raithby and its extension to
unstructured meshes [12, 13, 29]. Each octant of space is divided into (Ny x Ng) control angles
with constant § and @ extents leading to 8NyNg total control angles in three-dimensional
simulations and 4NyNg in two-dimensional simulations due to symmetry. The finite volume
method integrates equation 4.1 over each control volume and solid angle o' with intensity taken
as uniform over each solid angle. Only non-participating media are considered in this study, thus

the integrated radiative transfer equation becomes, with no solid angle overhang:



79

N,
DA Ay -] Sdw=0 (4.2)
=
When control angle boundaries are not aligned with mesh faces the intensity is subdivided into
incoming and outgoing intensities through the use of pixelization [29]. Each control angle is
divided into (Ng, x Ngp) auxiliary solid angles and the analogous form of equation 4.2 is:

N,
fZ/;AS,f ]ij{,ouzﬁf- Z .L,I"Edw-i_lé’"’ﬁf' Z ijda) =0 (4.3)

5700 >0 5700 <0

The integrals in equation 4.3 are carried out over the pixel solid angles and are purely geometric
factors. The interior summations are carried out over all pixels within a control angle and
directions 57 represent the direction of the pixel solid angle centroids. In this study a second
order upwind discretization scheme is employed and the face values are computed from the
nodal value and the gradient in the upwind control volume. All gradients are approximated using
a Green-Gauss node-based evaluation.

The outgoing intensity at solid walls is provided by either equation 4.4 for diffusely
emitting and reflecting boundaries, or by equation 4.5 for diffusely emitting and specularly

reflecting boundaries.

4
1(r,,5) = Exlu | P [ 100,55 i, Jdeo (4.4)
4 T sup <0
4
1(,,5)= 520 1 o () (4.5)
T

The reflected and incident directions in equation 4.5 are denoted by s and s' respectively and
related in equation 4.6.

§'=5-2(5 7 )i (4.6)
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4.3.2 Monte Carlo (MC) method

Finite volume solution accuracy is evaluated in comparison with solutions obtained from
the Monte Carlo (MC) method. Only an outline of the method is presented here, details can be
found in Chapter 3. The MC method follows a large number of bundles of energy as each travels
through the enclosure and interacts with boundary surfaces. In this study only a non-attenuating
cavity medium is considered and transport of solar radiation is evaluated independently from
transport of radiation emitted by heated surfaces in the receiver. Initial positions and directions
of rays are determined randomly from the corresponding probability density functions. For the
solar component, all radiation originates from the plane describing the aperture surface and the
initial direction is determined from a prescribed distribution. The initial positions of emitted rays
are determined at random from a matrix of probabilities derived from the temperature
distribution of each surface element, and emitted directions correspond to a diffuse distribution.
Upon interaction with an enclosure surface, each ray is absorbed, transmitted, or reflected based
on a random choice. For diffuse surfaces, the direction of reflection is determined randomly
whereas for specular surfaces the direction of reflection is specified by the direction of incidence.
The calculation is terminated when each ray is either absorbed or lost by transmission out of the
transparent window surface. All surfaces are subdivided into individual elements with the
energy flux incident on each element computed from the element area and the number of

incident rays.

4.4 Results and Discussion

All Monte Carlo solutions are obtained with 107 rays and the solar energy flux profiles
are normalized to the solar flux incident on the receiver window. The absorption efficiency, #,ps,

is computed from the integral of the normalized absorbed surface heat flux (guss,). Table 4.1
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displays the maximum difference in g, and #,,, between repeated simulations as a function of
the number of rays for the five tube geometry with either collimated or diffuse incident solar
radiation and a reflective cavity. The spatial profile at the aperture is presumed uniform for
simplicity. Results for the single tube geometry are similar. Large discrepancies present in the
MC heat flux solutions with a small number of rays decrease to less than 1% of the normalized
solar energy flux incident on the receiver aperture for 10’ rays. Maximum errors in the
absorption efficiency for any surface are at most 0.46% of the total solar energy incident on the
aperture even with a small number of rays. These values represent errors as high as 40% of the

solar energy absorbed by the given surface for 10* rays and decrease to 0.4% for 10 rays.

Table 4.1: Maximum error in normalized surface heat flux and absorption efficiency

4 rays Maxqqm)s,n,l - qabs,n,Z ) Maanabs,l - nabs,z )
Collimated  Diffuse Collimated Diffuse

10* 0.24 0.15 0.0046 0.0033
10° 0.072 0.042 0.0040 0.0014
10° 0.036 0.020 0.0011 0.0007
10’ 0.009 0.005 0.00032 0.00025

FV method solutions are carried out in half of the two-dimensional slices depicted in Figure 4.1
by taking advantage of the symmetry of the center line. The FV method is solved on each of
four different unstructured grids with 2364, 23186, 83700, and 133002 mesh elements for the
single tube configuration or 3130, 23550, 80789 and 132453 elements for the five tube
configuration. Spatial mesh is generated for each design based on identical interval spacing as a
fraction of total edge length. Control angles are specified with (Ny x Ng) = (5x5), (15x15), and

(25x25) and pixelization is maintained at (3 x 3).
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Table 4.2 provides approximate solution times for the FV method on a single core of an
Intel Core 2 Duo Quad CPU for the five tube configuration with collimated solar radiation.
Solution time increases dramatically as the number of control angles and mesh elements
increases. Table 4.3 provides approximate MC method solution times on a single Pentium D
CPU. Cavity reflections are most prevalent in reflective cavity and single tube configurations
and lengthen the solution time by increasing the number of surface interactions occurring prior to
absorption or transmission of each ray. While the values in Tables 4.2 and 4.3 are not directly
comparable it can be estimated that the MC model is similar in computational intensity to the 2D

FV models with the highest angular and spatial grid refinement.

Table 4.2: Approximate solution time (s) for the 2D FV method for the five
tube configuration with collimated solar radiation

Mesh No=No
elements 3 15 25
3130 11 97 270
23550 140 770 2100
80789 570 4200 12000
132453 | 1000 8800 20000

Table 4.3: Approximate solution time (s) for the 2D MC method
with 10" rays

Solar Cavity
. Geometry . i
radiation Reflective Absorbing
Collimated 1 tube 25900 11400
Diffuse 1 tube 29400 11800
Collimated 5 tube 11500 12000
Diffuse 5 tube 20300 12400

Results from the FV method based on 133022 or 132453 spatial mesh elements are nearly

identical to those based on 83700 or 80789 spatial mesh elements regardless of angular grids
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specification and are not shown in the subsequent figures. Similarly, refining the angular grid
from (Ny x Ng) = (I5 x 15) to (25 x 25) only produced marginal improvements in solution

accuracy and thus the (25 x 25) angular grid is omitted for brevity.

4.4.1 Collimated incident solar radiation
Figures 4.2 and 4.3 show profiles of the normalized radiative energy flux incident on the
tube and cavity walls for the single tube configuration when the solar radiation is treated as a

uniform collimated beam originating from the receiver aperture.
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Figure 4.2: Profiles of normalized collimated solar energy flux incident on the single tube
surface for: (a) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity;
(c) (Ngx Ng) = (5 x 5) absorbing cavity; (d) (Nyx Ng) = (15 x 15) absorbing cavity
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All flux values are normalized to the uniform radiative flux incident on the receiver
aperture and the angle f is measured around the tube circumference counterclockwise from the
direction facing toward the aperture. The tube is positioned at the center of the circular cavity
and, consequently, it is physically impossible for energy which misses the tube on the first pass
to strike the tube after any number of specular cavity reflections. However, the slight non-zero
diffuse reflectivity of the tube walls provides a mechanism by which a small amount of energy
may impinge on the back of the tube. Thus the MC solutions in Figure 4.2 are clearly
dominated by direct incidence and are nearly indistinguishable for absorbing and reflective
cases. FV solutions for the reflective case exhibit a substantial quantity of solar energy incident
on the back of the tube implying that some portion of the radiation reflected by the cavity walls
eventually reaches the tube in the numerical calculation. The results for the reflective case with
(Ng x Ng) = (5x5) do not improve as the number of spatial mesh elements increases suggesting
that ray effect errors dominate the solution on the coarse angular grid. These errors decrease
when (Ny x Ng) = (15x15), but discrepancies remain large even with (Ny x Ng) = (25x25) and
133002 mesh elements. Comparatively, FV solutions for the absorbing case are reasonably
accurate on a coarse grid indicating that cavity reflections exacerbate false scattering and ray
concentration errors and result in an overestimated solar flux on the back tube wall.

Figures 4.3(c) and 4.3(d) reveal only a single peak present in the flux profiles at the
cavity wall for an absorbing cavity configuration corresponding to the areas of the cavity wall
not shielded from the collimated solar beam. The FV solutions produce a similar peak but it is
both broadened and shifted from the location indicated by the MC model. Figures 4.3(a) and
4.3(b) indicate that profiles for the reflective case include both the peak from the first pass solar

incidence and others due to specular cavity reflections. The primary FV solution peak becomes
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sharper and more distinct as the control angles decrease in size, but retains a significant
discrepancy from the MC solution. Only slight improvements are observed as mesh elements are
added implying dominance of ray effect errors. All of the FV solutions underestimate the total
amount of solar energy incident on the cavity wall because an unrealistically large quantity of the

energy is absorbed by the tube after at least one reflection.
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Figure 4.3: Profiles of normalized collimated solar energy flux incident on the cavity wall
surface for: (a) (Nyx Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity;
(c) (Ngx Ng) = (5 x 5) absorbing cavity; (d) (Nyx Ng) = (15 x 15) absorbing cavity

The five tube configuration corresponds to a more realistic receiver design and profiles of

normalized solar radiation incident on the cavity wall, center tube, front east tube, and back east



86

tube are shown in Figures 4.4, 4.5, 4.6, and 4.7. The entire cavity wall is shaded from incident
collimated radiation by the tube surfaces and, given the high absorptivity of the tube walls, the
solutions are nearly identical for both an absorbing and a reflective cavity wall. Only the

reflective case is presented here.
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Figure 4.4: Profiles of normalized collimated solar energy flux incident on the cavity wall
for: (a) (N9 x Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity

The MC solution is nearly zero along the entire length of the cavity wall with slight nonzero
values arising from the small diffuse reflectivity of the tube surfaces. FV solutions, on the other
hand, exhibit a number of physically unrealistic peaks. Primary peaks at roughly # = 150° and
S = 170-180° result from energy numerically transported between the tubes, and provide a clear
representation of the errors inherent in the formulation of the FV method. Secondary peaks at
S =20° and S = 95° are due to reflection of the primary peaks and are not present in the results
for an absorbing cavity. The peaks become sharper as the number of mesh elements increases
and false scattering errors are reduced. These non-physical peaks in the cavity wall profiles

augment the solar energy incident on the back of the center tube shown in Figure 4.5.
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Figure 4.5: Profiles of normalized collimated solar energy flux incident on the center tube
wall for: (a) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Nyx Ng) = (15 x 15) reflective cavity

Profiles for the outer tubes on the right or east side of the receiver are presented in
Figures 4.6 and 4.7. The front tube lies entirely outside of the collimated beam and, as such, the
only physically realistic solar incidence originates from diffuse reflections by the other tubes.
However, the FV solutions indicate the presence of a large peak in incident energy on the front
of the tube arising from a numerical spreading of the initial beam. The back tubes receive a
portion of the collimated radiation, but while the MC results show a sharp cutoff at the edge of
the aperture the FV solutions fail to capture this discontinuity. Though both false scattering and
ray concentration errors are present, it appears that ray concentration errors dominate when
(No x Ng) = (5x5) and the solutions cannot be improved by refining the spatial grid alone. For
(No x Ng) = (15x15), the solution improves as the number of mesh elements increases, but ray
effect errors limit the approach of the approximate FV solution to the nearly exact MC solution.
The FV solutions are clearly most accurate for the center tube as the distance between the tube
and the window surface is minimized and the majority of the incident solar energy reaches the

tube prior to reflection by the cavity wall.
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Figure 4.6: Profiles of normalized collimated solar energy flux incident on the front east tube
wall for: (a) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity
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Figure 4.7: Profiles of normalized collimated solar energy flux incident on the back east tube
wall for: (a) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Nox Ng) = (15 x 15) reflective cavity

4.4.2 Diffuse incident solar radiation

Figure 4.8 illustrates profiles of normalized solar energy flux incident on the tube surface
for the single tube geometry with both an absorbing and reflective cavity wall and a uniform
diffuse solar input. Only the profiles based on (Ny x Ng) = (15x15) are shown here as those
based on (Ny x Ng) = (5x5) are analogous with only slightly increased solar energy flux on the

back side of the tube. The FV solutions for the absorbing cavity agree well with MC solutions
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whereas the FV solutions for the reflective cavity overestimate the energy incident on the
entirety of the tube surface. Thus similar to the case with collimated incident solar energy, the
FV method produces a reasonably quantitatively accurate depiction of the energy incident on the
tube prior to reflection, but fails to adequately capture the behavior after at least one reflection by

the cavity surface.
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Figure 4.8: Profiles of normalized diffuse solar energy flux incident on the single tube wall for:
(a) (Ngx Ng) = (15 x 15) reflective cavity; (b) (Ngx Ng) = (15 x 15) absorbing cavity

Figures 4.9, 4.10, 4.11, and 4.12 display profiles of the normalized radiative flux incident
on surfaces in the five tube geometry based on diffuse solar energy originating from the aperture.
Peaks in the cavity wall profiles identified via the MC method in Figure 4.9 arise from spacing
between the five tubes and the solutions for an absorbing cavity identify regions of the wall
which are entirely shielded from incident solar energy. FV results oscillate strongly for
(Ng x No) = (5x5) and the amplitude of the oscillations increases as the number of mesh elements
increases and false scattering no longer compensates for ray effects. Oscillations cannot be

attributed to the second-order discretization scheme as identical solutions are obtained with a

simple first-order upwind scheme. For the absorbing cavity, the oscillations are roughly centered
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about the true solution whereas for the reflecting cavity overall solar incidence is marginally

underestimated. Solution oscillations disappear for (Ng x No) = (/5x15) and approach the MC

solution as the spatial discretization is refined implying that false scattering errors dominate for

(Nox Ng) = (15x15).
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Figure 4.9: Profiles of normalized diffuse solar energy flux incident on the cavity wall for:
(a) (N9 x Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity;
(c) (Ngx Ng) = (5 x 5) absorbing cavity; (d) (Nyx Ng) = (15 x 15) absorbing cavity

For the reflective case, MC solution profiles for the center tube show a slight increase in

the solar energy incident on the front of the tube due to reflection from the cavity wall near the

aperture. This reflection originates from the small peak in the cavity wall profile at B =~ 20° and

as the FV solutions do not capture the sharpness of this peak it follows that the FV solutions also
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fail to capture the augmented solar energy on the front of the tube. FV solutions are improved
with an absorbing cavity and, in this case, highly accurate solutions are possible with sufficient
refinement of both spatial and angular grids. Despite the strong oscillations present in the cavity
wall profiles for (Ny x Ng) = (5x5), tube profiles only exhibit slightly larger deviations from the
MC profiles compared to those with (Ny x Ng) = (15x15) shown in Figures 4.10, 4.11, and 4.12.
Solution profiles at the tube surfaces with (Ny x Ng) = (25x25) are indistinguishable from those

in Figures 4.10, 4.11, and 4.12.
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Figure 4.10: Profiles of normalized diffuse solar energy flux incident on the center tube wall
for: (a) (Ngx Ng) = (15 x 15) reflective cavity; (b) (Nyx Ng) = (15 x 15) absorbing cavity

FV solutions for the front tube in Figure 4.11(a) capture peak shape, placement and size, but
indicate slightly augmented energy on the back outer side of the tube which cannot be eliminated
by improving spatial discretization. The FV solutions in Figure 4.11(b) are highly accurate even
on coarse angular and spatial grids and solutions for (NVy x Ng) = (5x5) are indistinguishable from
those given in Figure 4.11(b). The FV solutions for the back tube illustrated in Figures 4.12(a)
and 4.12(b) fail to capture both the sharpness of a secondary peak at B = -120° originating from

cavity wall reflections, and a region of near zero solar incidence at B =~ 80-160° even with a
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highly refined angular grid. In the case of an absorbing cavity, the basic qualitative profile shape

is produced by FV solutions even for (NVy x Ng) = (5x5) and 2364 mesh elements; however,

(Ng x Ng) = (I15x15) and at least 23186 mesh elements are necessary to achieve quantitative

accuracy.
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Figure 4.11: Profiles of normalized diffuse solar energy flux incident on the front east tube wall
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Figure 4.12: Profiles of normalized diffuse solar energy flux incident on the back east tube wall

for: (a) (Ngx Ng) = (15 x 15) reflective cavity; (b) (Ngx Ng) = (15 x 15) absorbing cavity

Reflective cavity solutions for each surface are only marginally improved by increasing

the number of spatial mesh elements when (Ny x Ng) = (5x5) indicating the dominance of ray
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concentration errors on the coarse angular grid and suggesting that no amount of spatial grid
refinement can overcome the deficiencies of the angular grid. For (Nyx Ng) = (15x15) errors due
to both false scattering and ray effects are apparent as FV solutions tend toward, but never
exactly reach, MC solutions as the number of mesh elements increases. Solutions with
(Ng x No) = (25x25) and 132453 mesh elements are nearly identical to those with (Nyg x Ng) =
(15x15) and 83700 elements. For the absorbing case with (Ny x Ng) = (15x15) FV solutions
become more accurate as the number of mesh elements increases and closely approach the MC
solutions implying that false scattering errors dominate on the coarse spatial mesh. An analogous
set of simulations is carried out for incident solar radiation contained within a 30° cone centered
about the angle perpendicular to the window. Results are similar to those presented here for
collimated radiation, and the overall agreement between the MC and FV solutions lies between
the collimated and diffuse cases shown here.

Figures 4.2 — 4.12 suggest that highly reflective enclosure walls exacerbate the errors
resulting from the FV formulation. The single tube configuration maximizes cavity wall
reflections and, correspondingly, FV solutions are typically less accurate than those for the five
tube configuration. FV solutions improve as the character of the incident solar energy changes
from collimated to diffuse and FV results with diffuse solar radiation typically approach the MC
values but may require both highly refined spatial and angular grids to achieve quantitatively
accurate, non-oscillatory solutions. In contrast, FV solutions with collimated solar radiation may
never approach MC solution values even on highly refined angular and spatial grids. Solutions
with (Ng x Ng) = (25 x 25) and 133000 or 132453 mesh elements fail to show significant

improvement over the results shown here. Thus use of the FV method to solve the radiative
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transfer equation for solar energy in the receiver cavity may prove problematic, particularly for

receiver configurations with highly specularly reflective cavity walls or limited absorber area.

4.4.3 Solar Absorption Efficiency

The solar absorption efficiencies and corresponding FV method errors for each scenario
are shown in Tables 4.4 and 4.5 for, respectively, the single tube and five tube configurations.
The absorption efficiency is defined as the fraction of the total solar radiation absorbed by the
surface of interest and is calculated from the integral of the normalized flux profile at that
surface. For the single tube configuration, the absorption efficiency clearly becomes more
accurate as the character of the incident solar radiation tends toward diffuse but errors remain
large when the cavity is reflective. Using the spatial and angular grid definitions considered here
it 1s impossible to achieve an absorption efficiency accurate to within 2% of the total solar
energy when the cavity is highly reflective. Conversely, with an absorbing cavity this accuracy
can, in most cases, be attained on even the coarsest angular and spatial grids. However, accuracy
of the absorption efficiency is not necessarily an adequate indication of conformity between FV
and MC flux profiles, particularly in the case of oscillatory FV solutions. The cavity wall flux
profiles with diffuse solar incidence contain large oscillations when (Ny x Ng) = (5x5) similar to
those in Figure 4.9 for the five tube configuration, yet the impact on the absorption efficiency is
minimal. The FV solutions for the total energy absorbed by a given surface appear to be more
accurate than the distribution of that energy along the surface.

As a whole, the FV absorption efficiencies for the five-tube configuration in Table 4.5
also improve as the character of the solar radiation tends from collimated to diffuse. The FV
solutions are typically more accurate than those for the single tube configuration as the presence

of additional radiant absorbers effectively limits cavity reflections. With the exception of
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collimated solar incidence, it is possible to achieve absorption efficiencies accurate to within 2%
of the incident solar energy, though this may require the use of highly refined angular and spatial

grids.

Table 4.4: Solar absorption efficiency errors (7, ry — M1 ) fOr the single tube configuration

Tube Cavity Wall
Beam Cavity | Elements Np = Ng Np=No
5 15 25 5 15 25
Naps = 0.438 Naps = 0.354
2364 0.20 0.24 0.24 -0.15 -0.16 -0.15
Refl. 23186 0.21 0.22 0.22 -0.16 -0.14 -0.14
83700 0.21 0.20 0.19 -0.16 -0.12 -0.12
Collimated 133002 0.21 0.20 0.19 -0.16 -0.13 -0.12
Habs = 0.435 Naps = 0.556
2364 -0.046  -0.0030  -0.0010 0.012 -0.008 -0.005
Abs. 23186 | -0.027  0.0004 0.0001 -0.011 -0.011 -0.006
83700 | -0.024  0.0005 0.0002 -0.014 -0.011 -0.006
133002 | -0.022  0.0005 0.0002 -0.016 -0.011 -0.006
Naps = 0.412 Haps = 0.326
2364 0.22 0.20 0.21 -0.13 -0.11 -0.11
Refl. 23186 0.23 0.18 0.18 -0.13 -0.09 -0.09
83700 0.23 0.15 0.15 -0.13 -0.07 -0.07
30° cone 133002 0.24 0.15 0.15 -0.13 -0.07 -0.07
Habs = 0.402 Nabs = 0.557
2364 -0.013  -0.021 -0.015 0.010 0.023 0.017
Abs. 23186 0.006 -0.012 -0.004 -0.012 0.013 0.006
83700 0.009 -0.011 -0.003 -0.015 0.011 0.004
133002 | 0.011 -0.010 -0.002 -0.017 0.010 0.004
7abs = 0.130 Nabs = 0.423
2364 0.19 0.16 0.16 -0.084 -0.068 -0.068
Refl. 23186 0.16 0.10 0.09 -0.064 -0.036 -0.035
83700 0.15 0.08 0.07 -0.062 -0.027 -0.023
Diffuse 133002 0.15 0.08 0.07 -0.062 -0.025 -0.020
avs = 0.129 Nabs = 0.684
2364 0.009 0.006 0.006 -0.005 0.003 0.003
Abs. 23186 0.007 0.002 0.002 -0.004 0.007 0.007
83700 0.007 0.001 0.001 -0.004 0.007 0.007
133002 [ 0.007 0.001 0.001 -0.004 0.007 0.007
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Adequate depiction of profiles of absorbed solar radiation and relative absorption
efficiencies are critically important to predicting the performance of the solar receiver. The
mesh element sizes in this study may be unrealistically small for extension to a full three-
dimensional simulation required for this purpose. Three-dimensional CFD simulations for the
receiver are typically carried out with mesh element cross-sectional sizes comparable to those in
the coarsest 2364 or 3130 element mesh used here. Assuming a vertical mesh spacing of 100
elements, the number of equations associated with the three-dimensional FV model exceeds that
for the two-dimensional FV model by a factor of 200 leading to potentially prohibitively large
computational requirements. Thus while the FV model may provide computational advantages
over the MC model in two dimensions, these advantages are unlikely to be retained in three-

dimensional configurations unless angular and spatial grids are coarse.

4.4.4 Emitted Energy

Net radiative energy present in the receiver cavity is comprised of both the solar
component considered above and the energy emitted by heated surfaces. This study focuses on
describing radiative energy in the cavity space and, for simplicity, radiation transport through the
participating medium contained within each tube is not considered. In order to mimic realistic
receiver operation each tube surface is artificially prescribed a non-uniform temperature profile
described by equation 4.7 with the highest temperature occurring at the side of the tube facing

the aperture.
T=T._ + A—zT(cos B+1) (4.7)

Parameter values are stipulated to be AT = 300 K, T, = 1773 K for the single tube

configuration, and T,,;, = 1773 K, 1573 K, and 1373 K for the center, back, and front tubes,
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respectively, in the five-tube configuration. Temperature of all cavity wall and aperture surfaces
are fixed at 0 K.

Profiles of the radiative energy flux incident on the tube surface in the single tube
configuration are shown in Figure 4.13. All profiles of incident radiative energy flux are
normalized by the maximum emitted at the highest temperature location. Since the tube lies at
the exact center of the cavity, the geometric optical configuration dictates that all emitted energy
should be reflected back onto the tube after a single specular reflection unless the emitted energy
is lost through the aperture. Figure 4.13 indicates unrealistically low FV solution profiles with a
reflective cavity implying that some of the emitted radiation is not reflected back to the tube.
Absorption efficiencies defined as a fraction of the total emitted energy are provided in Table 4.6
and, as suggested by the flux profiles, exhibit large errors when the cavity is reflective.
Absorption efficiencies for an absorbing cavity are accurate to within 1% of the total emitted

radiation even on a coarse mesh.
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Figure 4.13: Profiles of normalized emitted energy flux incident on the single tube wall for:
(a) (Ngx Ng) = (15 x 15) reflective cavity; (b) (Ngx Ng) = (15 x 15) absorbing cavity
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The FV solutions are considerably more accurate for the five tube configuration than for
the single tube configuration. FV solutions for the cavity wall shown in Figure 4.14 exhibit
oscillations on coarse angular and fine spatial grids, thereby illustrating the compensatory effects
of ray concentration and false scattering errors. These oscillations are centered at or near MC
solutions for both the reflective and absorbing cavity scenarios and only weakly impact the
absorption efficiencies listed in Table 4.7. The absorption efficiencies are accurate within 1% of

the total emitted radiation on all angular and spatial grids.
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Figure 4.14: Profiles of normalized emitted energy flux incident on the cavity wall for:
(a) (N9 x Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (15 x 15) reflective cavity;
(¢) (Ngx Ng) = (5 x 5) absorbing cavity; (d) (Nyx Ng) = (15 x 15) absorbing cavity
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Despite the oscillations in the cavity wall profiles, tube profiles in Figures 4.15 — 4.17
show only a weak dependence on both the angular and spatial grid and only the solutions with

(Ng x Ng) = (5x5) are shown here for brevity.
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Figure 4.15: Profiles of normalized emitted energy flux incident on the center tube wall for:
(a) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (5 x 5) absorbing cavity
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Figure 4.16: Profiles of normalized emitted energy flux incident on the front east tube wall for:
(@) (Ngx Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (5 x 5) absorbing cavity
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Figure 4.17: Profiles of normalized emitted energy flux incident on the back east tube wall for:
(a) (N9 x Ng) = (5 x 5) reflective cavity; (b) (Ngx Ng) = (5 x 5) absorbing cavity

The FV solutions slightly overestimate the energy incident on the front of the center tube and, for

the front and back tubes, exhibit profile shapes minimally different than those produced by the

MC method. FV solutions generated with an absorbing cavity wall and any angular or spatial

grid are nearly indistinguishable from corresponding MC profiles. Absorption efficiencies are

accurate to within less than 1% and 0.3% of the total emitted energy for reflective and absorbing

cavity configurations, respectively, even on the coarsest angular and spatial grids.

Table 4.6: Emitted energy absorption efficiency errors
(M aps.rv — Maps.aac ) Tor the single tube configuration

Center Tube Front Tube
Cavity | Elements Ny =No Ng=No

5 15 5 15

Haps = 0.779 Haps = 0.09
Refl. 2364 -0.25  -0.21 | 0.111 0.091
23186 -0.20  -0.13 | 0.090 0.055
83700 -0.19  -0.10 | 0.085 0.043

Haps = 0.013 Naps = 0.852
Abs. 2364 0.0004 0.0004 | -0.009 -0.008
23186 [ 0.0005 0.0006 | -0.001 -0.001
83700 | 0.0006 0.0007 | 0.001 0.0001
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Table 4.7: Emitted energy absorption efficiency errors (77, ry =1 11 )

for the five tube configuration

Center Tube Front Tube Back Tube Cavity Wall
Cavity | Elements No = Nop Ny = Nop Ny = Nop Np=No
5 15 5 15 5 15 5 15
MNabs = 0.176 MNabs = 0.164 MNabs = 0.149 Nabs = 0.077
Refl. 3130 -0.007  -0.005 -0.007  -0.004 | -0.006  -0.006 0.008 0.007
23550 | -0.002 -0.0002 | -0.004 -0.003 | -0.003 -0.002 | 0.005 0.003
80789 | 0.0001  0.001 -0.003  -0.002 | -0.002  -0.002 | 0.004 0.002
Nabs = 0.074 Navs = 0.068 Navs = 0.056 Navs = 0.567
Abs. 3130 0.0002  0.0005 | -0.0027 -0.0029 | 0.0005 0.0003 | -0.0008 -0.0006

23550 | 0.0005 0.0003 | -0.0008 -0.0011 | 0.0003 0.0002 | 0.0008 0.0006
80789 | 0.0005  0.0003 | -0.0002 -0.0006 | 0.0002 0.0002 | 0.0005 0.0006

4.4.5 Comparison of 3D FV and MC models for the solar component

All comparisons between FV and MC solutions described above are based on
calculations for a horizontal two-dimensional slice of the receiver in order to facilitate evaluation
of FV solutions on highly refined spatial and angular grids. These grids may not be feasible in a
full three-dimensional simulation owing to excessive computational requirements. In order to
assess accuracy on realistic mesh element sizes, a full three-dimensional simulation is carried out
for the five tube geometry with all solar energy uniformly contained within a 30° cone centered
about the angle perpendicular to the window surface. The height of the receiver cavity and
window are 28 cm and 9.8 cm respectively, identical to those for the schematic design in Figure
1.1. FV results are evaluated in half of the receiver geometry exploiting the symmetry of the
center line with a spatial mesh of 295864 elements and (Nyx Ng) = (11 x 11). The spatial mesh
spacing roughly corresponds to the cross-sectional element sizes utilized in the two-dimensional

simulations with 3130 elements. The uniform flux profile is replaced with a Gaussian profile for
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solar flux at the aperture surface given by equation 4.8 and a transparent quartz window is
utilized in place of an open aperture.

kW y ? z Y
| == | =3565.2expi—0.5 + 4.8
q’[mzj *P (0.0192) (0.0266j (48

The horizontal and vertical positions at the window surface are represented, respectively, by y
and z. Figure 4.18 depicts the solar flux incident on the center, front east, and back east tubes
from both FV and MC calculations at three vertical positions with z = 0 defined at the aperture

centroid. All profiles are normalized to the peak flux at the aperture.
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Figure 4.18: Profiles of the normalized solar energy flux incident on the
(a) center tube, (b) front tube, (c) back tube from 3D MC and FV models
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As expected from two-dimensional calculations, the FV model overestimates the solar energy
incident on the front tube and underestimates the solar energy incident on both the center and
back tubes. The absorption efficiencies from the MC model are 41.8%, 5.2%, and 17.3% for the
center, front and back tubes respectively. The FV model yields corresponding values of 37.8%,
8.7%, and 15.5% and this behavior is consistent with artificial spreading of the initial solar beam.
The normalized solar flux incident on the front of the center tube is lower than that predicted by
the two-dimensional solutions owing to both reflection at the quartz window surface and the
strongly peaked shape of the Gaussian flux profile. The three-dimensional simulation is carried
out with relatively coarse angular and spatial grids compared to two-dimensional solutions and,
correspondingly, solution accuracy is likely numerically improved by the compensatory effects

of ray concentration and false scattering errors.

4.5 Overall Modeling Strategy

From the preceding results it is evident that FV solutions for the solar radiation
component can contain sizeable errors that may negatively impact the distribution of solar
energy absorbed by receiver surfaces, particularly in the case of collimated solar radiation. For
certain combinations of solar profile, receiver configuration, and cavity wall boundary condition
it may be possible to obtain quantitatively accurate solutions with the FV method, but the
requisite highly refined angular and spatial grids would likely result in unrealistic computational
requirements. Conversely, the main errors present in FV solutions for emitted radiation in the
five tube design arise from oscillations present on highly refined spatial grids. Global errors in
the FV solutions are minimal and the absorption efficiencies are accurate to within 1% of the

total emitted radiation even on coarse angular and spatial grids.
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For a given receiver geometry, the solar radiation solution can be entirely decoupled from
all other heat, mass, and momentum transfer phenomena occurring in the receiver if the surface
absorptivity is assumed independent of temperature. A spectral surface absorptivity is still
permissible because the distribution of wavelengths is fixed by the blackbody distribution of the
sun rather than the temperature of heated surfaces. Therefore the computationally accurate MC
method can be used to map the solar radiation onto the tube and cavity surfaces independently of
the temperatures of these surfaces. Emitted radiation, on the other hand, is strongly dependent
on surface optical properties, temperatures and, correspondingly, all convection and conduction
phenomena occurring in the receiver. Thus there are clear computational benefits to using the
FV method for emitted radiation as it is directly compatible with control volume based CFD
methods and can be solved simultaneously and on the same spatial mesh as the heat, mass and
momentum transport equations. Hypothetical use of the MC method for emitted radiation would
require a computationally intensive iterative solution of the MC and CFD models.

These results suggest that the optimal approach for solving the radiative transport
equation in the solar receiver may be a hybrid scheme employing the MC method for solar
incidence while utilizing the FV method to account for emitted radiation. This is similar to the
approach used by Baek [18] and Li [30] with the exception that the FV method is introduced to
account for radiation emitted by surface elements rather than a participating medium contained
within the enclosure. This modeling strategy may not be feasible for single tube receiver
configurations with a highly reflective cavity wall as the FV solutions for emitted radiation may

be inadequate with minimal absorber area.
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4.6 Conclusions

The accuracy of finite volume (FV) radiation models was evaluated for two closed-cavity
solar receiver configurations designed for carrying out high temperature solar-thermal reaction
processes. The total radiative energy was separated into two components: (1) solar energy
introduced through the receiver aperture and (2) energy emitted by heated surfaces within the
enclosure.  Quantitatively accurate FV solutions for the solar component were not always
achievable and required highly refined angular and spatial grids, potentially resulting in
unrealistically large computational requirements for full three-dimensional receiver models.
However, FV solutions for the emitted energy were sufficiently accurate even on coarse angular
and spatial grids. In general, FV solutions improved as cavity reflections were minimized and as
the character of the solar energy shifted from collimated to diffuse. Interactions between ray
effects and false scattering errors produced oscillations in some heat flux profiles, the amplitude
of which increased as the spatial grid was refined. However, these oscillations resulted in
minimal impact on the total amount of energy absorbed by a given surface. Ray effect errors
dominated on an angular grid specified by Ny x Ny = (5x5) whereas both ray effect and false
scattering errors were evident on angular grids specified by (Ny x Ng) = (15x15) or (25x25). Any
sharp peaks and discontinuities present in Monte Carlo (MC) solutions tended to be both
broadened and shifted from their original locations by FV solutions. These results suggest an
optimal hybrid approach employing the MC method for the solar energy and the FV method for
the emitted energy, thereby retaining both the accuracy of the MC method and the compatibility

of the FV method with control-volume based CFD heat transfer models where necessary.

Nomenclature

A control volume face area (m?)
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a absorption coefficient (m™)
1 radiation intensity (W/m?/sr)
I, blackbody intensity (W/m?/sr)
Ny number of control volume faces
Ng number of divisions of angle & per octant
Ng number of divisions of angle @ per octant

n y vector normal to control volume face

qaps  absorbed surface heat flux (W/mz)

r position vector
s direction vector
57 pixel solid angle centroid vector

T temperature (K)

i angle around tube surface (deg)
€ surface emissivity

Naps  absorption efficiency

p surface reflectivity

o Stefan-Boltzmann constant (W/m*/K")
Os scattering coefficient (m™)

) solid angle

@ scattering phase function

Subscripts/ Superscripts
b blackbody

f index of control volume face
[ index denoting solid angle

n normalized

p index denoting pixel

w wall
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Chapter V

Computational modeling and on-sun model validation for a multiple
tube solar aerosol flow reactor with specularly reflective cavity walls

5.1 Abstract

A three-dimensional, steady state computational model coupling radiative transfer with
fluid flow, heat transfer, mass transfer, and chemical reaction kinetics is developed for a solar
receiver consisting of a specularly reflective cylindrical cavity with a windowed aperture
enclosing an array of five tubes. Radiation heat transfer is incorporated via a combination of ray
tracing, Monte Carlo, and finite volume methods. Ray trace modeling of the concentrating
system provides the magnitude and direction of solar energy incident on the window surface.
Transport of solar radiation in the cavity space is decoupled from all other transport processes
occurring in the receiver and profiles of the absorbed solar energy are determined via a Monte
Carlo technique requiring only the receiver geometry, magnitude and direction of radiative
energy incident on the window, and spectral directional optical properties. A finite volume
model is implemented in conjunction with a computational fluid dynamics model to account for
thermal radiation emitted by heated surfaces in the receiver. Steam gasification of 42 nm
acetylene black particles is considered with particle transport dictated by an aerosol population
balance featuring convection, Brownian motion, and thermophoretic diffusion. Maximum
temperatures of 1813 K, 1343 K and 1546 K are predicted for the center, front and back tubes
respectively, with corresponding reaction conversion of 40%, 2.5% and 9.2% for a solar power
input of 6 kW. Temperature gradients as high as 340 K develop between the front and back

sides of the center tube, while fluid and particle temperatures track closely with wall
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temperatures due to radiative absorption by the particulate phase. Estimated receiver efficiency
ranges between 1-4% depending on operating conditions though more than 79% of the solar
energy is absorbed by tube surfaces. Emission losses, including absorption of emitted energy by
cooled surfaces, account for 11-25% of the solar energy whereas conductive heat losses account
of 55-69% of the solar input and primarily result from conduction along the tube length into
receiver cooling zones. Results from the computational model are validated with on-sun
experimental temperature and reaction conversion measurements. Average discrepancies
between predicted and measured temperatures are 44 K (4%) for silicon carbide and 21 K (2%)

for Inconel tubes over temperature ranges of 600-1700 K and 700-1400 K respectively.

5.2 Introduction

Concentrated solar energy can be used to provide the heat necessary to drive various
highly endothermic chemical reactions for renewable fuel production including direct
thermolysis of water, thermal reduction of metal oxides for production of hydrogen via water
splitting cycles, carbothermal reduction of metal oxides, thermal dissociation of methane, and
gasification of cellulosic biomass, coal or other carbonaceous materials to produce synthesis gas
[1-3]. Metal oxide cycles and biomass gasification, when powered by the clean energy of the
sun, are theoretically entirely renewable and carbon neutral. Yet the inherent advantages of these
processes cannot be exploited on a large scale without detailed knowledge and fundamental
understanding of the solar receiver. Numerous solar reactor concepts have been proposed [4-11]
with most consisting of cavity-receiver type designs in which concentrated solar radiation enters
into a closed cavity through a small aperture or window. Computational models of these

receivers can be used to characterize receiver performance and accurate descriptions of receiver
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transport phenomena involve coupling typical momentum, continuity, and energy equations with
the complex integro-differential equations describing radiative transfer. Finite volume or
discrete ordinates, [4, 8, 12, 13] radiosity, [7, 10] and Monte Carlo [6, 11, 14, 15] methods are
commonly employed to solve the radiative transfer problem. In receiver modeling studies, use of
the MC technique typically comes at the expense of complexity in fluid flow and heat transfer
models which are commonly simplified to one-dimensional equations or global/macroscopic
models [6, 14, 15] with constant properties. In contrast, the finite volume (FV) [16, 17] and
discrete ordinates (DO) [18] methods retain compatibility with a control-volume based CFD
modeling approach and thus FV/DO radiation models are commonly implemented in conjunction
with highly complex three-dimensional fluid flow and heat transfer models including, for
instance, discrete particle models, turbulence, and the effects of buoyancy [4, 8]. However,
calculations detailed in Chapter 4 clearly indicate inadequacies in solutions obtained via the
finite volume method for solar energy in the receiver cavity due to ray concentration and false
scattering errors. Similar deficiencies have been detailed in the literature for cases with isolated
heat sources, non-participating media, highly reflective boundary surfaces, and collimated
radiative energy [19-22].

The solar receiver described by Lichty et al. [5] consists of a reflective cylindrical outer
cavity constructed of polished aluminum with an inner diameter of 18.3 cm. A rectangular
quartz window (5.7 cm by 9.8 cm) sits at the front of the cavity and is surrounded by a nickel-
plated copper cooling plate. The receiver may be operated either open to the atmosphere with a
windowless aperture, or sealed from the surrounding environment by means of a quartz window
in order to prevent oxidation of the tube material. The cavity encloses five interchangeable 2.54

cm outer-diameter, 0.356 m long flow tubes arranged in the staggered pattern shown in Figure
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1.1. Each tube extends 3.8 cm above and below the vertical extent of the cavity. Cooling zones
encircle the top, bottom, front, back, and window and were designed such that cooling fluid
flows immediately behind all reflective surfaces to prevent overheating or oxidation of polished
aluminum cavity walls. Detailed positioning of the tubular array was specified in Figure 4.1(b).
The focus of the current study is on the development of a highly accurate computational
model for the reflective cavity receiver capable of quantitatively predicting receiver temperature
profiles, reaction conversion, and solar-to-chemical efficiency. The receiver model must couple
heat, mass, momentum and radiation transport models with an accurate depiction of chemical
kinetics for the reactant species. Kinetics of biomass pyrolysis and gasification are poorly
understood over the elevated temperature range of interest and most models reported in the
literature represent simplified global reactivity descriptions which lump intrinsic surface kinetics
with heat and mass transfer processes. As such, these simplified global models produce apparent
kinetic parameters which have, at best, limited applicability to disparate materials and conditions
[23, 24]. Gasification kinetics of pure carbon, low-ash coal chars, and petcoke are comparatively
simpler and, consequently, gasification of pure carbon is used in this study as a test reaction in

lieu of biomass char.

5.3 Radiation Model

5.3.1 Characterization of the solar flux profile

The solar flux incident on the aperture or window surface is produced by the High Flux
Solar Furnace (HFSF) at the National Renewable Energy Laboratory (NREL). The HFSF is
described by Lewandowski et al. [25] and consists of a single flat heliostat with a 31.8 m’

surface area, a primary concentrator comprised of an array of 25 mirrored hexagonal facets each
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with an identical 14.6 m spherical radius of curvature, and a vertically-opposing two plate
attenuator utilized to control the total power incident on the receiver with a maximum achievable
solar input of roughly 9 kW. The secondary concentrator described by Dahl et al. [26] is placed
in front of the receiver aperture. This concentrator narrows from an octagonal inlet to a
rectangular outlet with dimensions matching those of the aperture and is capable of producing
more than 3000 kW/m?® peak flux with a fully open attenuator. A ray-tracing model of the HFSF
developed in the program SolTrace [27] provides characterization of the solar flux incident on
the window surface. A large number of rays are generated at random based on the position of
the sun and tracked through each stage of the concentration system, eventually yielding the
position and direction of every ray at the receiver aperture surface. The ray-tracing model
includes opaque surfaces defined by the heliostat, primary concentrator, attenuator, and
secondary concentrator with uniform reflectivities of, respectively, 0.925, 0.855, 0, and 0.73.
Degradation of the reflective secondary concentrator surface from its original condition produces
uncertainty in the realistic surface optical properties and the reflectivity is chosen such that the
estimated total power at the exit plane from the ray-tracing model matches closely with that
measured using a blackbody calorimeter as a function of attenuator opening. The secondary
concentrator exit plane is placed at the focal point of the primary concentrator with a transparent
plane representing the receiver aperture situated 1.5 cm behind the focal point along the optical
axis. This arrangement corresponds with approximate alignment during experimental operation.
The solar flux profile is derived from distributions of locations at which rays intersect the
plane representing the aperture or window surface. Flux profiles with 100%, 50%, and 25%
attenuator opening are illustrated in Figure 5.1. Each profile is strongly peaked in the center of

the aperture and remains higher at the edges of the horizontal (x) dimension than the vertical (y)
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dimension. The magnitude of the peak flux scales as a function of attenuator opening decreasing
from roughly 3200 kW/m? to 1200 kW/m? as the attenuator opening narrows from 100% to 25%,
whereas the profile shape remains relatively unaffected. Slight asymmetry evident in the profiles
originates from the off-axis design of the HFSF and experimentally produces marginally higher

temperatures in the east half of the receiver described by a positive x-coordinate.

X (Cr)n) ' ' x (m) X (m)
(a) (b) (c)
Figure 5.1: Solar flux (kW/m?) at the window surface with an attenuator opening
of (a) 100%, (b) 50%, (c) 25%

Distributions of the directions at which rays strike the receiver window are a complex function of
geometric position and attenuator opening. Each ray can be described by an angle relative to the
horizontal x-axis (@) and the vertical y-axis (y) measured from the negative side of the axis as
shown in Figure 5.2. Figure 5.2 denotes the corresponding angle y” = 180° - y. Note that the
coordinate system described here is chosen for convenience with the SolTrace model and does

not directly correspond to that employed with the Monte Carlo model described in Chapter 3.
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Figure 5.2: Coordinate system for description of
ray directions at the aperture

Figure 5.3 depicts heat image maps indicating the relative number of rays incident on the
aperture within discrete (w, y) interval combinations for attenuator openings of 100%, 50%, and
25% with a specified uniform interval size of 0.5° for each angle. Figure 5.3 is generated
utilizing all rays striking the aperture and darker colors denote a larger number of rays contained
within a given (w, y) interval. Hexagonal shapes visible in Figure 5.3 are clear images of the 25
primary concentrator facets and imply that each facet of the primary concentrator generates a
specific set of (w, y) combinations. While most ray angles are contained within a primary band
centered about the direction perpendicular to the window (w = y = 90°), secondary bands
containing both acute and obtuse angles are produced by reflections from the secondary
concentrator and are most prominent in the angle w measured relative to the horizontal. As the
attenuator opening decreases, the line of sight between the aperture and upper and lower primary
concentrator facets is cut off thereby reducing the solar incidence. The top and bottom facets
produce the largest and smallest y angles in the primary band and thus the distribution of y angles
narrows considerably as the attenuator opening decreases while the distribution of @ angles

remains relatively unaffected.
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Figure 5.3: Angles describing ray directions for energy incident on the entire window
surface with an attenuator opening of (a) 100%, (b) 50%, (c) 25%

Angles dictating ray direction are defined such that rays described by w < 90° are directed in the
positive x direction and those described by w > 90° are directed in the negative x direction as
shown in Figure 5.2. Figure 5.4 illustrates variability in ray directions as a function of horizontal
position on the window surface for an attenuator opening of 50%. Each image represents ray
directions for solar energy incident on a third of the window area from the left (-x) to the right
side of the window (+x). Near the edges of the window the secondary bands at w = 120-150°

(-x) and @ = 30-60° (+x) direct the solar energy toward the edges of the cavity and away from the



119

tube array. Only minor variability is discernible between images representing solar energy

incident on the window at different vertical positions.
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Figure 5.4: Angles describing ray direction for solar energy incident on the window between:
(a) -2.86 cm < x <-0.95 cm, (b) 0.95 cm <x <2.86 cm,
(c)-0.95 cm <x <0.95 cm

5.3.2 Modeling strategy for radiation in the receiver cavity

Results in Chapter 4 indicate that finite volume solutions for the solar component can
contain sizeable errors that may negatively impact the distribution of energy absorbed by
receiver surfaces, particularly in the case of collimated solar radiation. Though it may be
possible to obtain quantitatively accurate solutions with the finite volume method for certain

combinations of solar profile, receiver configuration, and cavity wall boundary condition, the
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requisite highly refined angular and spatial grids would result in unrealistic computational
requirements for 3D simulations. Conversely, inaccuracy in finite volume solutions for emitted
radiation in the five tube design arises primarily from oscillations present on refined spatial
grids. Global errors in the 2D finite volume solutions detailed in Chapter 4 were minimal and
the absorption efficiencies were accurate to within 1% of the total emitted energy even on coarse
angular and spatial grids.

For a given receiver geometry, the solar radiation solution can be entirely decoupled from
all other heat, mass, momentum and chemical reaction phenomena occurring in the receiver if
the surface absorptivity is assumed independent of temperature. A spectral surface absorptivity
is still permissible because the distribution of wavelengths is independently fixed by the
blackbody distribution of the sun rather than the temperature of receiver surfaces. Therefore the
computationally accurate Monte Carlo method can be used to map solar energy onto the tube and
cavity surfaces independently of the temperatures of these surfaces. Emitted radiation, on the
other hand, is strongly dependent on surface optical properties, temperatures and,
correspondingly, all convection and conduction phenomena occurring in the receiver. Thus there
are clear computational benefits to using the finite volume method for emitted radiation as it is
directly compatible with control volume based computational fluid dynamics (CFD) methods
and can be solved simultaneously and on the same mesh as the heat, mass and momentum
transport equations. Based on these results, a hybrid approach was selected employing the
Monte Carlo method for solar radiative energy while utilizing the finite volume method to
account for emitted energy. This approach retains both the computational accuracy of the Monte
Carlo model for the solar component and the CFD compatibility of the finite volume method for

the emitted component.
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5.3.3 Monte Carlo model for solar radiation

The 3D Monte Carlo ray tracing model detailed in Chapter 3 is applied for solar energy
entering the cavity though the receiver window. The solar energy impinging on the exterior
window surface is discretized into a large number of rays and the stochastic path of each ray is
followed as it travels through the receiver cavity and interacts with various boundary surfaces.
As the medium within the cavity space is assumed non-participating, only absorption and
reflection by boundary surfaces are considered. The initial position and direction of each ray is
chosen at random from the shape of the flux profile and probability distributions describing
incident angles produced by the SolTrace model. All probability distributions are generated as a
function of attenuator opening and thus the magnitude and directionality of the flux profile at the
window surface vary with the total solar power incident on the receiver. Specification of initial
ray positions proceeds via equations 3.10 and 3.11 with both horizontal and vertical window
dimensions divided into 20 intervals. The discrete probability distributions describing ray
directions are generated with each vertical and horizontal spatial window dimensions divided
into 10 intervals and ngug. = 90. Each window surface element has an independent joint
probability function describing incident angles @ and y leading to random specification of each
ray direction via equations 3.14-3.20. Spectral, directional reflectivity of the specular cavity wall
is estimated from electromagnetic theory using the complex index of refraction of the surface
material as detailed in Chapter 3. All tube and cavity surfaces are divided into discrete facets
with the energy flux at each element computed from the surface area and the number of rays
incident on or absorbed by the element. Cavity and tube walls are discretized into, respectively,

20,000 and 10,000 uniformly sized elements.
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The Monte Carlo model is detailed mathematically in Chapter 3 and is implemented in
MATLAB®. Table 5.1 provides the maximum and average discrepancies between repeated
simulations for absorption efficiency and absorbed solar energy flux as a fraction of the peak
flux at the aperture and as a function of the number of rays. The absorption efficiency is defined
as the fraction of solar energy absorbed by a given tube surface. Based on the results in Table

5.1, all subsequent simulation results are obtained with 10 rays.

Table 5.1: Maximum and average errors in absorbed solar flux

Error il’l qabs,solar Error iIl
# rays (fraction of peak flux at aperture) absorption
Maximum Average efficiency
10* 0.405 0.013 0.011
10° 0.136 0.004 0.003
10° 0.042 0.002 0.0004
107 0.024 0.0008 0.0003

Profiles of solar energy flux absorbed around each tube surface in a horizontal plane aligned with
the aperture centroid are illustrated in Figure 5.5 for a 50% attenuator opening yielding 6 kW
total solar power. The angle f is measured counterclockwise from the direction facing the
aperture. All tube profiles are strongly peaked with minimal solar energy received by the back
portion of any tube. A minor secondary peak at the back side of the back tubes results from
reflected energy and the east (E) and west (W) designation relates to outer tubes described by a
positive and negative x-coordinate, respectively.

Profiles of solar energy incident on the cavity wall surface are shown in Figure 5.6 at a
horizontal plane aligned with aperture centroid. Distinct peaks in the cavity wall profile arise

from spacing between the tubes in the array, and the comparatively low flux values indicate that
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the majority of the solar energy impinges on the tube surfaces prior to reaching the cavity wall.

The peak between f = +60-120° arises from the secondary bands of @ and y angles visible in

Figures 5.3 — 5.4.
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Figure 5.5: Solar energy flux absorbed by the tubes in a horizontal plane
aligned with the aperture centroid
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Figure 5.6: Solar energy flux incident on the cavity wall in a horizontal plane
aligned with the aperture centroid

Figure 5.7 reveals that a decrease in attenuator opening produces only minimal variability in

profiles of absorbed solar energy normalized by the peak flux at the window surface for the
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center tube in the horizontal plane aligned with the aperture centroid. Conversely, the
normalized solar energy flux absorbed in the plane aligned with the top of the window decreases
with attenuator opening as a result of the narrowing range of angle y illustrated in Figure 5.4.

Based on these results, a slight decrease in heated length can be expected at low solar power.
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Figure 5.7: Normalized solar energy flux absorbed by the center tube as a
function of vertical position and attenuator opening

Fractional absorption efficiencies and reflection losses are displayed in Table 5.2 as a function of
attenuator opening. Absorption efficiency is defined as the fraction of the total solar power
absorbed by a given surface and is not appreciably altered by attenuator opening. Thus while
the local distribution of solar energy absorbed along a given surface may vary with attenuator
opening, particularly in planes nearing the vertical extents of the aperture, the global distribution
of solar energy between tubes remains essentially unchanged. This comes as a consequence of
the relative constancy in the distribution of angle @ compared to that of y with respect to
attenuator opening illustrated in Figure 5.3. Reflection losses at the exterior window surface
account for 4.7% of the solar energy, whereas losses arising from reflection by the cavity wall or

interior window surface increase from 8-9.5% of the total solar energy as the attenuator opening
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decreases. Nearly 80% of the solar energy incident on the external window surface is eventually

absorbed by one of the receiver tubes and the discernible east/west discrepancy originates from

flux profile asymmetry.

Table 5.2: Solar absorption efficiencies and reflection losses as a function of attenuator opening

Absorption efficiency Reflection losses
Attenuator ;
i Power Front Front Back Back . Exterior Cav.lty \yall
opening KW Center Cavity . or interior
(%) (kW) tube east west east west wall window window
tube tube tube tube surface
surface
10 1.2 0.327 0.079 0.069 0.164 0.154 0.068 0.046 0.094
25 3.0 0.326 0.079 0.069 0.166 0.153 0.073 0.047 0.087
35 4.2 0.328 0.078 0.068 0.164 0.153 0.078 0.047 0.084
50 5.9 0.328 0.078 0.068 0.165 0.153 0.080 0.048 0.080

Figure 5.8 shows the solar energy flux absorbed by the center tube, front east tube, and back east

tube in the horizontal plane aligned with the aperture centroid after at least one reflection by the

cavity wall.
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Figure 5.8: Solar energy flux absorbed after reflection
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Clearly absorption of solar energy by the tube array occurs predominantly prior to interaction of
that energy with the cavity wall. Cavity wall reflections serve to weakly augment the solar
incidence on the back of the back tubes or the front of the center tube after, respectively, one or
two specular reflections. First pass absorption efficiencies are 0.314, 0.072, 0.061, 0.154, and
0.141 for the center, front east, front west, back east and back west tubes, respectively, signifying

that 90-95% of solar absorption occurs prior to reflection.

5.3.4 Finite volume model for emitted energy

The finite volume radiation model is utilized to account for energy emitted by the heated
tube surfaces both into the cavity space and into the tube interior. The finite volume model
provides an approximate solution to the radiative transfer equation (RTE) which describes the

change in radiation intensity along a path s due to absorption, scattering, and emission [28].

- - 4z
—dll(r’S) z_(az +O—s/1)l/1(;::§)+a,1[4b(?)+ e J.IA(F,E')D(E',E")LI’G)' (1)
ds AT g

In equation 5.1 I, represents the directional spectral radiative intensity, a, and oy are,
respectively, the spectral absorption and scattering coefficients of the medium, 7, is the
directional spectral blackbody intensity, and @ is the scattering phase function. The vectors 7
and s denote, respectively, the spatial position and path of the radiation whereas S represents the
coordinate along the path of radiation

The finite volume technique is implemented in the commercial software ANSYS
FLUENT version 6.3.26 which exploits the finite volume scheme of Chui and Raithby and its
extension to unstructured meshes [16, 17, 29]. The finite volume (FV) method divides each

octant of space into Ny x N, control angles with constant 6 and ¢ extents with intensity taken to
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be uniform over each solid angle. The RTE is integrated over control volume p and solid angle

', yielding, with no solid angle overhang:

NfA In sdo=|(-a,+o ' +a,l Rl
Z sty J;; saw = a, tO )y Taply, 4
/=1 T

Lo e V0 (5.2)

T
where Nris the number of faces on control volume p, 4, is the area of face f, I,'fl is the discrete

intensity at face f within solid angle o', 1, is the surface normal vector of control volume face f,

a, and o, are, respectively, the absorption and scattering coefficients of the medium in control
volume p, Ipl is the discrete intensity in control volume p within solid angle o Iy, 1s the
blackbody intensity in control volume p, and V), is the volume of control volume p. The
direction § is given in the global Cartesian coordinate system in terms of spherical zenith and

azimuth angles 6 and ¢ as:
§ =(sin@cos @) + (sin @sin@); + (cos (9)13 (5.3)
The extent of solid angle @' is calculated from equation 5.4 where ¢ is the zenith angle

representing the centroid of the solid angle.
o' :J. I sin 8d6d¢ = 2sin ' sin A0 Ag (5.4)
IVEING 2 '

When control angle boundaries are not aligned with mesh faces the intensity is subdivided into
incoming and outgoing intensities through the use of pixelization for each control angle [29].
Each control angle is divided into Ng, x Ng, auxiliary solid angles and the analogous form of the
left hand side of equation 5.2 is provided in equation 5.5 where the integrals are carried out over
the extents of the pixel solid angles and are purely geometric factors which can be evaluated

analytically in terms of directions in the global coordinate system and solid angle extents.
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N
fz;AS,f 1;,0utﬁf' Z ijda)-l—];‘,’mﬁf- Z J‘ijda) (5.5)

<Pl <pl,
sPng >0 K nf<0

The interior summations are carried out over all pixels within a control angle and directions §”*
represent the direction of the pixel solid angle centroids. Spatial discretization schemes are
necessary to relate intensity values at the control volume faces ([ifl) to nodal values (Ipl). In this
study a second order upwind discretization scheme is employed and the face values are
computed from the nodal value and the gradient in the upwind control volume. All gradients are
approximated using a Green-Gauss node-based evaluation.

The finite volume model is utilized only for radiative energy emitted by heated surfaces
within the receiver. All tube and cavity surfaces are assigned uniform hemispherical optical
properties and spectral or directional dependencies are ignored in order to minimize
computational intensity. Directional reflectivity at the quartz window interface is calculated
from Fresnel’s equation (equation 3.25). The outgoing intensity for an opaque diffuse-gray

emitting and reflecting boundary is given by equation 5.6 [28].

1(r,,5)=e I, +—2» [1(r,.5)5"7, Jdeo (5.6)
T ¢

s'n,<0

The outgoing intensity for an opaque specularly reflecting boundary is given by equation 5.7

with reflected (s ) and incident (s') directions related by equation 5.8.

I(r,,5)=e,0,+(01-¢&,)(r,,5') (3.7)

w2

s'=s=2(s-n, )n, (5.8)
Figure 5.9 illustrates the relationship between incident, reflected, and transmitted refracted

radiative energy for specularly reflecting semi-transparent boundaries such as the quartz window

with refractive indices n, < n,.
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Figure 5.9: Specification of incident, reflected, and transmitted directions
for semi-transparent boundaries

The outgoing intensity at the interface can be described by equations 5.9 and 5.10 in which
incident and reflected directions are related by equation 5.8 and incident and transmitted
directions are related by Snell’s law. Directional reflectivity is approximated from the index of

refraction of the material via electromagnetic theory.

Ia(rw’sr):pa(s:')la(rw’s:')—'—[l_pb(s:t)]‘[b(rw’s:t) eb <Sin_1n_a (59)
n,

1.(r.,5)=p, ) (r,,5) g, >sin"' (5.10)
n,

The gaseous medium filling the cavity space is assumed non-participating while the two-
phase mixture flowing through each tube can potentially absorb and scatter the incoming
radiative energy. Absorption and scattering parameters associated with small particles entrained
in the gas phase are calculated from Mie theory. Absorption and scattering coefficients for the
suspension are calculated from those for a single particle derived from superposition of
analytical solutions to Maxwell’s equation in the interior of a spherical particle and within the
surrounding medium under assumptions of a homogeneous particle material, a non-absorbing
external medium, and elastic scattering [30]. Absorption and scattering efficiencies are defined
as the ratio of the absorption or scattering cross section to the geometric projected area of the

sphere and are given by equations 5.11-5.14 where Oy, is the scattering efficiency, Q. is the
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absorption efficiency, m is the complex refractive index of the particle divided by that of the

surrounding medium, and v, and &, are Riccati-Bessel functions [30].

2L AN 2 2
“’":?z‘ (2n+1)Rela, +b,}—- - ;(2n+l)nan +|b, ] (5.12)
_my, (mx)y, (x) -y, (X, (mx) 5.13
S o T o ey g o o
y vy, () =my, (), (m) (5.14)

" w,,(mx)fn(x) mé, (xly, (mx)

The particle size parameter ¢ is given by equation 5.15 where d, is the diameter of the spherical

particle, and 4,, is the wavelength of the incident energy in the surrounding medium.

== (5.15)

The scattering phase function can be calculated from Mie theory using equations 5.16-5.18

where P, are associated Legendre polynomials with m = 1 [30].

|S| sin H+|S| cos’ @

(5.16)
72-5 QSC(Z

0 1 1

S, - Z 2n+1 {an P, (.COS 0) ‘b dP!(cos 0)} (5.17)
“n(n+1) sin & do
= 2n+1| dP'(cosd) . P!(cosd)

S, = - b, — 5.18

2= 2, n(n—i—l){a" a0 " sing (19

Absorption efficiency, scattering efficiency, and scattering phase function for a single particle
are calculated in MATLAB via Mie theory using the complex index of refraction of the particle

material and the BHMIE algorithm [30]. For ease of computation, the scattering phase function



131

from Mie theory is fit to a two parameter Delta-Eddington form given by equation 5.19 where 6
is the angle between the incident and scattered directions, f'is the forward scattering factor, and
g’ is the asymmetry factor for the truncated phase function [31].
®(cos @) =215(1—cos8)+(1- f)1+3g'cosH) (5.19)
Parameters fand g’ are chosen such that the asymmetry factor matches that of the actual phase
function determined via Mie theory, and the second moment matches that of the Henyey-
Greenstein phase function. When used in conjunction with finite volume models, this method
has been found to yield good agreement with calculations involving an exact phase function from
Mie theory [28, 31, 32].
Absorption and scattering coefficients for a cloud of identically-sized spherical particles
in the independent scattering regime are related to absorption and scattering efficiencies for a
single particle by equations 5.20 and 5.21 where 4, is the geometric particle cross section, N, is

the number of particles per unit volume, and f; is the particle volume fraction [28].

3/,

@, = AN, Qs === Qs (5.20)
P
3/

0, =A,N, 00y = Edf_Qsca,l (5.21)
p

As the finite volume technique utilized in this study does not explicitly account for spectral
dependencies, the calculated spectral absorption efficiency, scattering efficiency and asymmetry
factor are averaged over wavelength weighted by the blackbody intensity distribution at a given
radiation temperature to achieve a spectrally averaged efficiency for a given radiation

temperature. Radiation temperature is defined as the surface temperature of the emitting entity.
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_ "0, (AT, )dA
Qe (Ta)= L - (5.22)
J‘O Ilb (/1’ Trad )dﬂ’

The averages represented by equation 5.22 are computed numerically at a range of radiation
temperatures external to the combined finite volume (FV) and computational fluid dynamics
(CFD) simulation. Simple polynomial fits for spectrally averaged absorption efficiency,
scattering efficiency, and asymmetry factor as a function of radiation temperature are input to the
combined FV/CFD model with radiation temperature in control volume p determined via
equation 5.23.

1/4 0 \V4
j I dw zlpa)
T _| Jaxr ? ~|

= 5.23
o 4o 4o (29

Volumetric absorption by steam present in the system is included via a weighted sum of gray
gases (WSGG) approach in which a set of hypothetical gray gases is exploited to approximate a
realistic non-gray gas [33]. The steam absorption coefficient is estimated by equations 5.24 and
5.25 in which g, is the emissivity weighting factor for the i gray gas, T'is the gas temperature, k;
is the absorption coefficienct for the i™ gray gas, puzo is the partial pressure of steam in the gas

phase, s is the path length, and b;; are the emissivity gas temperature polynomial coefficients.

a= —lln[i a, (T)exp(— kiszos)} (5.24)
§ i=0
a,(T)= ibi, T (5.25)

Coefficients are taken from Smith et al.[33] for both low pressure and atmospheric pressure
water vapor with i = 3 and j = 4. The absorption coefficient a at a given steam partial pressure is

determined from linear interpolation between the resulting low and high pressure values with
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path length assumed equal to the tube radius. Absorption by CO, is neglected owing to

anticipated low CO; partial pressure in regions with appreciable radiative intensity.

5.3.5 Optical properties

Surface optical properties utilized in both Monte Carlo and finite volume radiation
models are summarized in Table 5.3. Data for the spectral complex index of refraction of Al, Ni
and quartz is taken from Palik et al. [34]. Unpolished tube surfaces are treated as opaque and
diffuse-gray whereas polished specularly reflective surfaces are assumed optically smooth with
spectral directional optical properties employed in the Monte Carlo model and calculated from
electromagnetic theory. The finite volume model applies only to energy emitted at relatively
long wavelengths compared to those characterizing solar energy and, for the materials

considered in this study, spectral variations are insignificant.

Table 5.3: Summary of surface optical property inputs to Monte Carlo and
finite volume radiation models

Material Boundary MC model properties FV m?del properties
(solar energy) (emitted energy)
. Opaque, N . _ _
Cavity wall (Al) Specular Spectral/directional from n,k | Uniform (p = 0.92, £ = 0.08)

Window cooling | - Opaque, Spectral/directional from n,k | Uniform (p = 0.87, £ =0.13)

plate (Ni) Specular
Semi-
Window (SiO,) | transparent, | Spectral/directional from n,k Directional, n=1.5, k=0
Specular
. Opaque, . _ _ . _ _
Tubes (SiC) Diffuse Uniform (p = 0.04, £ = 0.96) Uniform (p = 0.04, £ = 0.96)
Tubes Opaque,

Uniform (p = 0.20, £ = 0.80) Uniform (p = 0.20, £ = 0.80)

(Inconel 600) Diffuse
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Figure 5.10 illustrates the spectral directional reflectivity for optically smooth aluminum and
quartz surfaces calculated via equations 3.41 — 3.44. Significant spectral and directional
variability is evident for polished aluminum (Figure 5.10a) with 4 < 1 um; however, for A >1 pm
spectral dependence becomes minimal and directional variability is only noteworthy as incident
rays become tangential to the surface with large incident angles (6 > 70°) relative to the surface

normal.

1.00 + 6=0
e ———S
6=70
0.95 k 8=285
090 -
<) 6=895
<
< 0.85
0.80 ~
0.75
0.70 T T T T T T T
0 1 3 4 5 7 8
A (pm)
(a)
1.0 ¢ - \/
0.9 6 =895° N
0.8
0.7 6 =85°
& 06
-
= 0.5 - \
0.4
0.3
02 1 6=70
0.1+ 9=0°
0.0 T T T T
0 4 8 10
A (Hm)
(b)

Figure 5.10: Spectral directional reflectivity of (a) aluminum and (b) quartz

The fraction of energy emitted below 1 um is only 0.02, 0.04, and 0.07 for surface temperatures

of 1600 K, 1800 K, and 2000 K respectively indicating that, for conditions of interest, the vast
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majority of thermal emission occurs in a wavelength interval over which spectral variations are
negligible. Literature data for polished aluminum indicates a normal spectral reflectivity in the
range of 0.9 — 0.95 over a wavelength range of 1-8 um [35]. The quartz surface in Figure
5.10(b) exhibits strongly directional reflectivity with little spectral variability over 0.5 - 7.5 um
arising from a nearly constant refractive index in this range. More than 90% of the emitted
energy falls within this wavelength interval for any realistic surface temperature above 1300 K.
Based on these observations, spectral variability for both aluminum and quartz surfaces is
disregarded in the finite volume model for emitted energy, whereas directional variability is
retained only for the quartz surface.

The average diameter reported for acetylene black particles investigated in this study
(Chevron Phillips Chemical Company, Shawinigan Black®) is 42 nm. Spectral values of the
complex index of refraction for the particle material are approximated as those for propane soot
[36] and the corresponding spectral absorption efficiency, scattering efficiency, and scattering
phase function calculated from Mie theory for a 42 nm particle diameter are shown in Figures
5.11 and 5.12. Small particle size permits estimation of Mie theory computations with a
comparatively simple Rayleigh limit assessed via equations 5.26-5.28 assuming a

nonparticipating fluid medium [28].

24 7d nk
O == (n* — k> +2) +4nk? (5.26)
0 :§[7m’p j“ (02 = k2 —1)n? = k> +2)+ 4n’&> [ + 360k
“ 3 4 l(nz_kz+2)2+4n2kzjz (5.27)

®= %(1 +cos?0) (5.28)
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Figure 5.11: Spectral absorption and scattering efficiency for
42 nm acetylene black particles
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Figure 5.12: Spectral scattering phase function for 42 nm acetylene black particles

Absorption and scattering efficiencies from Mie theory agree with those calculated in the

Rayleigh limit within 0.5% for 4 > 0.7 pm or, correspondingly, £ < 0.3. Carbon particles are not

directly exposed to energy emitted in the solar spectrum and, for surface temperatures below

2000 K, at most 0.8% of blackbody emission occurs below 0.7 um. Thus the Rayleigh limit is

highly accurate for more than 99% of the spectrum emitted by heated tube surfaces and provides

a convenient explicit relationship between particle size and absorption or scattering efficiency



137

which can be exploited to assess the behavior of shrinking reactive particles. Figure 5.13
indicates that spectrally averaged absorption and scattering efficiency increase with radiation

temperature due to a comparatively larger contribution from thermal emission at short

wavelengths.
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Figure 5.13: Spectrally averaged absorption and scattering efficiency as a
function of radiation temperature

Volumetric absorption within the interior of the quartz window is computed using
equation 5.29 [28] and the spectral extinction coefficient, k& [34] whereas the spectral
transmissivity, z;, is determined from the absorption coefficient and the path length /, in equation

5.30.
a,=—— (5.29)
r, =exp(—a,l) (5.30)
Figure 5.14 illustrates the spectral absorption coefficient and transmissivity for the quartz

window with a path length at normal incidence equal to the thickness of the receiver window

(0.95 cm). Oblique incidence angles lengthen the path by which the radiative energy travels
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through the window leading to slightly lower hemispherically averaged values. The absorption
coefficient is uniformly zero over 0.16 - 3.6 um and thus, as more than 98.5% of the solar
spectrum lies within this range, volumetric absorption of solar energy by the quartz window is

inconsequential.

100000
1.0 -
< 10000
0.8 - T
11000 §
= — normal - g
> . ) =
‘% 0.6 | e hemispherically 4100 @
7] )
= averaged %
2 +10 ©
§0.4 - S
= c
11 ie)
=
0.2 2
+01 &
®©
0.0 T T 1 ' 0.01
0 2 4 6 8 10

A (pm)

Figure 5.14: Spectral absorption coefficient and transmissivity for the quartz window

However, volumetric absorption cannot be discounted for the longer wavelengths characterizing
energy emitted by heated surfaces within the receiver. The hemispherically averaged window
transmissivity is weighted by the blackbody intensity distribution at a given emission
temperature and spectrally averaged in a procedure analogous to that for absorption and
scattering efficiency in equation 5.22. Spectrally averaged transmissivity is shown in Figure
5.15 along with an average absorption coefficient determined from equation 5.30. A single value
of the absorption coefficient is selected for the combined FV/CFD model assuming emission at
1600 K. Active cooling of the quartz surface renders calculation results insensitive to the
volumetric absorption coefficient because radiative energy is either transmitted through the

window and lost directly, or internally absorbed by the quartz panel and dissipated via
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conduction into receiver cooling zones. Thus the magnitude of the absorption coefficient
controls the means by which energy is lost through the window, but not the quantity of energy

removed from the interior of the receiver.
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Figure 5.15: Spectrally averaged quartz transmissivity and absorption coefficient

5.4 Fluid Flow Models

5.4.1 Dimensionless parameters and characteristic times

Dimensionless parameters and characteristic times associated with flow through each
tube under typical receiver operating conditions are shown in Table 5.4 along with the Grashof
number for buoyant flow in the cavity. All values are calculated for spherical carbon particles
with a uniform diameter of 42 nm, consistent with the average diameter of acetylene black
particles utilized in experiments. The nano-sized particles are characterized by momentum and
thermal Stokes numbers well under 10 implying equivalent fluid and particulate phase velocity

and temperature.
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Table 5.4: Dimensionless parameters and characteristic times for
typical operating conditions

Range of
Parameter values
Re <250
St 2x10° - 2x10”
St 2x10°-9x10”
Bi 7x107 - 8x10
Bi, 4x107 - 1x10™
Sc 5x10° - 1x10*
Ri 0.2-3.0

Teomy () 8x107-1x10°
Trad (5) 1x107 - 4x10”
Teona (5)  5x107"-3x107"°
Tfiow (S) 02-1.2
Gy~ 5x10*-8x10°

Uniform internal particle temperature is justifiable based on the Biot number calculated in the
case of either external convective heat transfer with the fluid (Bi), or radiative exchange with the
tube wall (Bi,). The characteristic time for convection is at least three orders of magnitude
smaller than that for radiation implying that particle and local gas phase temperatures equilibrate
by convection more rapidly than particles are heated by radiation exchange with the tube wall.
Relatively high values of the Schmidt number indicate minimal contribution of Brownian motion
to particle transport and moderate values of the Richardson number imply equivalent importance
of both natural and forced convective flow within the tubes. Both forced convection through the
tubes and buoyant flow induced within the cavity space between the heated tube surfaces and the
cooled cavity walls are laminar as indicated by the Reynolds and Grashof numbers, respectively.
Appendix A provides corresponding values as a function of particle size and indicates that

assumptions regarding uniform internal particle temperature and equivalent fluid and particulate
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velocity and temperature are valid up to particle diameters on the order of 5-30 um, more than
100 times the nominal particle diameter. Thus particle aggregation is unlikely to invalidate the

assumptions underlying the fluid flow model.

5.4.2 Fluid flow model

Two-phase flow within the tubes can be described by an Eulerian-Eulerian two-fluid
model in which the solid is treated as a quasi-continuous phase via temporal or statistical
averaging procedures [37, 38]. Neglecting interfacial shear stress, the corresponding steady state
mass and momentum transport equations for the Kt phase are given in equations 5.31 and 5.32

where oy, pi, and v, are, respectively, the volume fraction, density and velocity of the K™ phase, p
is the pressure, and g is the acceleration due to gravity.

V-(a,p,0,)=T, (5.31)

V (e, p,0,0,)=-a,Vp, +V - (ak?k )-1- o, p. g+ ]\7[_/.k (5.32)

The stress tensor for the ™ phase (z%k) is neglected for the solid as the assumption of dilute

particle flow or low volume loading renders particle-particle contact improbable. For the fluid
phase, the gases are assumed ideal and the corresponding stress tensor is provided by equation

5.33 where , is the viscosity of the fluid phase.
> — —T 2 —
z, =/1g[(Vug +V0o, )—gv-ugl} (5.33)

Two-way coupling between phases is included via interphase transport terms I} and Mj.
Neglecting virtual mass and Bassett forces, the interphase gas-particle momentum transport term

M,, is given in equation 5.34 for drag in the Stokes regime.
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18a u, (. .
My,=-M, = dZPCg(UP_Ug) (3-39)
pc

For a Stokes number well under unity it can be shown that the difference between the particle
and gas phase velocity is negligible [37-39] and for a well dispersed particle phase with low
particle volume loading the individual phase mass and momentum transport equations can be

combined through addition to yield single fluid mixture equations.

V-(p5)=0 (5.35)

V-(pb0)=-Vp+V-la,z, )+ pg (5.36)

p=a,p,+a,p,= (5.37)

The single fluid mixture model treats the two-phase mixture as a single fluid described by a
volume averaged density, p. In equations 5.35-5.37 © is the velocity of both fluid and
particulate phases, and w; is the mass fraction of the i phase. Although particle volume loading
is minimal, the corresponding particle mass loading may be considerable due to the disparity
between fluid and solid densities.

Neglecting viscous dissipation, diffusional energy sources, and kinetic energy terms the

energy equation for phase k is given by equation 5.38 and 5.39 [37-40].

V'(akpk'jkhk):v'(akkaTk)"'Sk + 0y (5.38)
T

b=y w, [CpdT (5.39)
¢ T

Thermal conductivity of the k™ phase is denoted by kx, Si is an energy source term for the &A™
phase, and the enthalpy of phase k (%) is determined from a mass-weighted summation over

constituent species. Solid phase conduction is neglected as particle-particle contact is highly
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improbable under conditions of low volume loading. Energy transport between phases is
denoted by Qi and expressed by equation 5.40 for spherical particle with negligible slip velocity

and diameter d,.

6a h
Oy =0, = ; =

p

(Tp_Tg) (5‘40)

For a particle thermal Stokes number well under unity, the difference between fluid and particle

phase temperatures may be neglected and an overall mixture energy equation is derived by

summation of individual phase equations [37-39]. Mixture heat capacity can be described by
equation 5.42 and is approximately equal to a mass-weighted average.

V-(poh)=V-(a,k, VT, )+ S (5.41)

Cp=a,p,Cp, +a,p,Cp, zp(wngg +prpp) (5.42)

The steady state transport equation describing individual species mass fraction for each fluid

species in the mixture is given by equation 5.43 in which D; are binary diffusion coefficients for

the i™ species in the mixture and the source term S; results from reactions involving species i

[40].
V- (pow,)=V-(pD,Vw,)+ S, (5.43)
The steady state population balance for an aerosol particulate phase is expressed in equation 5.44

where 7, is the mass-based particle number concentration, D, is the Brownian diffusion

coefficient, and C’th is the thermophoretic velocity arising from temperature gradients in the
system [41, 42].

v -(poi, )=V (oD, Vi)~V -(pC,, ) (5.44)
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For particles characterized by a diameter less than the mean free path of the gas, the

thermophoretic velocity may be approximately determined from equation 5.45 [43].

. =055
C ——'ugVT

= 5.45
i oT (5-45)

5.4.3 Fluid properties

The single fluid mixture model defined by equation 5.35-5.37, and 5.41-5.45 adequately
describes the two-phase flow within the receiver. Gas viscosity and binary mixture diffusivities
at elevated temperatures are estimated via Chapman-Enskog theory [40] for non-polar molecules,
whereas thermal conductivity of gases are assessed from either Chapman-Enskog theory for
monatomic gases or from a modified Eucken correlation for polyatomic molecules [44] and
compared with literature data where available. The Chapman-Enskog models are given by

equations 5.46 and 5.47 in which o, is the collision diameter and Q is the collision integral [40].

JMT

=2.6693x107° 5.46

U =y (5.46)
T/ M

k =0.0833 2/ (5.47)
O-ch

The modified Eucken correlation is given by equation 5.48 where C, is the molar heat capacity

of the gas species.
c R
k=132—+0.88— 5.48
( v, M}ﬂ (3.48)

Viscosity and thermal conductivity of gas mixtures are determined from their constituent species
using a semi-empirical formula given by Bird et al. where x; is the mole fraction of species 7 in

the fluid mixture [40].
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Z Zxxﬂ 5 (5.49)
% 4% T
®, = i(l + KJ 1+ [i] {ﬂj (5.50)
8l M, u; ) M,

The mass diffusivity of each gas component in argon is estimated in a dilute approximation using
either Chapman-Enskog theory or the correlation from Fuller et al. [45]. All calculated viscosity,
thermal conductivity, and binary diffusivity values agree with literature data available up to
temperatures in the range of 700-800 K as shown in Appendix B [46-49]. The Brownian
diffusion coefficient for the aerosol phase in equation 5.44 is provided by equation 5.51 where k3
is the Boltzmann constant, and C. is the Cunningham correction factor accounting for slip at the

particle surface [43].

Ky TC, (5.51)
3, d

=
P

For particles with a diameter less than 100 nm the correction factor can be approximated by
equation 5.52 [43].

C. =1+di{2.514+0.8exp(— 0.55%’]:‘ (5.52)

P

Though diffusivity of 42 nm carbon particles is on the order of 10® m?/s and, correspondingly,
the magnitude of the Schmidt number implies negligible contribution from Brownian motion
compared to convective fluid flow, the diffusion term in equation 5.44 is retained for reasons of
numerical stability [42]. The gas mean free path, 4, is given by equation 5.53 where d,, is the
collision diameter for the constituent gas molecules.

potal (5.53)

N2mi? p
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5.5 Reaction models

5.5.1 Reaction processes and equilibrium compositions

The primary process of interest is the heterogeneous endothermic carbon-steam
gasification reaction at the acetylene black particle surface given in equation 5.54 though, at
relevant conditions, the homogeneous water gas shift reaction in equation 5.55 cannot be
ignored.

Cy +H,0,,, = CO, +H AH,” = 131.3 kJ/mol (5.54)

() (&) 2(g)

CO, +H,0,, <> CO,  +H,, AH'=-40.8 kJ/mol (5.55)

2(g) 2(g)
In theory both the endothermic Boudouard and slightly exothermic hydrogasification reactions
provided in equations 5.56 and 5.57 are possible.

Cc., +Co

—2CO0,,, AH,’ =172.5 kJ/mol (5.56)

(5) 2(g) (g)

C,+2H, —>CH

o +2H, o AH' =-74.9 kJ/mol (5.57)
However, the Boudouard reaction is neglected as the rate is typically three to four times slower
than that for steam gasification at typical gasifier conditions [50-52], and CO; is only produced
by the water-gas shift reaction in relatively small quantities in the coolest regions of the tube.
Hydrogasfication is generally several orders of magnitude slower than steam gasification [51,
52] and thus is also disregarded. Figure 5.16 shows equilibrium compositions produced from an
initial equimolar carbon/steam mixture at atmospheric pressure evaluated using FactSage
thermodynamic software [53]. The steam gasification reaction is thermodynamically projected

to proceed to completion at temperatures above 1100-1200 K while formation of CO, and CHy is

only thermodynamically favored below 900 K.
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Figure 5.16: Equilibrium compositions for an initially equimolar
carbon/steam mixture at atmospheric pressure

5.5.2 Surface reaction mechanism for steam gasification

The carbon-steam surface reaction is typically presumed to follow either an oxygen-
exchange or hydrogen inhibition mechanism. The oxygen-exchange mechanism consists of
dissociative reversible adsorption of H,O on the carbon surface followed by irreversible
combination of adsorbed oxygen atoms with surface carbon [23, 51, 54-58]. The hydrogen
inhibition mechanism, on the other hand, is based on irreversible dissociative H,O adsorption,
reversible H, adsorption, and irreversible combination of adsorbed oxygen atoms with surface
carbon [23, 54]. Though the origin of hydrogen inhibition differs in each mechanism, both lead
to an identical Langmuir-Hinshelwood rate expression shown in equation 5.58 with kinetic

parameters provided by a conventional Arrhenius expression in equation 5.59.
k
y = 1Pry0 (5.58)
1
1+ ;(klszo + k—lpH2 )

2

E
k. =k, exp| ——2 5.59
i i0 Xp( RT) ( )
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Many other mechanisms have been proposed in the literature [51, 59] including those applicable
for combined CO,/H,0 gasification [56] or gasification at elevated pressures [60].

At low partial pressures the effect of hydrogen inhibition is frequently neglected such that
the Langmuir-Hinshelwood rate expression can be condensed into a simple n™ order global

model of the form shown in equation 5.60 [23, 51].

r.=k'Pyo (5.60)
Given the inherent complexity of radiative and convective/conductive heat transfer models
detailed above, it is advantageous to simplify the reaction model as much as possible while
retaining sufficient detail to capture a reasonably realistic depiction of the chemical process.
Figure 5.17 provides a comparison between the reaction rate predicted by the full Langmuir-

Hinshelwood (L-H) rate expression and that estimated from a simplified 1* order model with

kinetic parameters from Muhlen et al. [56].

1.E-01 T T
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" 1.E-03 - e
o R-Th
® e
c 1.E-04 - 95% conversion
o
B 2
2 1.6-05 1 o ¥ Order} Ph20 jnitial
— L-H =0.1 bar
1.E-06 1 o 1% order} Phizo initial
e e L-H =1 bar
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Figure 5.17: Steam gasification reaction rate predicted by a full Langmuir
Hinshelwood kinetic expression and a simplified first order model

The variable P, miia refers to steam partial pressure at 0% conversion. The first order model

closely approximates the rate predicted by the full Langmuir-Hinshelwood expression at both
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high temperature and high conversion implying minimal impact of hydrogen inhibition. Errors
in the approximate first order rate expression may be substantial at either low temperature
(<1200 K) or a combination of high steam partial pressure and low conversion at high
temperature. However, the low temperature condition is not of interest for the current study and
the combination of high temperature with high steam partial pressure and low conversion is
unlikely to transpire. Thus inhibition is neglected in the current study and a simple first order

rate expression is applied in the computational model.

5.5.3 Particle reaction model

A progressive conversion scheme provides a macroscopic description of the
heterogeneous surface reaction occurring within the entirety of the porous particle. The overall
particle reactivity on a surface area basis is described by equation 5.61 for a first order reaction.

Rs = nksPHZOS (56])

In equation 5.61 R, is the surface reaction rate, ; is the intrinsic first order reaction rate constant

on an area basis, P, , is the partial pressure of steam at the external particle surface and, in the

absence of external mass transfer limitations, can be set equal to the local bulk partial pressure of
steam in the fluid phase. The effectiveness factor # is derived from local steam concentration
profiles within the spherical particle determined from a steady state mass balance given by
equations 5.62-5.64 under the assumptions of uniform internal particle temperature, an
irreversible first order rate expression, dilute gaseous reactant species, and negligible external

mass transfer limitations [51].

1d [rz p, %o

o o j—ksfls £,Crzo =0 (5.62)



150

Cizo =Cinos At =R, (5.63)

dC

—H20 =O at ]":0 (564)
dr

In equation 5.62 1215 is the specific internal surface area of the particle on a mass basis, p, is the

particle density, and Cp»os 1s the steam concentration at the external surface of the particle. The
effective diffusivity (D.) for the gaseous reactant species within the pores is approximated by

equation 5.65 where y is the particle porosity, D is the binary diffusion coefficient in the bulk

fluid, and 7 is the pore tortuosity frequently prescribed a value of V2.

_Dy

e 2
T

D

(5.65)

Assuming uniform internal temperature, equations 5.62-5.65 can be solved analytically within
the interior of the particle [51, 61] yielding equation 5.66 with the Thiele modulus defined in

equation 5.67.

sinh[g/}rJ
Cuzo R LK (5.66)
Cyro, r  sinh(g) ’
k Ia 1/2
$=R, (—SD”O ? J (5.67)

The effectiveness factor is taken to be the ratio of the actual overall rate to the rate if the entire
internal particle surface was exposed to the external surface concentration Cppo,5, and is derived

in equation 5.68.

_ o 7CH 20 p2dy
n= Crao _ " Cizos -2 ( : _lJ (5.68)
CHZO,S IORP rdr ¢\ tanhg ¢
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5.5.4 Global reaction model
The global volumetric reactivity required for the computational fluid dynamics (CFD)
model can be determined from the intrinsic surface reactivity via equation 5.69 assuming that the

surface reaction follows a progressive conversion scheme.

Rv :Rslaswcp:nkSPHZO,SIaSWCp (569)

In equation 5.69 1215_ is the specific surface area of the particle on a mass basis, w, is the weight

fraction of carbon in the two-phase mixture, and p is the mixture density provided by equation
5.37. The product of the first two terms represents the reaction rate per particle mass whereas
the product of the last two terms represents the particle mass per unit total volume. For ease of
input into the CFD model the global volumetric reaction rate given in equation 5.69 is recast in
terms of steam and carbon molar concentrations in equation 5.70 where R is the gas constant, T’
is the local temperature, and M. is the molecular weight of carbon.

R, =k, RTAM C),,,C. (5.70)
Though both internal and external particle specific surface area vary as the reaction progresses,
attempts to correlate reactivity of coal char to specific surface area as a function of reaction
conversion have generally been unsuccessful [51]. Detailed studies of the specific surface area
of coal chars during gasification indicate that, at low conversion, micropores are opened and new
pore connections are formed as the reaction proceeds leading to an increase in specific surface
area with conversion. After this initial period, the trend reverses and a decrease in specific
surface area with reactant conversion is noted due to pore wall destruction and pore merging [51,
62, 63]. For the purposes of this study a simple constant specific surface area is assumed given a

lack of detailed information regarding pore structure and surface area development for the
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acetylene black particles. The magnitude of the specific surface area is taken as the initial value
(75 m%/g) provided by the supplier. Modifications to this constant value are considered in the

framework of a sensitivity analysis detailed in subsequent sections.
Particles in this study are characterized by d, = 42 nm, p = 1750 kg/m’ and 215 =75 m’/g.

The effectiveness factor is greater than 0.999 implying negligible internal mass transfer
limitations for temperatures up to 2000 K and porosity as low as 0.01 with kinetic parameters
from Trommer et al. [64]. Calculations of the effectiveness factor as a function of particle
diameter are provided in Appendix A. For a particle size of 1 um the effectiveness factor is
greater than 0.995 for temperatures up to 2000 K and porosity greater than 0.1. Both particle
size and density may exhibit complex dependence on reaction conversion. At one extreme all
reaction occurs at the external surface and the particles decrease in size while retaining constant
density, whereas at the other extreme reaction occurs entirely within the interior and particles
maintain constant size with decreasing density. When reaction occurs exclusively on the
external surface the particle diameter can be related to the initial particle diameter (d,9) and the

reaction conversion (X) by a shrinking particle model in equation 5.71.
1/3
d,=d,(1-X) (5.71)
Conversion is determined from local variables in the CFD model adjusted for gas expansion and

generation by the heterogeneous surface reaction [61] via equation 5.72 under the assumption of

a uniformly well-dispersed particle phase.

P
(1_X):L‘pl_0 1+§Xn;'0 (5.72)
w.oPo Iy P N g

In equation 5.72 w, is the weight fraction of carbon particles and p is the mixture density with

weo and py referring to conditions at the tube inlet, ¢ is the number of moles gas generated per
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mole of solid reacted, n.y is the molar flow rate of carbon at the tube inlet, and npy is the fluid
molar flow rate at the tube inlet. Despite negligible particle diffusion by Brownian motion,
thermophoretic movement in response to temperature gradients produces carbon profiles which
violate the assumption of uniform dispersion. Thus the expression in equation 5.72
overestimates conversion for hot regions in which particle concentration is diminished by
thermophoresis even in the absence of reaction. A more accurate expression for conversion
requires a detailed history for each particle, information which is not available from the models
considered in this study.

Provided particle diameter never exceeds a value for which assumptions underlying the
single fluid mixture model are violated, particle size only impacts the solution via particle
diffusivity and absorption or scattering parameters. Absorption and scattering parameters can be
approximated in the Rayleigh limit and thus the combination of equations 5.20 and 5.26 implies
that the absorption coefficient is independent of particle size. Though scattering of radiative
energy is heavily dependent on particle diameter, the relative magnitudes of absorption and
scattering efficiencies in Figure 5.11 indicate that the extinction coefficient for acetylene black
particles is unquestionably dominated by absorption. Brownian diffusivity of the unreacted
particles is negligible and retained only to enhance numerical stability. Calculations of the
Schmidt number as a function of particle diameter in Appendix A indicate that Brownian
diffusion is not likely to become physically relevant until the particles shrink to less than 40% of
their original size. Equation 5.71 dictates that over 90% of the particle mass must be converted
before the particle shrinks to 40% of its original diameter, even assuming reaction occurs
exclusively on the external surface. Thus sensitivity of simulation results to particle diameter

should be minimal and, for simplicity, a constant particle diameter is applied in the calculations.
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5.5.5 Water gas shift reaction

Forward and reverse water gas shift reactions are described by equation 5.55 and
included via two separate homogeneous gas phase reactions. Rate expressions for the un-
catalyzed water gas shift reactions are typically treated as first order in all gas components
[65-67], though some authors describe the reactions as half-order in terms of both CO and H,
[68, 69]. The rate expressions for each the forward and reverse reaction are described by

equations 5.73 and 5.74 assuming first order dependence.
R, =k,CeoChp (5.73)
R, =k,C,;,Cep, (5.74)
Arrhenius parameters for the forward rate constant were taken from the literature [66] whereas

the rate constant for the reverse reaction were calculated from the forward rate constant and the

equilibrium constant determined using FactSage thermodynamic software [53] via equation 5.75.

k, = K—f (5.75)

5.6 Combination and solution of radiation, fluid flow, and reaction models

Approximate solutions for the system of coupled differential equations, including the
finite volume model for emitted radiative energy, are obtained via the commercial computational
fluid dynamics software ANSYS FLUENT version 6.3.26. The computational fluid flow and
reaction models are solved simultaneously and on the same spatial mesh as the finite volume
model for emitted radiation leading to close coupling between temperature profiles and radiative

energy solutions. The net rate of radiative energy supplied to a control volume is given by the
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negative of the divergence of the radiative flux vector in equation 5.77 and added to the right

hand side of the energy equation [28].

4
g, = [1(6,pFdw (5.76)
0
~ 4r d] 4
~V-g, =—£Eda)=a£1(e,¢)dw—4m1b (5.77)

The variable S is the coordinate along the path (s ) traveled by the radiant energy, a is the

absorption coefficient, and 7, is the blackbody intensity given by equation 5.78.

,=2r* (5.78)
T

The divergence of the radiative flux vector and thus the volumetric radiative energy source term
reduce to zero in the absence of absorption, regardless of scattering behavior. In the finite
volume scheme the integral in equation 5.77 is replaced by a finite summation over solid angles

/
.

-V-G,=a) I'o" —4ml, (5.79)
l

Spatial profiles of solar energy absorbed along each surface in the receiver are determined
external to the CFD model via the Monte Carlo technique detailed in Chapter 3 and section 5.3
and subsequently input into the CFD model by means of an energy generation function across a
thin slice of each solid surface. The thickness of the slice is maintained at a fixed value of 10° m
as absorption is predominantly a surface phenomenon. Each profile is generated with a set
number of points containing global (x,y,z) position along with absorbed solar flux, and a zero-
order interpolation scheme is employed to estimate flux values at the global position describing
the centroid of each boundary mesh face in the CFD model. In order to validate this technique,

a CFD model was solved with finite volume solutions for both the solar and emitted components.
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A gray band model was utilized to separate the radiative energy into two components with an
artificially small wavelength interval (0-0.01 um) stipulated for the solar energy in order to
eliminate spectral overlap. Resulting profiles of absorbed solar flux were converted to energy
generation functions across a thin slice of each solid surface, and input to a second CFD model
accompanied by a single-band finite volume model for emitted energy. Both models produced

identical solutions.

5.6.1 Boundary conditions, discretization schemes, and convergence criteria

The computational fluid dynamics model is solved in only half of the receiver taking
advantage of the geometric symmetry of the center line in order to enhance computational
efficiency. However, the off-axis design of the High Flux Solar Furnace produces a slightly
asymmetric solar flux profile thereby precluding exact validity of the symmetry assumption and,
for this reason, the Monte Carlo model is solved within both halves of the receiver. Conversely
the CFD model only utilizes profiles of solar energy absorbed within the comparatively hotter
east half of the receiver and assumes symmetry in the temperatures achieved on the opposing
side. As realistic tube temperatures on the west side are lower than those stipulated by
symmetry, this simplification leads to slightly overestimated radiative intensity originating from
emission by heated surfaces on the west side and, correspondingly, slightly overestimated east
side temperatures.

The aerosol population balance is incorporated in the CFD model by means of a user-
defined scalar transport equation for the particle weight fraction with combined thermophoretic
diffusion and convective transport terms and a volumetric source to account for the gasification
reaction. Carbon mass fraction is fixed to the user-defined scalar value for all points within the

solution domain at each iteration. User-defined property definitions are also applied for gas
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viscosity, mixture thermal conductivity, mixture density, particle diffusivity, absorption
coefficient, scattering coefficient, scattering phase function, and reaction conversion defined by
equations 5.20-5.27, 5.37, 5.46-5.51, and 5.72.

A fully developed laminar flow profile at 300 K with uniform species and particle mass
fractions is applied to each tube inlet. The flow profile is specified by means of mass flux via
equation 5.80 with total mass flow rate (w) calculated from the sum of individual component

flow rates.

2w r’
pPU = -y (I_Fj (5.80)
A constant atmospheric tube outlet pressure is stipulated and all other variables at outflow
boundaries are extrapolated from the interior solution domain. All external walls adjacent to
cooling zones are fixed at a constant temperature of 300 K. A standard no-slip boundary
condition with zero diffusive flux of all fluid species is imposed at walls adjacent to a fluid
domain while particle concentration at solid surfaces is set to zero under the assumption that
particles stick to and deposit on tube walls. Boundary conditions for the finite volume radiation
model are enumerated in equations 5.6 — 5.10 and Table 5.3.

Scalar values at control volume faces are assessed from the surrounding nodal values
using a second-order upwind discretization scheme so as to minimize false diffusion effects in

the control-volume based approach employed by the CFD model. Facial values are determined

via a Taylor series expansion about the upwind cell centroid shown in equation 5.81.
p,=p+Vo-r (5.81)
Both nodal values and the gradients of the scalar (¢) are evaluated at the centroid of the upwind

control volume and 7 represents the vector between the upwind cell and face centroids.
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Gradients are approximated from surrounding nodal values through a Green-Gauss node based
evaluation. Convergence is monitored by means of residual values representing a scaled
imbalance between the left and right sides of the discretized transport equation. Additional
monitors are placed on maximum tube temperatures, average tube temperatures at the horizontal
center plane of the receiver, CO and CO, molar flow at the tube outlets, and radiative energy
absorbed by each tube. Convergence is judged by both the relative drop in scaled residuals from
their initial values and the relative change in each surface and volume monitor between
iterations. Converged solutions are typically obtained after residuals associated with momentum
and continuity equations dropped three to four orders of magnitude whereas scaled residuals
associated with energy and finite volume equations attained values on the order of 10°-107 in

converged solutions.

5.7 Results and Discussion

5.7.1 Physical properties and model input parameters

Tables 5.5 — 5.9 provide the numerical constants or approximate polynomial temperature
dependence of fluid properties, carbon particle properties, and solid properties. Polynomials are
fit to Chapman-Enskog or modified Eucken models for fluid properties and literature data for
solid properties [46-48, 70] over limited temperature ranges for ease of input into the CFD
model. Silicon carbide properties are those reported for Hexoloy™ SA SiC. All polynomials are
limited such that realistic values are ensured over the entire temperature range attained during
simulations. Carbon particle properties are reported by the supplier (Chevron Phillips Chemical
Company, Shawinigan Black®) and absorption or scattering parameters are polynomial fits to

the spectrally averaged values weighted by blackbody intensity illustrated in Figure 5.13.
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Surface optical properties utilized in both Monte Carlo and finite volume radiation models are
detailed in Table 5.3. Parameters describing the carbon-steam gasification and water-gas shift
reactions are taken from the literature [64, 66] and the equation describing the temperature
dependent water-gas shift equilibrium constant is fit to data generated by FactSage

thermodynamic software [53].

Table 5.5: Simulation input parameters: constants

R 8.314 J/mol/K
sigma 5.6704x10™® W/m*/K*

kg 1.38065x10% kg m*/s*/K
MW¢ 12.011 g/mol
MWeo 28.01 g/mol
MWy, 2.02 g/mol
MWuzo 18.02 g/mol
MWcos 44.01 g/mol
MW,, 39.948 g/mol

d, 3.42x10" m

Table 5.6: Simulation input parameters: solid properties

psic 3100 kg/m’
Pinconel 8470 kg/m’
P 2702 kg/m’
Pguare 2648 kg/m’
pcu 8920 kg/m’
guart: 0.327 cm™
Nguartz 1.54
koo | 1857-0314T+ 3.05x107*T% - 1.41x107T° +2.60x10™'T* W/m/K 300 K < T<1600 K
i 59.4 W/m/K T> 1600 K
Kinconel 10.89 + 0.0123T +2.98x10°T> W/m/K 300 K <7< 1500 K
ku 235.4+0.0358T - 7.13x10°T> W/m/K 300 K < T<900 K
Kquartz 0.260 + 5.49x10°T - 7.72x10°T* + 4.80x 10°°T* W/m/K 300K <T<1200K
ke 421.2-0.0651T W/m/K 300K <T<1350 K
Cpsic 251.142.03T - 1.72x107°T* + 7.31x107T? - 1.19x107"°T* J/kg/K 300 K < 7<2200 K
CPnconel 385.7+ 0.202T + 7.40x10°T* J/kg/K 300 K <7< 1500 K
Cpa 736.1 +0.463T J/kg/K 300 K < T<900 K
CPguare: -99.33+ 4.18T -5.40x10°T + 2.80x10°T*  J/kg/K 300K <T<847K
Cpc, 307.14 0.363T - 4.16x107°*T? + 1.95x107T* J/kg/K 300K <T<1350K




Table 5.7: Simulation input parameters: carbon particle properties
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Qabs
Q.vca

42 nm
1750 kg/m’
75 m*/g

12.89-0.0346T + 4.06x10°T? - 2.12x10°T> + 4.05x 107> T* W/m/K

46152+ 5.81T - 5.34x10°T* + 2.33x10°T* - 3.90x10"°T* J/kg/K
2043 J/kg/K

(dp/dpo)(-9.16x107 +5.11x107 T,y - 4.37x107 Trag)
(d,"/d0*)(9.38x107° - 3.06x 10T g + 2.53x 107 ' Tpo”)

300K <T<2000 K

300K <T<2000K
7>2000K

300K <T,,,<2200K
300K <T,,,<2200K

Table 5.8: Simulation input parameters: fluid properties (300 K < 7'< 2200 K)

Uco 6.81x10°+4.00x10™T - 5.47x10"*T* kg/m/s

Wiz 4.25x10°+ 1.75x10°°T - 2.08x10"°T*  kg/m/s

20 -4.13x10°+ 4.580x 10T - 4.30x10°T* kg/m/s

Ucos 6.46x10°+ 3.53x10°*T - 4.12x10"*T? kg/m/s

Lar 9.76x10°+ 4.96x10°*T - 5.31x10"*T* kg/m/s

v 7.74x10°+ 3.70x10°°T - 2.94x10"T? kg/m/s

kco 8.31x10° + 6.47x10°T - 3.74x10°T*> W/m/K

ks 8.34x107+ 3.62x10™*T - 1.59x10°T* W/m/K

ko -1.15x107 + 1.08x107*T + 1.09x10™*T> W/m/K

kcoz 1.64x107 + 6.45x10°T - 3.05x10°T> W/m/K

Ky 7.46x10° +3.19x10°T - 4.35x10°T> W/m/K

K 4ir -2.00x10” + 1.12x107*T — 6.32x10°T* + 2.13x10™"'T° W/m/K
Cpco 977.1+ 0.234T - 6.49x10°T* + 2.01x10°*T*  J/kg/K
Cpus 14749 - 3.51T - 7.76x10°T> - 5.08x10°T* + 1.22 x10°T* J/kg/K
Cprzo 1752+ 0.251T +3.94x107*T* + 1.22x107T*  J/kg/K
Cpco, 1502+ 3.55T -4.97x10°T? + 3.25x10°T° - 7.81x107°T* J/kg/K
Cpar 520.64 J/kg/K

Cpair 1009.1+ 0.0251T + 8.03x10°T* J/kg/K

Dco -1.84x107° + 9.29x10°°T + 8.240x10™"'T> m?%/s

Dus -8.11x10°+ 3.98x107T + 3.12x10"°T* m%/s
Do -1.79x107 + 9.44x 10T + 1.31x10"°T* m?/s
Dcos -1.31x10°+ 6.71x10°°T + 6.34x10"'T> m%/s

Dy, -1.80x107° + 8.95x10°°T + 7.79x10™"'T* m%/s
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Table 5.9: Simulation input parameters: reaction parameters

0.467 mol/s/m*/Pa

ko,gasif

Eagus 186.6 kJ/mol

kowas, 1 2.78 m*/mol/s

Eayesy 12.56 kJ/mol
Keg 0.02086exp(4372.1/T)
n 1

Hco ~110.525 kJ/mol
Héf:HZ 0 kJ/mol

H’ im0 -241.818 kJ/mol

Héf,’COZ -393.509 kJ/mol
H?f;C 0 kJ/mol
Sco 197.66 J/mol/K
S 130.68 J/mol/K
S0 188.84 J/mol/K
8oz 213.79 J/mol/K
5% 5.6 J/mol/K

5.7.2 Simulation results

Temperature and velocity profiles are illustrated in Figure 5.18 for both a vertical and

horizontal cross-section of the receiver geometry with silicon carbide tubes and the conditions

enumerated in Table 5.10.

Table 5.10: Simulation input parameters: operating and inlet conditions

T()r Text 300 K
mcp 0.5 g/min per tube
Frz00 1.865 SLPM per tube
Fu0 1 SLPM per tube
Wco 0.1321
Wco,0 0
W20 0
WH20,0 0.3965
Wco2,0 0
Waro 04713
Solar 6 kW
Power
Attenufztor 50%
opening
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1.81e+03 7.4%e-01
1. 7de+03 6.10e-01
1.66e+03 4.72e-01
1.59:+03 3.34e-01
1.512+03 1.95e-01
1.43e+03 363e-02
1.36e+03 -8.15e-02
1.28e+03 -2.20e-01
| 1.21e+03 | | -3.58e-01
1.13e+03 -4.97e-01
1.06e+03 -6.35¢-01
9.81e+02 -7.73e-01
9.05e+02 -9.12¢-01
§.29e+02 -1.05e+00
7 S4e+02 -1.19e+00
6.78e+02 -1.33e+00
6.02e+02 -1 4?31-00
5278+02 -1.60e+00
4 51e+02 -1.74e+00
3.75e+02 -1.88e+00
-2.02e+00

3.00e+02

(b)

Figure 5.18: Profiles of (a) temperature (K) and (b) vertical velocity (m/s)
in vertical and horizontal receiver cross-sections

Temperature distributions are clearly non-uniform with the highest temperatures localized within
a small region on the front of the center tube producing undesirably large temperature gradients
both around the circumference of each tube and along the vertical dimension. These gradients
are particularly large at the front of the center tube where the temperature varies by 450 K over a
mere 5 cm length. The center tube attains temperatures nearly 450 K higher than the front tubes
and 250 K higher than the back tubes under these conditions. External cavity walls are cooled to
preserve surface reflectivity and the resulting temperature gradient between the heated tube and

cooled cavity surfaces induces a recirculation pattern via natural convective flow. The heated
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gases move upward along the heated tubes and downward along the cooled cavity walls as
evidenced in Figure 5.18b. Though all tubes have identical inlet flow rates and compositions, the
highest fluid velocities are attained in the center tube due to a comparatively larger contribution
from thermal gas expansion and generation of gaseous species by reaction.

As a result of the unidirectional nature of the solar heat source, sizeable temperature
gradients develop around the surface of each tube and are largest for tubes positioned closest to
the focal point. Figure 5.19 displays temperature profiles around the circumference of each of
three tubes at a vertical position aligned with the window centroid with angle B measured
counterclockwise around the tube surface from the direction facing the window. Figures 5.5 and
5.8 reveal that a preponderance of the solar energy is absorbed prior to reflection by the cavity
wall, thereby producing nearly complete shielding of the back of the tube array from the solar
radiation source. Correspondingly, tube front and back surface temperatures differ by as much
as 340 K, 130 K, and 240 K for the center, front east, and back east tubes, respectively, and the

large gradients imposed over the 2.54 cm tube diameter highlight potential material concerns.
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Figure 5.19: Temperature profiles around the tube circumference at
a vertical position aligned with the aperture centroid
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Radial profiles of temperature and velocity in the vertical () dimension are illustrated in

Figure 5.20 as a function of the dimensionless vertical y-coordinate with y/L = 0 defined at the

tube inlet.
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Figure 5.20: Radial profiles within the center tube of (a) velocity in the
vertical (y) dimension and (b) fluid temperature

Profiles in the top half of the tube are shown in solid lines whereas those in the bottom half of the
tube are depicted by grey dashed lines. Thermal gas expansion produces a nearly five-fold

increase in the centerline gas velocity between the inlet and the hot zone. Yet despite the laminar
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flow pattern and high gas velocity, temperature at the tube centerline reaches values nearly
equivalent to surrounding wall temperatures within the hot zone owing to radiative exchange
between carbon particles and tube walls. Figure 5.21 displays the fluid temperature at the
centerline of the center tube as a function of dimensionless vertical position alongside

corresponding front and back surface temperatures.
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Figure 5.21: Center tube wall and centerline fluid temperatures predicted
with and without absorption of radiative energy

The fluid/particle mixture absorbs radiative energy emitted by the hot front wall and re-emits a
portion of this energy toward the comparatively cooler back wall. As such the centerline
fluid/particle temperature tracks closely with wall temperatures and attains a value intermediate
to the highest and lowest temperatures of surrounding surfaces in the hot zone. Outside of the
heated length, the centerline temperature drops rapidly due to radiative exchange between the
heated fluid/particle mixture and the comparatively cooler tube walls. The dashed line in Figure
5.21 results from an analogous simulation in which the absorption coefficient is artificially set to
zero and represents the centerline temperature predicted by purely convective and conductive

heat transfer in the absence of radiative exchange. Heat transfer by convection and conduction is
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ineffective compared to radiative exchange and produces a substantially reduced maximum
temperature which occurs near the bottom of the tube.

Carbon, CO, and CO, mass fractions in a vertical slice of the center tube are displayed in
Figure 5.22. The steam gasification reaction occurs preferentially near the front wall in regions
of high temperature whereas carbon dioxide production by the water gas shift reaction is favored

by equilibrium at comparatively lower temperatures which occur near the bottom of the tube.
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Figure 5.22: Mass fraction of C, CO and CO; in a
vertical slice of the center tube

Thermophoresis produces net movement of particles away from heated walls in the top
region of the tube, toward the relatively cooler back wall in the hot zone, and finally toward the
cooled walls in the lower region of the tube. The net effects of thermophoretic diffusion are
apparent in radial profiles of carbon mass fraction in the center tube illustrated in Figure 5.23.
The combination of thermophoretic and convective transport produce slight local maxima in

carbon mass fraction near the tube walls. Fluid velocity remains comparatively low in the region
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of these maxima allowing for local spatial accumulation of carbon particles which entered the
tube near the solid wall. In the center of the tube diminished thermal gradients and

comparatively larger convective flow negate the effects of thermophoretic diffusion.
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Figure 5.23: Radial profiles of carbon mass fraction in the center tube

Simulations excluding thermophoretic diffusion permit more carbon to remain immediately next
to tube walls where both temperature and residence time are larger than the corresponding values
in the tube interior. The resulting carbon conversion exceeds that shown here by approximately
4%. Combined carbon, CO, and CO, mass flow as a function of vertical position indicate that
carbon deposition on tube walls only occurs within the lower cooling zone below the cavity and,
for the conditions in Table 5.10, deposition removes roughly 5% of the carbon particles
introduced at the tube inlet.

The cumulative residence time distribution (RTD) for the center tube is shown in Figure
5.24 along with distributions for an ideal isothermal laminar flow reactor (LFR) with either an
identical minimum (#,;, = 0.4 s) or average residence time (r = 1.7 s). The actual minimum

residence time is less than half that for an ideal isothermal LFR with the same average residence
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time because of gas expansion and the corresponding augmented velocity at the tube centerline.
The RTD depicted in Figure 5.24 is assessed for the entire tube length including cooled regions.
However, more than 80% of carbon conversion occurs within less than 15% of the tube length in

a region where fluid velocity is maximized signifying that residence time in the heated length is a

mere fraction of the total residence time.
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Figure 5.24: Cumulative residence time distribution for the center tube

Overall carbon conversion to CO and CO; in the center tube is depicted in Figure 5.25 as a
function of dimensionless vertical position. Carbon conversion is evaluated from local CO and
CO; mass fractions and fluid properties via equation 5.82 where p is the mixture density, v, is the
y-velocity and the integrals are carried out numerically over the tube cross section at a specified

vertical position. The denominator represents the molar flow rate of carbon at the tube inlet.
J'I WCO COz pl) ,dA
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Carbon conversion occurs predominantly within the length of tube situated directly in front of

the receiver window. Vertical and radial profiles for the back and front tubes are entirely

analogous to those shown in Figures 5.20-5.25 for the center tube, with the exception of lower

overall temperatures and reaction conversion.

Table 5.11 lists the maximum surface temperature, mass-weighted average fluid

temperature in the horizontal plane aligned with the aperture centroid, total reaction conversion,

absorbed solar energy, and net absorbed radiative energy for the operating conditions in Table

5.10.

Table 5.11: Comparison of temperature, reaction conversion and absorbed
energy between tubes for a 6 kW solar power input

Tube Tpae  Fluid Tog(K) - Qubssotar  Qabsner Reaction
(K) aty=20 (W) (W) conversion
Center 1813 1581 1950 832 40.4%
Front East | 1343 1257 465 660 2.5%
Back East 1526 1363 981 705 9.2%
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The center tube absorbs 33% of the total solar energy; nearly twice that absorbed by the back
tube and more than four times that absorbed by the front tube. Radiation exchange between
tubes results in net transfer of energy from the hotter center and back tubes to the comparatively
cooler front tubes leading to more uniform temperature distributions than would be expected
from the solar component alone. Temperature variability between tubes results in highly non-
uniform reaction conversion with values ranging from 2.5 - 40%. Low reaction conversion
severely limits receiver efficiency as net absorption by the outer tubes accounts for 45% of the
solar input, but each outer tube fails to achieve temperatures high enough to carry out the
gasification reaction to a significant extent.

Solar-to-chemical receiver efficiency is defined in equation 5.83 as the fraction of the
incident solar power used to carry out the endothermic chemical reaction including sensible
enthalpy requirements for the reactive components. Sensible enthalpy requirements for inert
components or unconverted reactants are neglected.

tubes Tivg.i

Z Xc,iﬂco,iAHr (Tavg,i )+ XC,i’;lCo,i J.(ép,C + Cp,steam )jT

T.
n = (5.83)
Q solar

Xc, 1s the total carbon conversion in tube i, and 7, ; is the inlet molar flow rate of carbon to tube

i. Tavgi1s defined as the mass averaged fluid temperature in tube 7 at the horizontal plane aligned
with the aperture centroid, and is computed via equation 5.84.

[

wei = W (5.84)

The receiver efficiency is a mere 1.5% for the conditions listed in Table 5.10. The efficiency
based purely on chemical enthalpy is 1% indicating that 33% of the energy consumption comes

from sensible enthalpy requirements for reactive components. The maximum achievable
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efficiency based on complete conversion of the carbon feed is only 11.2% for these conditions.
While the limiting value may be increased via larger carbon feed rate, the concomitant increase
in steam flow necessary to maintain at least a stoichiometric steam to carbon ratio leads to
diminished residence time and conversion. Simulations carried out with an augmented carbon
feed rate of 2 g/min per tube and the requisite stoichiometric steam feed rate produce a solar-to-
chemical efficiency of 3.7% with a projected 44.5% efficiency at complete carbon conversion.
However, overall carbon conversion is 30-40% lower than the values in Table 5.11 because of a
correspondingly shorter residence time. In each case the efficiency limitation imposed by the
carbon feed rate is more restrictive than the idealized absorption efficiency described in Chapter
2.

The distribution of radiative and convective/conductive heat losses is provided in Table
5.12 as a function of solar power input corresponding to attenuator openings of 10%, 25%, 35%,

and 50% with assumed direct normal insolation of 1 kW/m?>.

Table 5.12: Heat loss distributions as a function of incident solar power

Solar Solar radiation Emitted radiation Convection /
power Conduction
(kW) Reflection  Absorption | Transmission Absorption
1.2 13.6% 6.3% 3.3% 7.5% 69.3%
3.1 12.9% 6.8% 6.0% 11.7% 62.5%
44 12.7% 7.3% 7.3% 14.0% 58.8%
6.1 12.3% 7.5% 8.5% 16.3% 55.4%

Solar reflection losses include energy reflected at the exterior window surface as well as that
which penetrates through the window surface, but is lost by transmission after any number of

reflections within the cavity or window interior. Solar absorption losses account for solar energy
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absorbed by all actively cooled surfaces. The fraction of solar energy lost by either reflection or
absorption is only a weak function of solar input with slight discrepancies attributable to flux
profile variability with respect to attenuator opening. Energy emitted by heated structures can be
lost by either transmission through the transparent window or absorption by actively cooled
surfaces. Increases in emission losses with incident solar power stem from corresponding
increases in tube surface temperatures. Convection and conduction losses are, for all conditions,

more substantial than radiative losses and are subdivided in Table 5.13.

Table 5.13: Convective and conductive heat losses as a function of solar power input

Solar power  cavity cavity top cavity bottom .
(kW) walls + tube tops  + tube bottoms window
1.2 0.5% 38.3% 30.7% 0.3%
3.1 2.3% 33.1% 27.0% 0.7%
4.4 2.0% 30.9% 25.7% 0.8%
6.1 1.4% 29.0% 24.7% 0.8%

Convective and conductive losses occur predominantly at the top and bottom of the receiver
cavity and can be primarily attributed to conduction of absorbed energy along the length of the
tubes to the upper and lower cooling zones. Convective losses are marginally higher at the top of
the cavity than the bottom due to the influence of natural convection within the cavity fluid.
Heated fluid rises along tube surfaces and transfers energy to the top cooling zone rather than the
cylindrical cavity walls. Though net convective and conductive losses decrease with solar
power, the relative distribution among regions in Table 5.13 remains stable with 52-54% of
convective and conductive losses resulting from the cavity top and tube tops and 43-44%

resulting from cavity bottom and tube bottoms.
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5.7.3 Evaluation of east/west symmetry assumption

The total radiative energy is broken into two components: shorter-wavelength solar
energy introduced through the aperture, and longer-wavelength (IR) energy emitted by heated
surfaces. The solar component is treated via the Monte Carlo model within the entirety of the
receiver whereas the emitted component is treated with a coupled finite volume and CFD model,
both of which are solved exclusively in the hotter east half of the receiver with assumed
east/west symmetry. In actuality temperatures on the west side fail to match those on the east
due to a slightly asymmetric solar flux profile and the coupled finite volume/CFD simulation is
repeated for the cooler west side to quantify error incurred by the symmetry assumption.
Resultant maximum temperatures obtained from the west side simulation are 1741 K, 1273 K,
and 1460 K for the center, front west, and back west tubes respectively compared to
corresponding values of 1813 K, 1343 K, and 1526 K obtained for the east side. Table 5.14
presents the solar and emitted (IR) energy absorbed by each surface alongside the average
absorbed IR energy between individual east and west simulations for the operating conditions in

Table 5.10.

Table 5.14: Solar and emitted (IR) energy absorbed in individual east and west side simulations

Oubs, solar, east  Qabs, solar, west Oubs, IR, east Oubs, 1R, west  Qabs, IR average
(kW) (kW) kW) (kW) (kW)
Center tube 1.95 1.89 1.74 1.52 1.63
Front tube 0.47 0.40 1.52 1.33 1.43
Back tube 0.98 0.90 1.51 1.33 1.42

Realistically the longer-wavelength IR energy absorbed in the east half of the receiver originates
from emission on both east and west sides implying that the actual quantity absorbed on the east

side lies somewhere between the extremes in Table 5.14. Given the proximity and
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correspondingly larger view factors between tubes on the same side of the receiver than between
those on opposing sides, the actual quantity of IR energy absorbed on the east side should be
more heavily weighted by the value from the east simulation than that from the west. Thus a
worst-case scenario estimate of the error present in the total absorbed energy can be generated
using an unweighted average of absorbed IR energy from the two individual simulations. This
unweighted average is approximately 6% lower than the absorbed IR energy calculated from the
east side simulation alone and absorbed IR energy represents only 47%, 77%, and 61% of the
total absorbed energy for the center, front, and back tubes respectively. Therefore the maximum
6% error in absorbed IR energy translates into at most 3-5% error in the total absorbed energy, or

less than 0.1 kW per tube.

5.7.4 Angular and spatial mesh verification

Computational fluid dynamics model solutions are obtained on various angular and
spatial grids in order to ensure an adequate number of mesh elements and to verify solution
independence from mesh element size and angular discretization. Grid independence is
evaluated individually for the regions interior and exterior to the absorber tubes. To assess grid
independence in the cavity space, solutions are obtained with a total number of spatial mesh
elements equal to 191,958, 295,864, 385,632, and 555,642. These spatial grids have,
respectively, 87,780, 130,410, 226,710, and 366,900 elements in the cavity fluid. Angular
discretization is described by (Ny x Ng) = (5x5), (7x7), (9x9), and (11x11) with 8Ny Ny equations
associated with the finite volume radiation model solved within each spatial mesh element. All
spatial grids are generated with a comparatively higher element density in a boundary layer
surrounding each solid surface. Profiles of temperature and incident emitted (IR) radiative

energy flux are compared around the circumference of each tube for eight vertical positions
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spanning the tube length. All simulations are carried out with purely inert gas flow and a solar
input of 8.5 kW. This corresponds to an attenuator opening of 100% and is selected such that
mesh independence is evaluated under conditions of maximum temperature and emitted radiative
energy. Table 5.15 provides the maximum error at any point along each tube surface calculated
relative to solutions on a spatial grid with 555,642 elements and (Ny x Ng) = (9x9). Table 5.16
identifies the maximum error relative to an angular grid described by (Ny x Ng) = (11x11) with a

spatial grid of 295,864 mesh elements.

Table 5.15: Maximum errors relative to solutions on a spatial grid of
555,642 elements with (Ngx Ng) = (9x9)

Mesh Temperature Incident radiation
elements P (excluding solar)

191,958 | 35K (3%) 36 kW/m* (22%)
295,864 | 28K (2%) 34 kW/m* (20%)
385,632 7K (1%) 12 kW/m?* (5%)

Table 5.16: Maximum errors relative to solutions on an angular grid of
(Nyx Ng) = (11x11) with 295,864 spatial mesh elements

Ny = Temperature Incident radiation
Ng P (excluding solar)

5 43K (04%) 7.3 kW/m* (9%)
7 27K (02%) 3.0 kW/m* (3%)
9 1.6 K (0.1%) 1.1 kW/m* (2%)

Maximum error and maximum fractional error may occur at distinct locations, but both
frequently arise at the back of the center tube in the horizontal plane aligned with the aperture
centroid. The solution is more sensitive to the spatial than the angular grid at these element sizes
and, based on the results in Tables 5.15 and 5.16, an optimal mesh of 385,632 elements with
(No x Ng) = (7x7) is selected. Maximum error in incident emitted (IR) radiative flux may be as

high as 5% yet, as the IR energy represents only a fraction of the total absorbed energy, tube
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surface temperature errors are under 10 K or less than 1% of the predicted temperature. These
results reveal that additional refinements in the spatial or angular grids, and the associated
increase in computational requirements, are unnecessary.

Interior tube spatial grids are evaluated for reacting flows under realistic conditions.
Operating conditions are modified to 2 SLPM argon and 0.5 g/min carbon per tube, with 4.2 kW
solar power and an initial molar steam to carbon ratio of 1.5. Two initial spatial grids are
generated independently with 17,934 and 108,486 mesh elements contained within half of the
center tube and are characterized by comparatively higher element density in a boundary layer
surrounding tube walls. The mesh comprised of 17,934 elements is then refined in regions
characterized by rapid gasification reaction rate or large gradients in carbon mass fraction in
order to generate additional spatial grids consisting of 35,224 and 35,280 elements respectively.
Solution profiles are evaluated within the tube fluid along the vertical coordinate at each of five
locations evenly spaced between the front and back of the tube.

Table 5.17 lists the maximum error in the hot zone temperature, velocity in the vertical
direction, density, overall carbon conversion, and mass fraction of C, CO, H,, and CO; relative
to the solution on a spatial grid with 108,486 elements with (Ny x No) = (5x5). These errors are
also recast as the percentage of the maximum value attained in the tube. Solutions obtained on
the spatial mesh of 17,934 elements exhibit considerable error near the front of the tube in the
hot zone where gasification occurs rapidly. Thus, not surprisingly, the spatial grid created
through addition of elements in regions of rapid gasification rate produces the best solution
compared to the spatial grid of 108,486 elements. Component species mass fraction errors with

this spatial grid are at most 2% and typically fall below 1%.



Table 5.17: Maximum errors relative to solutions on a center tube
spatial grid of 108,486 mesh elements with (Vg x Ng) = (5x5)
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Mesh elements
17,934 35,280 35,224
T (K) 15 (1%) 13 (1%) 12 (1%)
v, (m/s) 0.04 (2%) 0.04 (2%) 0.04 (2%)
p (kg/m) 0.05 (3%) 0.05 (3%) 0.05 (3%)
we 0.006 (5%) 0.004 (4%) 0.002 (2%)
Weo 0.003 (4%) 0.002 (2.4%)  7x10™ (0.8%)
Wiz 2x10™ (3%) 1x10* (1.4%)  2x107 (0.3%)
Weoz 0.001 (2%) 5x10% (1.1%)  4x10™ (0.9%)
Total conversion 0.011 (3%) 0.006 (2%) 0.002 (0.5%)

Table 5.18 provides errors in temperature and total conversion along with carbon, CO,
and H; mass fractions for a simulation with (Ny x Ng) = (5x5) relative to (Nyp x Ng) = (9x9) on a
spatial grid with 17,934 mesh elements in half of the center tube. Decreasing the number of
solid angles in the finite volume model produces errors well under 1% of the maximal values
indicating that solutions are considerably more sensitive to the spatial than the angular grid.
Results in Tables 5.16 and 5.18 imply that an angular grid defined by (Ny x Ng) = (7x7) is
sufficient for both the non-participating medium in the cavity space and the strongly absorbing,

emitting, scattering medium present in the tubes.

Table 5.18: Maximum errors in a simulation with (Ny x Ng) = (5x5) relative
to (Nyg x Ng) = (9x9) with a center tube spatial grid of 17,934 elements

Error
T (K) 0.5 (0.03%)
we 1x10™ (0.09%)
weo 8x107 (0.1%)
Wi 7x10° (0.1%)
Total conversion 4x10™ (0.1%)
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5.7.5 Comparison with perfectly mixed ideal plug flow solution

Flow through the tubes in the three-dimensional steady state computational fluid
dynamics model is characterized by laminar flow patterns and imperfect mixing. For
comparison, a simplified perfectly mixed plug flow solution is evaluated with an average heat
flux at the tube wall identical to that determined from the CFD model. Neglecting radial and
azimuthal variations, axial dispersion, thermophoretic diffusion, and the normal component of
the viscous stress tensor (7,,) the continuity, momentum, and species equations can be simplified

to equations 5.85 — 5.87 where & is the stoichiometric coefficient for reactant species i.

d
—lpv, )=0 5.85
dv dp
L= 5.86,
PV, & & oL, (5.86)
pUy ﬂ = é:iMiRrxn (587)
dy

The volumetric molar reaction rate is given by equation 5.88 where k; is the intrinsic surface
reaction rate constant and the quantity in brackets represents the mole fraction of steam in the gas

mixture.

» W0 /MWHZO
S M

gas

R, =nk A pw, (5.88)

Profiles of the energy flux at the interior tube wall as a function of position are extracted
from the CFD simulations and averaged over horizontal planes to yield an average heat flux as a
function of vertical position. These profiles are inserted into the plug flow energy equation as a
volumetric source function so as to eliminate the necessity of direct solution for the divergence

of the radiative flux vector. This assumption implies that the energy flux leaving the interior
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tube wall at a given vertical position is absorbed directly into the fluid within the same horizontal
plane. In reality, the hemispherical distribution of energy emitted at a given plane will be
absorbed into the fluid in locations both above and below the plane containing the emitting
element. Thus while the total quantity of energy transferred into a given tube is forced to match
the corresponding value obtained from the CFD model, the distribution of this energy is vastly
simplified. Neglecting radial variations, axial conduction, kinetic energy terms, and viscous
dissipation the energy equation is written in equation 5.89 where g;”(y) is the average energy

flux entering the tube at a given vertical position.

2q,
pUyZWiCpi 6;_; — q/‘ (y)

~R,,AH(T) (5.89)

t
To close the system of ordinary differential equations the volume weighted average mixture

density in equation 5.37 is recast in equation 5.90.

Py p
~ = 5.90
PRI w,  RTY w, /MW, (5:90)

gas
The resulting initial value problem is solved numerically via a simple Euler method with step
size equal to 0.15% of the tube length and specified inlet temperature, mass fractions, and total
mass flux. Figure 5.26 displays the plug flow temperature as a function of scaled vertical
position alongside the centerline fluid and front or back interior wall temperature from the CFD
simulation. The plug flow solution contains a sharp peak temperature, likely a direct result of
the assumption that the energy flux leaving the interior tube wall at a given horizontal plane is
absorbed directly into the fluid within the same plane. Fluid temperatures at y/L = 0.5 are
1586 K, 1229 K, and 1344 K with corresponding carbon conversion of 60%, 4.7% and 16% for

the center, front east, and back east tubes respectively, comparable to the values from the CFD
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simulation in Table 5.11. Comparatively higher carbon conversion results from slightly higher
maximum temperature and longer residence time compared to that assessed for the laminar flow
pattern. However, these results signify that the conversion can only be marginally improved
with perfect mixing, particularly in the outer tubes, and thus radial temperature variations within
the tube fluid are not solely to blame for low conversion. This behavior is not unexpected as the
presence of strongly absorbing carbon particles results in substantially greater uniformity in
interior fluid temperature than would be expected from convective and conductive heat transfer

alone.
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Figure 5.26: Center tube temperature profiles obtained via a three-dimensional
CFD model and a simplified plug flow solution

5.7.6 Comparison with water-gas shift equilibrium compositions

The contributions of both forward and reverse water-gas shift reactions are frequently
included in fixed, moving, or fluidized bed gasifier models above 1000°C through the
assumption of water-gas shift equilibrium at local fluid conditions [71-73]. However, the short
residence time considered in this study has the potential to invalidate this assumption. Figure

5.27 illustrates the mole fraction of carbon monoxide in the gas phase at the centerline of the
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center tube as a function of scaled vertical position calculated from the CFD model described
above using the water gas shift kinetic parameters from Biba et al.[66]. Operating conditions are
modified from those in Table 5.10 to 2 SLPM argon and 0.5 g/min carbon per tube, with 4.2 kW
solar power and an initial molar steam to carbon ratio of 1.5. Figure 5.27 also depicts the
corresponding CO mole fraction predicted via the assumption of water-gas shift equilibrium as
well as that predicted with a kinetic rate 100 times faster than the actual rate. The equilibrium
assumption is clearly violated for this system as the residence time is too short to permit

approach to the equilibrium composition.
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Figure 5.27: Comparison of CO mole fraction predicted with either water
gas shift reaction kinetic rates or equilibrium assumption

5.8 Sensitivity Analysis

Variability in model results arising from uncertainty in input parameters and material
properties is assessed in Table 5.19 for simulations with 1.2 g/min carbon per tube,
stoichiometric steam, and a total solar power input of 7 kW. Maximum temperature and carbon

conversion (X) within the center and front east tubes are evaluated along with overall receiver
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efficiency (1). Alteration of individual input parameters by +15% produces at most a 60 K
increase in temperature, a 0.06 increase in the fractional carbon conversion, and a 0.015 increase
in the fractional receiver efficiency. Thus while the simulation cannot be deemed entirely
insensitive to input parameters, reasonable modifications of these parameters fail to substantially

improve predicted receiver performance.

Table 5.19: Sensitivity of simulation results to 15% variability in physical and optical properties

Tmax,,center Tmax,,FE Xcenter XFE 7/
Base results 1874 K 1413 K 0.404 0.047 0.036
Change (% Change)
Property Change Tmax,,center Tmax,,FE Xcem‘er XFE ;7
22 27 -0.022 -0.011 -0.0039
. 0

ksic T 15% (1%) (2%) (6%) (24%) (17%)

T 15% 20 58 0.055 0.051 0.014

Peav ? (1%) (4%) (14%) (108%) (58%)
o _15% 26 -16 -0.017 -0.0054 -0.0029
asic, &sic 0 (1%) (1%) (4%) (11%) (12%)
1 1 0.005 0.001 0.0006

o

Qans +15% (0.08%) | (0.08%) (1%) (2%) (2%)

0 T 15% -0.03 0.001 -6x107° -1x107° -2x10°
® | (<0.01%) | (<0.01%) | (0.02%) | (0.03%) | (<0.01%)

T 15% 0.16 0.19 -0.002 -0.0006 -0.0003

Has ® | (0.01%) | (0.01%) | (0.5%) (1%) (1%)

i T 15% 0.02 0.23 0.0013 0.0004 0.0002
gas * | (<0.01%) | (0.02%) | (0.3%) (0.9%) (0.8%)

Model results are markedly more sensitive to variability in physical and optical properties
related to solid materials, particularly cavity wall reflectivity and tube thermal conductivity, than

to variability in fluid properties. An increase in cavity wall reflectivity diminishes losses
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attributed to absorption of both solar and emitted energy thereby enhancing the net energy
absorbed by the tubes. Front tube solutions are impacted comparatively more than center tube
solutions because these tubes rely more heavily on cavity wall reflections to deliver the incident
energy. A 15% increase in cavity wall reflectivity raises the front tube temperature by nearly
60 K and more than doubles carbon conversion attained in the front tube, yet only increases
fractional receiver efficiency by 0.014 because conversion in the outer tubes remains low.
Sensitivity of model results to tube thermal conductivity is not surprising given that nearly 50%
of the incident solar energy is lost within top and bottom cooling zones and largely attributed to
conduction along the length of the tubes. Increasing the tube thermal conductivity by 15%
decreases the maximum tube temperatures by 20-30 K as energy is more readily transported
away from the hot spot located in front of the aperture. The resultant decrease in fractional
carbon conversion is at most 0.01-0.02 per tube leading to minimal change in receiver efficiency.

Variability in tube emissivity affects both absorption and emission and the competing
effects combine to reduce the sensitivity of model results to surface emissivity or absorptivity.
The absorption effect appears to dominate with a 16-26 K decrease in maximum tube
temperature arising from a 15% decrease in surface emissivity. Results are slightly more
sensitive to absorption than scattering efficiency because, as shown in Figure 5.11, the extinction
coefficient for 42 nm acetylene black particles is unmistakably dominated by absorption.
However, this observation is expected to hold true even in strongly scattering media since the
absorption coefficient controls the net quantity of energy absorbed by the medium via the
divergence of the radiative flux vector, whereas the scattering coefficient impacts only the
relative distribution of intensity within the medium. Simulation results are unexpectedly

insensitive to the absorption efficiency, likely on account of a limited range of variability.
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Results are also insensitive to variations in gas viscosity and thermal conductivity as heating of
the fluid/particle mixture is accomplished predominantly by radiative exchange.

Variations in particle diameter, density, and specific surface area as the reaction
progresses may be described via a number of existing reaction models. The shrinking particle
model assumes all reaction occurs on the external particle surface producing no change in
particle density, whereas the progressive conversion model assumes reaction occurs throughout
the interior of a porous particle potentially leading to a decreasing particle density with constant
particle size. Modifications in specific surface area with reaction conversion can be complex
[51] and, for lack of detailed information, the particles in this study are assumed to retain a
constant specific surface area. Table 5.20 shows the variability in CFD model results predicted
for 15-100% changes in particle diameter, density, and specific surface area with operating

conditions identical to those used to generate Table 5.19.

Table 5.20: Sensitivity of simulation results to 15-100% variability in particle properties

Change (% Change)
Tmux,,center Tmax,,FE X X,
Property Change (K) (K) center e 1
d - 50% 8.2 52 0.020 0.0040 0.0022
» ° (0.4%) (0.4%) (5%) (8%) (6%)
_ 50% 8.2 53 0.019 0.0038 0.0021
pe | (04%) | (0.4%) (5%) (8%) (6%)
p +15% -1.2 -0.9 0.021 0.0054 0.0026
s ’ (0.07%) | (0.06%) (5%) (12%) (7%)
~ -3.8 -3.2 0.060 0.017 0.0075
0
4, +30% (0.2%) (0.2%) (15%) (35%) (21%)
n -3.9 -1.4 0.16 0.036 0.018
V)
4, +100% (0.2%) (0.1%) (41%) (77%) (51%)
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As discussed in section 5.5.4, provided the assumptions behind the single fluid mixture
model are not violated, particle diameter only directly impacts particle diffusivity and absorption
or scattering coefficients. In the Rayleigh limit, the absorption coefficient and scattering phase
function become independent of particle size whereas the scattering coefficient is proportional to
the third power of particle diameter. However, Table 5.19 indicates that simulation results are
altogether insensitive to scattering efficiency, so the 87% drop in scattering projected by a 50%
decrease in particle size should yield minimal impact on solutions from the CFD model.
Conversely, a 50% drop in particle diameter produces a nearly four-fold increase in Brownian
diffusion which partially counteracts the effects of themophoretic diffusion producing
comparatively higher particle concentrations in heated regions and thereby leading to slightly
higher carbon conversion. Maximal changes in particle size arise when reaction occurs
exclusively at the external surface, yet even at this extreme more than 87% conversion of the
particle material is required to reduce the particle diameter by a factor of two. Maximal changes
in particle density, on the other hand, arise when reaction takes place entirely within the interior
of the particle. A decrease in particle density leads to diminished fluid/particle mixture density
and a correspondingly reduced fluid flow rate with longer residence time. Yet a 50% drop in
particle density over the entirety of the reaction tube increases fractional reaction conversion and
receiver efficiency by at most 0.02 and 0.003 respectively. The relative insensitivity of
simulation results to both particle diameter and density suggest that the choice of particle
reaction model is not critical for the conditions of interest.

Though local reaction rate is directly proportional to available surface area, a 50%
increase in specific surface area within the entire reaction tube enhances fractional conversion by

at most 0.06, 0.04, and 0.02 for the center, back, and front tubes respectively leading to a
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fractional receiver efficiency higher than the base case by less than 0.01. Receiver efficiency
predicted with double the specific surface area is only marginally higher. If the gasification
reaction occurs exclusively at the external particle surface, the specific surface area increases
weakly over the first 50-60% of particle conversion, with more than 87% conversion required to
double the specific surface area. Realistically, the reaction occurs at both internal and external
particle surfaces leading to a complex and unknown relationship between reaction conversion
and specific surface area. However, the results in Table 5.20 suggest that the predicted receiver
efficiency is not adversely impacted by the assumption of constant specific surface area, though

this analysis may break down at high carbon conversion.

5.9 Experimental Validation

5.9.1 Experimental setup

On-sun experimental testing of the existing receiver is conducted at the High Flux Solar
Furnace (HFSF) at the National Renewable Energy Laboratory (NREL). The HFSF is described
by Lewandowski et al. [25] and consists of a single flat heliostat, a primary concentrator
comprised of an array of mirrored hexagonal facets each with an identical radius of curvature,
and a vertically-opposing two plate attenuator utilized to control the total power incident on the
receiver with a maximum achievable solar input of roughly 9 kW. The secondary concentrator
described by Dahl et al. [26] is placed in front of the receiver aperture. This concentrator
narrows from an octagonal inlet to a rectangular outlet with dimensions matching those of the
aperture and is capable of producing more than 3000 kW/m® peak flux with a fully open
attenuator. A blackbody calorimeter is employed to correlate the power entering the secondary

concentrator with the measured direct normal solar insolation and attenuator opening, thereby
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allowing experiments to be carried out on the basis of consistent power input despite variations
in daily atmospheric conditions.

Five distinct cooling chambers encircle the receiver at the top, bottom, front, back and
window. During on-sun experimental testing the cooling chambers are connected to a closed-
loop chiller flowing a 1:1 water and propylene glycol mixture. Cooling fluid flow rates are
measured at the inlet of each cooling zone. Gas flow rates are adjusted via three mass flow
controllers attached individually to the center tube, surrounding outer tubes, and cavity chamber.
Downstream gas flow rates exiting the receiver are measured with a mass flow meter (Flow
Technologies FTO series) and all gas flow devices are calibrated with a gas flow sensor (Bios
International DryCal DC-2). Pressure relief valves are attached to each gas flow line in order to
prevent overpressurization from thermal expansion.

Cooling fluid temperatures are measured at the inlet and exit of each of five cooling
zones via type K thermocouples. Cavity wall temperature is monitored by means of eight
additional type K thermocouples positioned within 1.6 mm of the reflective surface [5]. Tube
temperatures are quantified with type B or type K thermocouples inserted from the top of the
tube and bent to touch the internal wall within the region of the hottest point. External center
tube surface temperatures are also assessed at the back of the tube in the horizontal plane aligned
with the aperture centroid, and at the front of the tube in the horizontal plane aligned with the
bottom of the aperture via type K thermocouples inserted through sealed ports in the outer cavity
wall. A solar-blind pyrometer (Heitronics KT-19.01) is aimed through an optical port in the
back cavity wall to provide an independent measurement of temperature at the back center tube
wall. Pyrometer ports are sealed with quartz rods to maintain a purged cavity environment.

Tubes are constructed from either silicon carbide (Hexoloy SA SiC) or Inconel 600.
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A brush feeder is utilized to entrain particles in a stream of argon gas and the gas/particle
mixture is introduced to the center tube via a 0.32 cm outer-diameter feed tube ending below the
top cooling chamber in order to minimize particle deposition in the cooled top region of the tube.
Solid feed rates are restricted to 0.3-0.4 mg/s in order to prevent particle clogging in the feed
lines. Water is delivered to the center tube via a syringe pump connected to a 0.16 cm outer-
diameter stainless steel tube ending 5 cm below the top cooling chamber. The fluid/particle
mixture from the center tube flows through a gravity collection vessel and is combined with the
inert effluent from the outer tubes downstream from the receiver. The mixture travels through a
HEPA filter and water cold trap prior to reaching a non-dispersive infrared analyzer (California
Analytical Instruments Model 600) in which the CO and CO, composition of the product stream
is evaluated. A typical gasification experiment was initiated by heating the receiver to the
desired level with purely inert materials. Water flow to the center tube was commenced after
steady state temperatures were attained with inert materials, and sustained for at least 5 min until

effluent compositions equilibrated prior to the introduction of reactant particles.

5.9.2 Experimental validation of total solar power input

Experimental validation is accomplished in three distinct stages. First the total power at
the secondary concentrator exit is measured with a blackbody calorimeter in place of the solar
receiver and compared to the total solar power predicted by the SolTrace model as a function of
attenuator opening. Second, temperature profiles are assessed under inert flow conditions and
compared with results from the combined Monte Carlo, finite volume, and CFD model. Finally,
the extent of carbon gasification is quantified experimentally as a function of solar power input
and compared with corresponding values from the theoretical model using kinetic parameters

available in the literature. Figure 5.28 displays experimentally measured values of total power
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at the secondary concentrator exit plane adjusted to a specified direct normal solar insolation of
1000 W/m®. Actual direct normal insolation varied between 1014-1025 W/m® during
experimentation and the resultant solar power measurements are scaled linearly to adjust to the
specified insolation. Experimental data are compared to predictions from the SolTrace model
detailed in section 5.3.1 for various values of the unknown secondary concentrator reflectivity.
Alteration of the reflectivity adjusts the vertical position of the curve arising from the SolTrace
model with negligible change in shape. Superior quantitative predictions occur with a reasonable

73% secondary concentrator reflectivity.

Power (kW)

+ Experimental data
— SolTrace model (p = 0.73)
- - SolTrace model (p = 0.95)

0 T T T T

0% 20% 40% 60% 80% 100%
Attenuator opening

Figure 5.28: Experimentally measured and theoretically predicted solar
power at the secondary concentrator exit
All experimentally measured receiver temperature profiles are compared with theoretical
predictions on the basis of the experimentally measured solar power incident on the receiver
window. Thus the estimated secondary concentrator reflectivity impacts the theoretically
predicted temperature only through the shape and directionality of the solar flux profile by means
of the attenuator opening necessary to achieve the given solar power input. A 73% secondary
concentrator reflectivity necessitates an attenuator opening only 3% higher than that predicted

with a 95% reflectivity for any power input below 7 kW. Results in section 5.3 suggest that
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variability in the shape and directionality of the flux profile may be neglected over this narrow
range thereby rendering the theoretically predicted temperature profiles essentially insensitive to

the secondary concentrator reflectivity.

5.9.3 Experimental validation for temperature profiles

Temperature profiles are evaluated for both a metallic (Inconel 600) and ceramic (silicon
carbide) tube material under inert conditions with argon flow rates maintained at 1 SLPM in the
center tube and 0.5 SLPM in each of the four surrounding tubes. The nominal solar power input
is defined from existing correlations relating the solar power entering the secondary concentrator
to the direct normal solar insolation and attenuator opening. Attenuator opening is adjusted
automatically during experimentation in response to temporal variations in direct normal
insolation in order to maintain a constant nominal power input. Experiments with silicon carbide
tubes installed in the receiver are conducted over a nominal solar power range of 1.5 — 7 kW
whereas nominal power is restricted to 3 kW for experiments with Inconel tubes so as to
maintain tube temperatures below 1150°C and preclude localized tube melting. The solar power
incident on the external window surface cannot be measured directly during on-sun tests and is
inevitably lower than the nominal power input as a fraction of the energy is lost by absorption at
the secondary concentrator surface or transmission through a small gap separating the secondary
concentrator exit plane from the receiver window.

Two independent estimates of the solar power incident on the receiver window (Q,,ixq) are

generated by equations 5.91 and 5.92 using parameters identified in Figure 5.29.

Orints = Orone = Op = Oeone (1= fr) (5.91)

OQeond + Qremrad
Qwind,Z = Qcond + Qre—rad + Qs,reﬂ,wind + Qs,reﬂ,cav = 1 < e (5 92)
- fs,rz;ﬂ,wind - fs,reﬂ,cav
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Qrom Gap between | Q Q
Secondary concentrator Receiver s,refl,cav
concentrator and window Qs,reﬂ,wind

Qre-rad

Figure 5.29: Specification of solar energy inputs and losses

Solar power at the exit of the secondary concentrator (Q..) is estimated from the average
attenuator opening during experimentation by means of the correlation shown in Figure 5.28 for
a direct normal solar insolation of 1000 W/m? and scaled linearly to adjust to the actual average
direct normal insolation during experimentation. All experimental tests are carried out under
conditions characterized by 880 - 1050 W/m? direct normal solar incidence. The energy lost in
the gap between the secondary concentrator and receiver window (Qg,p) 1s estimated as a fraction
(feap) of the energy exiting the secondary concentrator (Q.nc) and as a function of attenuator
opening. The value of f,, 1s approximated by linear interpolation between SolTrace model
calculations carried out at seven levels of attenuator opening from 10-100% and varies between
0.071 and 0.078.

A second estimate of energy incident on the receiver window surface (Q,ing2) 1S obtained
from the sum of energy lost to the cooling zones (Q.ona), €nergy lost by emission through the
window (Qye.raq), solar energy lost by reflection at the external window surface (Qs,efwing) and
solar energy which penetrates through the external window surface but is lost by transmission
after some number of reflections in the interior (O ecav). Solar reflection losses are derived as
fractions (fs refiwind, fs,reficav) OF the total energy incident on the window and are estimated from
linear interpolation between Monte Carlo model calculations at seven values of attenuator

opening between 10% and 100%. Reflection by the window surface (f; .qwin) and by receiver
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surfaces (f; ref1,cqv) accounts for 4.6-4.8% and 7.7-9.4% of the total energy incident on the receiver
window (Qyinq) respectively.

Energy losses in the cooling zones are computed from equation 5.93 in which m; is the
measured mass flow rate of fluid in cooling zone i, 7;,; and T, are, respectively, the measured
inlet and outlet temperatures for cooling zone i, C, is the heat capacity of the cooling fluid and

the summation is carried out over the five distinct cooling zones.
5 Tout i
Qcond = ZmiJ.Tini deT (593)
i=1 ?

Energy lost by emission through the transparent window is estimated from the measured tube
temperatures and approximate configuration factors between the tubes and window via equation

5.94.

N,

tubes

Orvrat = Eureue D F,- (T =300%)+ F,_, (T, ~300)] (5.94)

i=1
Configuration factors are approximated as those between the internal window surface and a
constant-temperature section of tube with height identical to that of the aperture. Losses
originating from emission either above or below the aperture are disregarded. Configuration
factors are estimated from Monte Carlo calculations including the effects of the specularly
reflective cavity wall as described in Chapter 3. These approximate configuration factors are
computed separately for the front (¥,,) and back (F.,,) halves of the tube and are shown in Table

5.21.

Table 5.21: Approximate tube - window radiation configuration factors
predicted from Monte Carlo calculations

F}lw Fb-w
Center tube 0.128 0.0014
Front tube 0.103 0.0011

Back tube 0.050 0.012
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The “front” half is designated relative to the point on the tube surface at which the distance to the

window centroid is minimized. The constant average temperature for the front section of tube i

(7_}.,1.) is taken to be the experimentally measured maximum temperature while that for the back

section (7_“1”) is defined as the extrapolated temperature at a point midway between the front and

back of the tube. The front/back temperature discrepancy is determined experimentally for the
center tube and extrapolated from results produced by the combined Monte Carlo, finite volume,
and CFD model for the outer tubes. Both front and back tube sections are characterized by a
constant temperature equivalent to the maximum temperature occurring within that section and
thus emission losses are slightly overestimated. However, overestimation of emission losses
arising from the tube height in front of the aperture partially offsets the error introduced by
excluding upper and lower tube sections. Emission losses determined from equation 5.94
account for 3-10% of the solar energy incident on the window surface.

Center tube temperature is measured at both the front and back walls in a horizontal plane
aligned with the aperture centroid, and at the front wall in a horizontal plane aligned with the
bottom of the aperture. Figure 5.30(a) displays center tube temperatures both measured
experimentally and predicted by the theoretical model as a function of solar power incident on
the external window surface. Figure 5.30(b) provides experimental measurements and
theoretical predictions for temperature at the approximate maximum value attained inside the
center, front east, and back east tubes. The experimental points in Figure 5.30 correspond to
nominal solar power inputs of 1.5, 2, 3,4, 5, 6 and 7 kW. Curves from the theoretical model are
generated with the input parameters defined in Tables 5.5 - 5.9 which are either taken from

literature and material manufacturers or calculated directly from theory.
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Figure 5.30: Experimentally measured temperature profiles for SiC tubes compared with the
theoretical model for (a) center tube (b) center and outer tubes
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The high and low power levels designated by horizontal error bars in Figure 5.30 correspond to

the two independent calculations of Q,,,s from equations 5.91 and 5.92. Error estimates for the

experimentally measured temperature are taken from the standard deviation of replicate

measurements at nominal power inputs of 2, 3, 4, and 5 kW. Error estimates for temperature

measured at nominal power inputs of 1.5, 6, and 7 kW are extrapolated assuming a fractional

error identical to that of the closest replicated point.
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The theoretical model produces both qualitatively and quantitatively accurate predictions
of tube temperature at all positions except for the bottom of the window. Comparison between
theoretical and experimental values at this point is hindered by large vertical temperature
gradients combined with uncertainty in thermocouple position. The dashed line in Figure 5.30(a)
provides the temperature predicted by the theoretical model at a point 0.5 cm above the nominal
thermocouple position. Excluding the location at the bottom of the window, the average
discrepancy between the theoretical prediction and experimental measurement is 44 K with the
largest disparities produced at the front east tube. This average discrepancy corresponds to 4%
of the measured temperature and is similar in magnitude to the experimental error. Emission
losses calculated from measured tube temperatures via equation 5.94 account for 3-10% of the
solar energy and increase monotonically with incident solar power. These values agree well with
the theoretically predicted range of 3.3-8.5% listed in Table 5.12. Heat removed in the cooling
zones accounts for 77-83% of the solar energy. This range matches closely with the 79-83% loss
by convection/conduction and absorption predicted from the theoretical model in Table 5.12.

All temperature measurements are contingent on physical contact between the tube wall
and the tip of the thermocouple. This cannot be verified during experimentation and may lead to
systemic temperature measurement error greater than the random error identified in Figure 5.30
based on replication of individual experimental measurements. Appendix E provides
approximate calculations of the discrepancy between the thermocouple and tube wall
temperatures on the basis of a simple macroscopic energy balance including conduction along
the length of the thermocouple to the cooled base, convective heat transfer with the surrounding
fluid phase, and radiative exchange with the heated tube wall. The predicted discrepancy

between thermocouple and tube wall temperatures typically exceeds the random error,
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particularly at low temperature when radiative exchange fails to compensate for a lack of
physical contact between the thermocouple and the tube wall. Figures E.4 and E.5 illustrate the
modified temperature measurement error predictions for the data in Figure 5.30(b). Comparison
of Figure E.4 and Figure 5.30(b) reveals that the systemic error illustrated in Figure E.4 is only
notably greater than the random error in Figure 5.30(b) at low temperature.

Figure 5.31 presents experimentally measured temperatures within each of the four
outlying tubes and illustrates the typical east/west temperature disparity observed during on-sun

testing. Estimated experimental errors are analogous to those in Figure 5.30 and are omitted for

clarity.
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Figure 5.31: Experimentally measured temperature profiles for front east,
front west, back east and back west SiC tubes.
The east/west temperature discrepancy is attributed to asymmetry in the flux profile resulting
from the off-axis design of the HFSF. Individual simulations for east and west sides of the
receiver suggest that the east side temperature exceeds the west by at most 60-70 K with a 6 kW
solar input. Experimentally determined east/west temperature discrepancies range from
20-100 K for 1-4 kW solar power. Adjustments to the secondary concentrator position were

unavoidable over the duration of experimentation and the resultant variability in alignment
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renders comparison between theoretically predicted and experimentally measured asymmetry
challenging. Adjustment of the secondary concentrator prior to measurement at the two highest
power levels appears to skew the solar beam toward the west side of the receiver thereby
reducing the east/west disparity.

Figure 5.32 provides analogous comparisons between theoretical predictions and

experimental measurements for Inconel 600 tubes.

1500
1400
1300 1
1200 1

<1100 |

F 1000 |

900 -
800 1
700 |

600 . \ \

05 1.0 1.5 2.0 25
Power (kW)

(a)

Front (center)

Back (center)

Front (bottom of window)

1500
1400 -
1300 -

o 1200 -

~ 1100 -
1000 -
900 -
800 -

700 \ \ \

0.5 1.0 1.5 2.0 25
Power (kW)
. _ (b)
Figure 5.32: Experimentally measured temperature profiles for Inconel tubes compared
with the theoretical model for (a) center tube (b) center and outer tubes

Center

Back east

+

Front east




198

Experimental error for the measured temperature is provided by the standard deviation for
replicate experiments at each power level. Systemic errors resulting from physical separation
between the thermocouple and tube wall are quantified in Appendix E. Once again the
theoretical model produces both qualitatively and quantitatively accurate predictions of the tube
temperatures. Temperature measurements at the back of the center tube are unrealistically low
because the thermocouple lost contact with the tube wall during experimentation. The average
discrepancy between theory and experiment is 21 K or approximately 2% of the measured values
neglecting the back wall. Figure 5.33 displays measured temperature for all four outer tubes and

again indicates reproducible east/west symmetry attributed to the solar flux profile.
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Figure 5.33: Experimentally measured temperature profiles for
front east, front west, back east and back west Inconel tubes.

Inconel tubes produce higher maximum temperatures than silicon carbide tubes under
identical operating conditions. This observation is substantiated by the theoretical model
predictions and can be attributed to the thermal conductivity of the tube material which varies
between 15-28 W/m/K and 120-60 W/m/K for Inconel 600 and Hexoloy SA SiC, respectively, as

the temperature increases from 300-1100 K. The comparatively higher thermal conductivity of
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silicon carbide allows for more effective heat transfer away from the heated region and toward
the upper and lower cooling zones thereby diminishing peak temperatures in the horizontal
center plane.

Heat losses measured for the top/bottom and front/back cavity wall cooling zones for
both tube materials are shown in Table 5.22 alongside emission losses approximated by equation
5.94 as a fraction of solar energy incident on the window surface. Comparatively higher
temperatures produced by Inconel tubes lead to increased energy loss by emission and absorption
of emitted energy at the front and back cavity wall. Conversely, the comparatively higher
thermal conductivity of silicon carbide results in increased loss by conduction along the tube
length into the top and bottom cooling zones.

Table 5.22: Comparison between experimental heat loss distributions for
silicon carbide and Inconel tubes

Silicon carbide Inconel 600
Top/Bottom cooling zone 39-49% 26-32%
Front/back cooling zone 33-37% 42-47%
Emission 3.3-8.5% 7.6-13%

5.9.4 Experimental validation for carbon gasification
Instantaneous measurement of solid feed rates is impractical during on-sun experimental
testing and, as such, theoretical predictions are compared with measured values on the basis of

average feed rate which varied between 0.26 mg/s and 0.40 mg/s. Total carbon conversion is

determined from equation 5.95 where 7. is the average molar feed rate of carbon, xco and xco;

are, respectively, the measured molar fractions of CO and CO, in the effluent, and V. is the

N

measured standard volumetric flow rate of the effluent.
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The integral in equation 5.95 is carried out at steady state over a period of 47 = 5 min. The
resultant experimentally determined conversion of carbon to CO and CO; in the center tube is

displayed in Figure 5.34 as a function of solar power.
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Figure 5.34: Experimental measurement and theoretical predictions of
carbon conversion to CO and CO, in the center tube

The carbon particles are entrained in 0.75 SLPM of argon with an additional 0.25 SLPM sweep
flow added separately at the tube inlet. The water feed rate is maintained at 108 plL/min, three
times the stoichiometric rate for 0.4 mg/s carbon. Experimental error is assessed assuming
NDIR measurement uncertainty equal to 1% of the full range, or 100 ppm for each CO and CO,.
Standard deviation between replicate experiments at the two highest power levels exceeds, and
therefore replaces, this value. Uncertainty in the solar input is identical to that shown in Figure
5.30.

Curves from the theoretical model are generated with a tube inlet boundary condition
modified from that described in section 5.6 for a more relevant comparison with experimental

conditions. The modified boundary condition is detailed in Table 5.23. All carbon, steam, and
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0.75 SLPM argon are introduced via a laminar flow profile (equation 5.80) with radius
Rinier = 0.32 cm characterizing the inner feed tube. A uniform mass flux of 0.25 SLPM argon is
applied between the inner region and the tube wall. Model predictions of fractional carbon

conversion with carbon dispersed uniformly across the tube inlet exceed those generated with

this modified boundary condition by as much as 0.02.

Table 5.23: Inlet boundary conditions for the carbon gasification model

0 <7 < Ripes Rinter <7 < Rupe
Mass flux profile Laminar flow Uniform

mc, 0.4 mg/s 0

Frz00 0.1343 SLPM 0

Faro 0.75 SLPM 0.25 SLPM
W 0.0315 0

Wi20,0 0.1889 0

W0 0.7796 1

Fifteen sets of kinetic parameters describing gasification of petcoke [11, 13, 58, 64, 74,
75], activated carbon [57, 76], graphite [77, 78], or low ash coal char [79] are taken from the
literature and, in some cases, simplified to a first order model. Theoretical predictions of total
carbon conversion using eight of these sets of kinetic parameters are illustrated in Figure 5.34
and identified by number in Table 5.24. The kinetic parameters in Table 5.24 are listed in the
approximate order of highest to lowest carbon conversion predicted by the computational model
at 5 kW solar power. The kinetic parameters produce a wide range of theoretically predicted
carbon conversion perhaps owing to substantial variability in active surface area between
materials or the influence of heat and mass transfer effects. The parameters given by Trommer
et al. [64] produce line 3 in Figure 5.34 and appear to provide the closest match to experimental

measurements.
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Table 5.24: Literature values for kinetic parameters describing the
steam gasification reaction

Material k"2 Eq .Line in
(g/s/fm”/Pa)  (kJ/mol) | Figure 5.34
graphite[77] 318 208.0 1
petcoke [11] 248 218.6 2
petcoke [64] 5.60 186.6 3
petcoke [11] 0.498 161.5 4
activated charcoal [76] 14.6 205.3 5
petcoke [74] 123 238.0 6
petcoke [58] 0.977 181.2 -
petcoke [58] 0.161 161.8 -
petcoke [64] 4.03x107 147.3 -
petcoke [13] 0.787 189.5 7
petcoke [64] 4.07x10™ 128.8 -
low ash coal char [79] 6.28 227.0 -
petcoke [75] 1.26x107 78.9 -
activated charcoal [57] 6.22x107 182.0 -
graphite [78] 7390 337.0 8

5.10 Conclusions

A theoretical model is developed for gasification of nano-sized acetylene black particles
in a reflective cavity solar receiver. Radiative energy is separated into two components: solar
energy introduced at the aperture and energy emitted by heated surfaces within the receiver.
Solar energy is directly mapped from a profile at the window surface onto all tube and cavity
wall surfaces by means of a statistically-based Monte Carlo technique. Emitted energy is
approximated with a finite volume radiation model solved simultaneously and on the same
spatial mesh as a three dimensional steady state computational fluid dynamics (CFD) model
describing the heat, mass, momentum, and chemical reaction processes occurring in the receiver.

This approach retains both the computational accuracy of the Monte Carlo method for the solar
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component, and the compatibility of the finite volume technique with control volume based CFD
methods for the emitted component which is strongly dependent on surface temperatures and,
correspondingly, all convection and conduction phenomena occurring in the receiver. The
overall strategy computationally decouples the solar radiation solutions from all heat and mass
transport processes occurring in the receiver thereby enhancing computational efficiency.

The magnitude and directionality of solar energy impinging on the window surface is
characterized by ray trace modeling of the High Flux Solar Furnace (HFSF) at the National
Renewable Energy Laboratory (NREL). The shape of the flux profile is only a weak function of
attenuator opening, but distributions of directions at which this energy strikes the window
surface reveal a complex dependence on attenuator opening as the line of sight between the
aperture and upper or lower primary concentrator facets becomes obscured at low solar power
inputs. Solutions from the Monte Carlo model take the form of profiles of solar energy flux
absorbed as a function of position on each surface. The center tube absorbs 33% of the total
solar energy, more than double that absorbed by any of the outlying tubes, and discernible
disparities between energy received on the east and west sides of the reactor arise from flux
profile asymmetry due to the off-axis design of the HFSF. More than 90% of solar absorption
occurs prior to reflection. A finite volume model is utilized to account for energy emitted into
the non-participating medium enclosed in the cavity space and the absorbing, emitting, and
scattering fluid/particle mixture contained within the tubes. Absorption and scattering efficiency
for 42 nm acetylene black particles are calculated from Mie theory and the resulting extinction
coefficient is unmistakably dominated by absorption. Internal particle heat and mass transfer
processes occurring during the gasification reaction are neglected as calculated effectiveness

factors exceed 99.9%. Momentum and thermal Stokes numbers are on the order of 10~ implying
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equivalent temperature and velocity for fluid and particulate phases. Given these assumptions an
Eulerian-Eulerian two-fluid model is simplified to a single fluid mixture model with an aerosol
population balance incorporating particle transport by convection, Brownian motion, and
thermophoretic diffusion

Predicted temperatures exceed 1800 K with a solar power input of 6 kW but are highly
non-uniform, particularly at the front of the center tube where temperature may vary by 450 K
over a mere 5 cm of tube length. Front and back wall temperatures differ by as much as 350 K
while fluid/particle temperature at the tube centerline tracks closely with surface temperatures
owing to the influence of radiative heating. Maximum temperatures of 1813 K, 1343 K, and
1546 K are predicted for the center, front, and back tubes, respectively, with corresponding
reaction conversions of 40.4%, 2.5%, and 9.2% for 6 kW solar power. Estimated receiver
efficiency ranges between 1-4% depending of operating conditions. Low reaction conversion in
the outlying tubes severely limits receiver efficiency as net absorption by these tubes accounts
for 45% of the solar input, but each outlying tube fails to achieve temperatures high enough to
carry out the gasification reaction to a significant extent. Reflection and absorption of solar
energy by cooled surfaces account for 18-22% of the solar input. Emission losses, including
absorption by actively cooled cavity walls, increase monotonically with solar input and account
for 11-25% of the incident energy. Convective and conductive heat losses comprise 55-69% of
the solar input and are predominantly attributed to conduction of absorbed energy along the
length of the tubes to the upper and lower cooling zones. Average residence time is on the order
of 1 s, but more than 80% of carbon conversion occurs within less than 15% of the tube length in
a region where fluid velocity is maximized signifying that residence time in the heated length is a

mere fraction of the total residence time. Model results are markedly more sensitive to



205

variability in physical and optical properties related to solid materials, particularly cavity wall
reflectivity and tube thermal conductivity, than to variability in fluid properties. Alteration of
individual input parameters by +15% produces at most a 60 K increase in temperature, a 0.06
increase in the fractional carbon conversion, and a 0.015 increase in the fractional receiver
efficiency. Thus reasonable uncertainty in high temperature material properties is not enough to
substantially improve the assessment of receiver performance.

Results from the numerical model are experimentally validated by comparison with
reaction conversion and temperature profiles measured on-sun in the existing receiver.
Temperature profiles are evaluated for both a metallic (Inconel 600) and ceramic (silicon
carbide) tube material over temperature ranges of, respectively, 700-1400 K and 600-1700 K.
The average discrepancies between theoretically predicted and experimentally measured
temperatures are 44 K (4%) for silicon carbide and 21 K (2%) for Inconel. Relative distributions

between heat loss mechanisms are directly comparable to those predicted from the theoretical

model.

Nomenclature

a; emissivity weighting factor in WSGG model
a spectral absorption coefficient (m™)

A4, geometric particle cross-sectional area (m?)
Ay surface area of control volume face f (m?)
1:15_ specific particle surface area (m?/kg)

C concentration (mol/m®)

C. Cunningham correction factor

G, heat capacity (J/kg/K)

Cu thermophoretic velocity (m/s)

dp gas molecular collision diameter (m)
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d, particle diameter (m)

dpo initial particle diameter (m)

D diffusivity (m?/s)

D. effective diffusivity (m%/s)

E, activation energy (J/mol)

f forward scattering factor

Seap fraction of energy at the exit of secondary concentrator lost in the gap between the

concentrator and receiver window surface

Ss.reflcav fraction of solar energy incident on the receiver window that is lost by reflection
inside the receiver

Ss.reflwind fraction of solar energy incident on the receiver window that is lost by reflection at

the external window surface

1 volume fraction
F fluid volumetric flow rate (SLPM)
Fij radiation configuration factor between surfaces i and j
g gravitational acceleration (m/s%)
g’ asymmetry factor
h enthalpy (J/kg)
convective heat transfer coefficient (W/m?*/K)
1 identity matrix
I spectral radiation intensity between (W/m?/sr/um)
Ly spectral blackbody radiation intensity between (W/m*/sr/pm)
k thermal conductivity (W/m/K)
extinction coefficient
reaction rate constant
ki absorption coefficient of the i gray gas (W/m/K)
kio pre-exponential factor
kg Boltzmann constant (kg m*/s*/K)
ks intrinsic surface reaction rate constant on an area basis (kg/mz/Pa/s or m/s)
Ko equilibrium constant

[ index denoting finite solid angle
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m mass flow rate (kg/s)

M molecular weight

M interphase momtentum transport (kg/m>/s)

n index of refraction

Nangle number of divisions in each angle for flux profile specification
ne molar flow rate of carbon (mol/s)

ny molar fluid flow rate (mol/s)

n, surface normal vector for control volume face f

n, mass-based particle number concentration (kg™)

Ny number of faces on control volume

N, number of particles per unit volume (m™)

Ny number of divisions of angle & in the finite volume model
Nop number of pixels for angle € in the finite volume model
N, number of divisions of angle ¢ in the finite volume model
Nyp number of pixels for angle ¢ in the finite volume model

p pressure (Pa)

P, associated Legendre polynomials

q " abs,solar absorbed solar flux (kW/m?)

q " inc.solar incident solar flux (kW/m?)

q " rave average energy flux (kW/m?)

q, radiative flux vector (W/m?)

Oik interphase energy transport (W/m’)

Oups absorption efficiency

Osca scattering efficiency

Ocone solar energy exiting the secondary concentrator (kW)

Ocond energy lost in cooling zones surrounding the receiver (kW)
Ogap solar energy lost between secondary concentrator and receiver window (kW)
Onom solar energy entering the secondary concentrator (kW)
Ore-rad energy lost by re-radiation (kW)

Oy refi,cav solar energy lost by reflection inside receiver (kW)



QS, refl,wind
Qwind

r

RN

“|

T ext
T, rad
Trer

s
Wi

Xi

X ™

™

solar energy lost by reflection at external window surface (kW)
solar energy incident on external window surface (kW)
vector denoting spatial position

vector between control volume centroid and face centroid
gas constant (J/kg/K)

particle radius (m)

surface reaction rate (kg/m>/s)

volumetric reaction rate (kg/m3/ S)

vector denoting radiation direction

coordinate along radiative energy path

energy (W/m) or species (kg/m’/s) source term
temperature (K)

temperature of external surfaces (K)

radiation temperature (K)

reference temperature (K)

volume (m°)

standard volumetric flow rate

mass fraction of species i
mole fraction of species i

carbon gasification reaction conversion

volume fraction
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angle around tube circumference measured from the direction facing the window

angle measured from vertical axis to describe ray direction at aperture

emissivity

receiver efficiency

particle reaction effectiveness factor

zenith angle in global coordinate system

angle between incident and scattered directions
incident angle relative to surface normal

wavelength



Oc¢

0),

=Ny

Ci

I
AH
D
¥,
Q

gas mean free path (m)

viscosity (kg/m/s)

particle size parameter

moles of gas generated per mole solid reacted
Riccati-Bessel function

reflectivity

density (kg/m’)

Stefan-Boltzmann constant (W/m*/K")
collision diameter (A)

spectral scattering coefficient (m™)
transmissivity

tortuosity

viscous stress tensor (kg/m/s”)

velocity (m/s)

azimuth angle in global coordinate system
Thiele modulus

porosity

discrete solid angle

angle measured from horizontal axis to describe ray direction at aperture
interphase mass transport (kg/m’/s)
enthalpy of reaction

scattering phase function

Riccati-Bessel function

collision integral

Subscripts and superscripts

avg

b

average
blackbody
reverse (reaction)
back

back tube
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c carbon

e effective

ext external

E east side of receiver

f index denoting control volume face

forward (reaction)

front
F front tube
g gas phase
in inlet
[ index denoting finite discrete solid angle
m medium
max maximum
0 initial or inlet
out outlet
p index denoting control volume or centroid of control volume

index denoting pixel

particle phase

rad radiation

ref reference

s surface

w wall or boundary surface
window

w west side of receiver

v volumetric

A spectral
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Chapter VI

Optimization studies for a multiple tube solar receiver based on
combined radiation and computational fluid dynamics modeling:
Reflective cavity

6.1 Abstract

An experimentally validated three-dimensional, steady state computational model
coupling radiative transfer with fluid flow, heat transfer, mass transfer, and chemical reaction
kinetics for steam gasification of acetylene black is utilized to investigate the impact of
parameters describing operating conditions and tube configurations on the solar-to-chemical
efficiency of a reflective cavity multiple-tube solar receiver. Geometric parameters are defined
relative to a base design in which all tubes are arranged in a semicircle around the back cavity
wall and allow for variations in cavity size, and number, radius, and arrangement of tubes with
both staggered and non-staggered arrangements considered along with factors allowing for offset
of all or part of the tube semicircle toward the aperture. Calculations indicate that maximizing
the net absorption efficiency and minimizing emission losses are not an effective means of
improving receiver performance; however, maximizing utilization of absorbed energy via
minimization of tube conduction losses is essential. Thus delivering energy to the tube array in a
manner conducive to energy utilization is of greater consequence than maximizing the net
quantity of energy supplied to the tubes. Optimal designs allow a portion of the solar energy to
reflect off of the cavity wall and typically contain three moderately sized tubes clustered near the
back cavity wall and placed within the solar beam. Tubes positioned outside of the solar beam

fail to achieve temperatures sufficient to reach high conversion of the endothermic gasification
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reaction. These outlying tubes instead act as heat sinks and contribute heavily to conductive
losses. Calculation results indicate that reflective cavity receivers accepting up to 8 kW solar
power may achieve efficiency as high as 13%. Constraints on the maximal allowable absorbed
solar flux reduce the physically realistic receiver efficiency to 12.3%. Enhanced efficiency over
the existing reflective cavity design stems principally from greater uniformity in absorbed energy

and temperature distributions, longer heated tube length, and diminished conductive heat losses.

6.2 Introduction

Numerous solar reactor concepts have been proposed for high temperature
thermochemical processes with most consisting of cavity-receiver type designs in which
concentrated solar radiation enters into a closed cavity through a small aperture or window [1-8].
However, these receivers are generally designed with little fundamental basis leading to
inadequacies including low efficiency and highly non-uniform heating. Receiver efficiency for
designs scaled to accept up to 10 kW solar power typically ranges from 1-10% [8-15]. It is
estimated that the optical components of the solar concentration system can account for as much
as 50-80% of initial plant capital costs [16], and thus optimization of process economics is
intrinsically tied to optimization of solar energy utilization within the receiver.

Various computational studies have investigated variability in receiver efficiency
produced by linearly scaling a fixed geometry from 5-10 kW to 1-10 MW [8, 12, 15, 17, 18], but
only a limited number of studies described in the literature have explored the impact of cavity
size, tube configuration, and operating conditions on receiver efficiency at a fixed scale. Tescari
et al. examined a receiver in which reactive material affixed around vertical cylindrical walls was
heated via direct absorption of solar energy introduced at the top end of the cylinder [19, 20].

The impact of a shape factor and cylinder void fraction were investigated by means of a
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constructal optimization method intended to approximate the tendency of geometric variations in
the realistic system based on that predicted for a substantially simplified problem. Optimal
efficiency for a uniform reactive material distribution was achieved with a small length to height
ratio or shape factor. However, efficiency increased monotonically with shape factor when the
quantity of reactive material decreased with increasing distance from the aperture.

Melchior et al. examined radiative transfer and surface temperature profiles in a perfectly
insulated absorbing cavity receiver containing an array of one, two, four, or eight tubes via a
Monte Carlo radiation model combined with macroscopic surface energy balances neglecting
convective and conductive heat transfer [21]. The most uniform temperature distribution at the
surface of a single tube occurred when the tube was positioned at 60% of the maximum distance
from the aperture. Geometric spatial arrangement of the four or eight cylinders comprising the
tube array ranged from a square shape to a straight line and produced no noteworthy effect on
average array temperature despite substantial shadowing in certain configurations. The number
of tubes had minimal impact on the average absorber temperature, though the optimal ratio of
absorber radius to cavity radius shifted to lower values as the number of tubes increased.

Haussener et al. predicted the solar-to-chemical efficiency of a multiple tube receiver
with an absorbing insulated cavity wall for thermal reduction of ZnO via a combined
computational fluid dynamics and finite volume radiation model solved in a horizontal two-
dimensional slice of the receiver with a simplified heat sink representing chemical and sensible
enthalpy requirements [22]. Receiver performance was evaluated with respect to solar
concentration, number of tubes, tube size, and ZnO feed rate, and optimal receiver efficiency
occurred at high solar concentration with a high ZnO feed rate distributed between a large

number of tubes.



220

In the current study optimization calculations for the solar-to-chemical receiver efficiency
are carried out via the experimentally validated three-dimensional, steady state computational
model described in Chapter 5 coupling radiative transfer with fluid flow, heat transfer, mass
transfer, and chemical reaction kinetics for steam gasification of acetylene black. This model
provides a more physically realistic depiction of transport processes, temperature distributions,
and chemical reaction kinetics than those employed in previous optimization studies. Sets of
parameters describing receiver geometry and operating conditions are investigated by means of a
series of fractional factorial design studies. These studies are applied as screening designs in
order to identify parameters having substantial impact on receiver efficiency, and to ascertain
approximate parameter ranges leading to ideal receiver performance. As the simulation results
are not subject to random error, statistical significance of effects is not applicable and all
parameters are evaluated purely based on relative effect magnitudes. All fractional factorial
designs are chosen to be, at minimum, resolution IV implying that main effects are aliased solely
with tertiary interactions or higher [23]. These high-order interactions are neglected on account
of the sparsity of effects principle [23] thereby allowing estimation of main effects free from
aliasing. A subset of significant parameters is examined in detail through a central composite
design, and optima in the receiver efficiency are identified from the corresponding second-order

response surface model.

6.3 Receiver configurations and computational model

6.3.1 Receiver model
The experimentally validated computational model for heat, mass, momentum, chemical

reaction, and radiation phenomena occurring in the reflective cavity receiver is described
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comprehensively in Chapter 5. Calculations are carried out only for reactor configurations
receiving up to 8 kW of solar energy with an aperture size identical to that of the existing
receiver depicted schematically in Figure 1.1. The flux profile at the quartz window surface is
that produced by the High Flux Solar Furnace (HFSF) at the National Renewable Energy
Laboratory (NREL) as detailed in Chapter 5. All calculations are carried out with the ray
directions and flux profile shape generated assuming an attenuator opening of 50%, and flux
values are scaled linearly to yield the desired total power. The Monte Carlo model with spectral
and directional optical properties described in Chapters 3 and 5 is utilized to produce profiles of
absorbed solar energy flux as a function of spatial position on each surface in the receiver. These
profiles are input into a three-dimensional steady state computational fluid dynamics (CFD)
model which is solved simultaneously and on the same spatial mesh as a finite volume (FV)
model for radiative energy emitted by heated surfaces. Given the elevated temperatures
necessary to achieve sufficient reaction conversion, the preferred tube material is silicon carbide.
All calculations in this study are carried out with spatial mesh elements sized similarly to those
producing a grid-independent solution for the existing receiver configuration in Chapter 5. Finite
solid angle extents are specified as described in Chapters 4 and 5 by Ny = Ny = 7. A constant
external wall temperature of 300 K is imposed at all reflective surfaces and laminar flow inlet
profiles at 300 K are stipulated at the inlet of each tube. All combined CFD / FV models are
solved in half of the symmetric geometry utilizing the Monte Carlo solution for solar radiation
absorbed by the east side of the receiver.

Receiver configurations are evaluated for steam gasification of 42 nm carbon particles.
Gasification kinetic parameters from Trommer et al. [24] produced superior predictions of

experimental data and thus are used throughout this study. Solar-to-chemical efficiency of the
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multiple tube receiver is defined in equation 6.1 as the fraction of the incident solar power used
to carry out the chemical reaction including sensible enthalpy requirements for the reactive
components. Sensible enthalpy requirements for inert components or unconverted reactants are

neglected.

tubes Tavg.i

Z X, AH, (Tavg,i )+ Xy, J(Cp,C +C ) eam )jT

T
7= (6.1)
9,

In equation 6.1, Xc, is the total carbon conversion in tube 7, and 7, is the molar feed rate of

carbon to tube i. Tg; i1s defined as the mass averaged fluid temperature in tube i at the
horizontal center plane aligned with the aperture centroid and is computed using equation 6.2.

[

wei = W (6.2)

6.3.2 Specification of parameters describing receiver geometry and operating conditions

Poor performance exhibited by the existing receiver largely stems from a discrepancy in
solar energy absorbed between the individual tubes. The center tube absorbs two to four times
more solar energy than the outer tubes leading to highly non-uniform temperature and reaction
conversion profiles. The outlying tubes fail to attain temperatures high enough to carry out the
gasification reaction to any significant extent while the center tube temperature approaches the
maximal operating temperature dictated by the tube material. Furthermore, the existing design
positions the center tube near the focal point of the primary concentrator leading to excessive
solar irradiation on a small spatial region and producing undesirably large temperature gradients
with a short heated length. Given these limitations, it appears that the design may well be

improved by increasing the distance between the tube array and the focal point thereby allowing
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spreading of the solar beam in order to increase the heated length and produce a more
homogeneous distribution of absorbed energy between tubes. Consequently, all designs in this
study are created relative to a base design with a semicircular arrangement of tubes around the
back cavity wall.

Four parameters describing receiver operating conditions are included in the calculations.
These parameters are the solar power input (Q), total carbon feed rate (Creqs), molar ratio of
steam to carbon feed rates (Ryeqm), and inert gas flow rate. Particles are entrained in inert gas by
means of a brush feeder prior to being swept into the reaction tubes and the parameter specifying
inert gas flow rate (R)) is defined as the ratio of the flow rate at standard conditions to the tube
volume in front of the window. This definition is intended to provide a mechanism by which the
impact of residence time at constant carbon and steam feed rates can be assessed. Variations in
the cavity radius (r.,) and height (h.,) are evaluated with respect to constant aperture
dimensions. Spatial tube positions are characterized relative to a base design with a semicircular
arrangement of tubes around the back cavity wall. Two methods are defined for specification of
tube positions, with detailed calculations provided in Appendix C. Method A utilizes the eight

parameters illustrated in Figure 6.1 and allows for variations in tube number, size, and position.

Base design
 — Nmax NAmax fs f2

—

. f, O £

Figure 6.1: Overview of parameters describing tube positions (method A)
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Npax represents the maximum number of tubes in the base design depicted in Figure 6.1. The
base design positions tubes on a semicircle described by radius 7, ., With the outermost tubes
centered at the endpoints of the semicircle as dictated by Figure 6.2. The coordinate system
identified in Figure 6.2(c) is created purely for specification of tube positions and is not aligned

with that used in either the Monte Carlo or computational fluid dynamics models.

(d)

Figure 6.2: Specification of parameters describing tube positions (method A)

Removal of the tubes at the end of the array is accomplished via the parameter A/4,,,,. Minimum
distance between the cavity and outermost tube walls (d,,) is maintained constant at 1.8 cm
(0.7 in) regardless of the number or size of tubes. Parameter f, is defined as the ratio of the
cross-sectional area of the center tube to that of any of the uniformly-sized outer tubes. The total

carbon feed is distributed between tubes proportional to the cross-sectional area in order to
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maintain a nominally uniform residence time at standard conditions. Tube positions are related
to either an outer circle defined by radius 7, or an inner circle defined by radius 7; as shown in
Figure 6.2(b) with the relative values of », and 7; controlled by factor f;. Outer and inner circles
contain identically sized tubes and the inner circle is generated by broadening the outer circle
such that the tubes at the end of the array are maintained in a constant position and the tubes at
the back of the cavity are moved inward toward the focal point. The entire tube semicircle radius
can be decreased and correspondingly moved toward the center of the cavity via the parameter />
which is defined as the ratio between the actual and maximum tube surface area per unit length.
Parameters f; and f, allow the tube array to be staggered or offset toward the window. Equations
describing tube coordinates and radii are provided in Appendix C.

The second method employed to specify tube positions (method B) utilizes factors
defined identically to those in Figures 6.1 and 6.2 with the exception of f; and A/4,,,. which are
removed and replaced with factor 6, describing the angular extent of the tube array measured
from the center of the cavity as shown in Figure 6.3. The distance d, between individual tube
walls along the tube circle is fixed and used to specify the maximum tube radius. Detailed

calculations providing tube coordinates are given in Appendix C.

Figure 6.3: Additional factor 6. for tube positions specified by method B
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6.4 Design 1

A resolution IV 2"**® fractional factorial design consisting of 32 simulations is exploited
to investigate the four operating conditions and nine of the geometric parameters described in
Figure 6.1. Tube positions are specified via method A and the factor f, is omitted in the current
design leading to tube arrays composed of uniformly-sized cylinders. Low and high factor levels
are specified in Table 6.1. Design generators are F = ACE, G = BCE, H = ABC, J = CDE,
K =ABCDE, L = ABE, M = ACD, and N = ADE. Main effects in the resulting design are aliased
with tertiary interactions or higher whereas each binary interaction is aliased with four or five
additional binary interactions. The resulting 32 receiver configurations and simulation results
are provided in detail in Appendix D.

Table 6.1: Factor levels for Design 1 (2" fractional factorial):
reflective cavity

Factor Name II; 3?1 ii/é:}
A Npax 5 9
B A/A pax 0.6 1
C fi 0 0.4
D V¥ max 0.6 1
E 1 0.6 1
F 1o 0 0.15
G fs 0 0.25
H Veav 3.6in 6 in
J Doy 8 1in 14 in
K Croed 2 g/min | 6 g/min
L Ryream 1 2
M R 15" 25"
N O; 48kW | 7.0kW

Calculated solar-to-chemical efficiency ranges from 0.002-6.4%. For a given geometry,

efficiency is unavoidably restricted by both emission and solar reflection losses as well as by the
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feed rate of carbon. These independent restrictions produce two separate calculations of the
maximal achievable receiver efficiency: #max,ea and #marc. Emission and reflection losses
account for 12-28% of the total solar energy under the conditions specified in Table 6.1 and
Appendix D. The maximum receiver efficiency for a given carbon feed rate (#,.4x,c) occurs when
all carbon is converted to CO or CO,. The resultant values for the operating conditions in Table
6.1 range from 7-34% and thus are clearly more restrictive than the maximal efficiency based on
emission and reflection losses. The limiting value can be improved by scaling the carbon feed
rate such that the energy requirement for the endothermic reaction matches the solar power input,
but increased carbon feed rate comes at the expense of a shorter residence time and diminished
reaction conversion. Table D.1 lists the maximum carbon conversion occurring in any given
tube (Xax), the average conversion between all tubes in the receiver (X,,), the maximum fluid
temperature occurring in any tube (7,4,), and the lowest maximum fluid temperature obtained in
any tube (7,,). Maximum fluid temperature ranges from 1324-1988 K producing up to 51%
carbon conversion, though average carbon conversion reaches at best 26%. The difference
between 7, and T,,;, provides a metric by which temperature uniformity between tubes may be
assessed and ranges from 110-690 K for the factor levels in Table 6.1.

The net absorption efficiency is calculated from equation 6.3 where ¢" is the solar

i,solar ,abs

energy flux absorbed by tube i as a function of position, ¢"; ., 1s the emitted energy flux

absorbed by tube 7, and ¢" , 1s the energy flux emitted by tube i.

i,IR ,emitte

tubes

; J.J.AN 9" sotarabs d4+ J.J.A” 9" ik .abs d4 - J-J.Au 9" iR emined dA

77 abs ,net = Qs (6 3 )

All integrals are evaluated in the computational fluid dynamics (CFD) model as summations

over mesh element faces on the tube boundary and the net absorption efficiency ranges from 20-
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78% for the conditions in Table 6.1. The overall efficiency can be broken down into two
components as shown in equation 6.4: the ratio of the energy used for the reaction to the energy
transferred into the tubes (7;), and the ratio of the energy transferred into the tubes to the total

solar energy (7).

Q g1l Qt bes
77 — 77 77 — reaction ubes (6 4)
e Qlubes Qs

The energy required for the endothermic reaction is provided by the numerator of equation 6.1
while the energy transferred into the tubes is calculated from the CFD model by means of

equation 6.5 whereq",, is the energy flux transferred away from the outer surface of tube i

and into the solid material. The corresponding values of 7, are typically similar to the net
absorption efficiency as heating of the tubular array is accomplished predominantly by radiative

transfer.

tubes

Ouses = 2|, "1 A (6.5)
=L

6.4.1 Evaluation of effects

Table 6.2 provides the main effects and binary interactions calculated from the fractional
factorial design described in Table 6.1 for both # and #/,...c. Binary interactions are identified
based on the factor designation for the first of five or six binary interactions present in a given
alias chain. Factors are ordered from highest to lowest effect magnitude for receiver efficiency.
Variability in solar-to-chemical efficiency between designs is clearly dominated by cavity radius
and solar power input as designs with large 7., or low Qs fail to reach sufficiently high

temperatures to carry out the gasification reaction.
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Table 6.2: Effect magnitudes for Design 1 (2"** fractional factorial): reflective cavity

Effect Effect Effect
Ul 1/ Mmax.c 1 1/ fmax.c Ul 1/ fmax.c
Peav -1.75% -9.83% fs -0.43% -2.77% ABN  0.19%  0.75%
O 1.18% 8.09% AlA e -0.42%  -2.83% AG 0.19% 1.24%
Crea  0.99% -1.73% AB 0.38%  2.16% Wmee  -0.15%  -1.15%
AH 0.85% 1.42% AE 0.34%  2.24% Reay 0.14%  -0.27%
AN  -0.74% 0.29% AF 0.34% 1.47% fo 0.13%  0.45%
AK  -0.74% -4.29% fi -0.33% -1.21% BM  -0.11%  0.35%
Npwe  -0.70% -2.22% AC 0.31% 1.16% AM  -0.10%  0.92%
1 -0.53% -2.83% BN  -021% -0.81% ABD  0.07%  -0.59%
R, -0.53% -2.74% BD 0.21%  0.46% ABM  -0.06% -1.32%
Roeam  -0.46% -2.52% AL -0.19%  0.28% AD -0.03%  0.85%
AJ 0.02% 1.27%

The most significant factors describing tube configuration are N, and f> with the efficiency, on
average, increasing as the number of tubes in the receiver decreases or as the tubes are moved
inward toward the center of the cavity. Both f, and /.., appear to have a negligible impact on the
simulation results. Physical constraints stipulate that the offset of the tube array toward the
aperture via factor f, can only occur over a range that is likely too limited to observe any impact
on receiver performance. The relative insignificance of the cavity height is to be expected given
the uniform window dimensions. Calculation results in Chapter 5 indicate that the heated tube
length is only slightly larger than the window surface and thus extending the comparatively cool
tube regions does little to improve carbon conversion. Lengthening the tubes physically
separates the hot zone from the upper and lower cooling zones and thus theoretically diminishes
conductive losses while simultaneously augmenting emission losses. The results in Table 6.2
suggest that these two effects offset and produce no net impact on average conversion or receiver

efficiency.
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Various binary interactions appear among the parameters with the largest impact on
efficiency in Table 6.2. The most significant, identified by their full alias structure up to tertiary
interactions are: AH+BC+EG+FL+KN, AN+CJ+DE+FM+HK, and AK+BJ+DG+HN+LM.
The convoluted alias structure present in this screening design prohibits identification of the
exact nature of the interactions responsible for the observed effects. Yet given the relative
magnitudes of the constitutive main effects it seems probable that the 4H interaction results from
either Nyur and re (AH) or Creq and Qs (KN). The average efficiencies at each treatment
combination giving rise to this interaction are displayed in Table 6.3. The KN interaction implies
that solar power has a stronger positive impact on efficiency at high carbon feed rates than low
whereas the AH interaction indicates that efficiency decreases relatively more as cavity radius
increases when the number of tubes in the array is minimized. The KN interaction has the most
straightforward physical interpretation as the benefit of increased solar power can only be
realized with a sufficiently high carbon feed rate. Given the relative magnitudes of the main
effects, the AN interaction is likely due to the interaction between N,y and Qg (AN), 7/Fpax and f>

(DE), or reqy and Creq (HK) whereas the AK interaction is likely due to the interaction between

Noax and Ceeq (AK) OF 7y and Qg (HN)).

Table 6.3: Average efficiency at treatment combinations
iﬂVOlVing Cfeed: Qs: N, maxs and 7, cav

K N (Qs) A H (reav)
(Croed) | Low High (Nmax) | Low High
Low | 0.69%  1.08% Low | 3.29% 0.40%
High | 0.83%  3.15% High | 1.52%  0.56%

The impacts of each main effect and binary interaction on the ratio of the observed

efficiency to the maximum achievable efficiency based on complete carbon conversion (%/#ax,c)
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are also identified in Table 6.2. Note that #/7u.,c 1s approximately equivalent to the average
conversion attained in the receiver. Increasing the carbon feed rate produces a higher maximum
efficiency as more reactive material is available for conversion, but also results in diminished
residence time and conversion as the corresponding steam flow rate must be increased
proportionally to maintain a stoichiometric ratio of reactants. Excessively high carbon feed rates
may inhibit radiative heat transfer to the center region of the tube as particles in this center
region become shielded from the tube walls and must rely on successive absorption and emission
from particles residing closer to the tube walls. These considerations combine to produce a net
negative effect of carbon flow rate on average conversion and #7/uq.c. Though the magnitudes
of each main effect and binary interaction are clearly different for # and #/9u..c, the relative
order of most to least significant effects remains essentially unchanged with the notable
exception of main effects or binary interactions involving carbon feed rate. Both AH and AN
interactions exhibit a smaller relative effect on #7/7,... ¢ than on 7, suggesting that the large effect
on 7 is attributable to an interaction involving the carbon feed rate. Thus the AH and AN
interactions are likely primarily due to Creq/ Qs and Creeq / 7ear respectively.  The AK interaction
remains significant for #/5,...c suggesting that the r.,, / O, interaction dominates over the Creq /
Noae Interaction.

Identification of significant parameters is complicated by the large spread in receiver
efficiency arising from the 32 models. The combination of low Qy and high r.,, severely limits
tube temperatures and these low temperatures, coupled with low Cpr.q place considerable
restriction on attainable receiver efficiency regardless of tube configuration. Main effects are
assessed purely from response averages at low and high factor levels and thus the presence of

outlying results can skew factor evaluation. Figure 6.4 illustrates the calculated efficiency as a
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function of N,,,,. All high efficiency designs are characterized by low N,,, but the large number
of designs with # < 1% pulls down the average efficiency at the low level such that the calculated
effect of N4 is only -0.7%. As only receiver configurations capable of operation at high
efficiency are of interest, potentially more information can be gleaned from examination of the
highest efficiency designs than can be obtained from a standard analysis of the fractional
factorial design. Design numbers 9, 17, and 15 shown in Figure D.1 in Appendix D produce
solar-to-chemical efficiency of 6.4%, 5.1%, and 4.6% respectively. Each design contains three
to five tubes positioned in the middle region of the reflective cavity with low 7., high Q;, and

high C feed-
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Figure 6.4: Effect of N, on receiver efficiency from Design 1

6.4.2. Relationship between responses

Equation 6.4 describes the breakdown of efficiency into two components: the ratio of the
energy used for the reaction to the energy transferred into the tubes (7;), and the ratio of the
energy transferred into the tubes to the total solar energy (7,). Figure 6.5 illustrates a clear linear
relationship between # and #; with a correlation coefficient of 0.95; however, no apparent
relationship is evident between 5 and 7, with a correlation coefficient of only -0.31. Thus while

providing energy to the tubes in a manner conducive to energy utilization is imperative to
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improving receiver efficiency, maximizing the net quantity of energy supplied to the tubes
appears to be of little consequence. An analogous relationship exists between 7 and #4ps ner
though 7, is 5-10% lower than the net absorption efficiency defined in equation 6.3 due to the
influence of convective and conductive heat transfer. Designs with high absorption efficiency
are not necessarily those that produce optimal receiver efficiency. On the contrary, the highest

receiver efficiency typically occurs when absorption efficiency is held at an intermediate value.

7.0% 7.0%
6.0% 6.0%
5.0% * 5.0% *
4.0% 4.0%
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3.0% . . 3.0% . .
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Figure 6.5: Receiver efficiency from Design 1 as a function of (a) #; and (b) #,

Likewise, Figure 6.6 indicates that highly efficient designs allow a portion of the solar energy to
strike and reflect off of the cavity wall. Figure 6.6 depicts the relationship between the
calculated receiver efficiency and the solar energy absorption efficiency of the cavity wall.
Cavity wall reflection can be utilized to redistribute solar energy in the cavity space, potentially
directing a portion of the energy toward the back of the tube array thereby improving uniformity
in the distribution of absorbed solar energy around each tube surface. While a uniform tube
temperature distribution promotes higher gasification reaction conversion, a fraction of the solar

energy is irretrievably lost by absorption and conduction through the actively cooled cavity wall
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at each reflection. Thus only a moderate quantity of solar energy can realistically be allowed to

strike the cavity wall while retaining high receiver efficiency.
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Figure 6.6: Receiver efficiency from Design 1 as a function of
cavity wall solar absorption efficiency

Figure 6.7 relates the receiver efficiency to the approximate tube residence time calculated from
the simplified plug flow model detailed in section 5.7.5. Residence time in the heated tube
length is substantially shorter than that calculated for the entire tube in Figure 6.7. Figure 6.7
reveals that the highest efficiency is achieved at relatively short residence time, and suggests that
the short residence time alone is not to blame for inadequate receiver efficiency. This is partially
an artifact of the high carbon feed rates required to match solar power input to reaction enthalpy,
and the concomitant rapid steam flow rate necessary to maintain at least a stoichiometric ratio of
steam to carbon. Yet even designs with identically high Cy.s exhibit the highest efficiency at
short residence time.

Under these conditions efficiency increases nearly linearly with average carbon
conversion (X,,), with separate linear relationships observed based on carbon feed rate shown in
Figure 6.8(a). Thus improving average reaction conversion is critical to increasing receiver

efficiency. This linear relationship can be deduced from the results in Table 6.2 indicating the
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same sets of factors have a large impact on both efficiency and #/fua,c. A slightly less clear
trend is observed in the relationship between receiver efficiency and the maximum carbon
conversion (X,.) which typically occurs in the center tube. These results underscore the

importance of improving conversion in the outer tubes as an increase in average conversion from

10-25% can lead to a 3.5% increase in receiver efficiency at high Ceq.
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Figure 6.7: Receiver efficiency from Design 1 as a function of
average plug flow residence time
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Figure 6.8: Receiver efficiency from Design 1 as a function of (a) average and (b) maximum
carbon conversion

Principle mechanisms of heat loss are emission by the heated tube surfaces and

conduction along the tube surfaces into cooling zones at the top and bottom of the receiver.



236

Emission losses can occur via transmission out of the window or absorption at actively cooled
surfaces. Figure 6.9 relates the receiver efficiency to the fraction of solar energy lost by each
mechanism and suggests that minimization of conduction losses is more essential than
corresponding minimization of emission losses. Conduction losses tend to increase when
designs contain tubes located in regions far removed from the solar beam as these tubes fail to
reach temperatures high enough to carry out the reaction and instead function as heat sinks
conducting energy away from the hot zone. Examination of the detailed results in Appendix D
reveals that an increase in total tube surface area shifts the dominant mode of heat loss from
emission to conduction as a greater number of tubes must be placed outside of the solar beam.
Thus the preferred receiver configuration will restrict total tube area and place the tubes in the
center region of the cavity such that a portion of the energy is allowed to strike the cavity wall.
Though this configuration results in increased energy losses by emission owing to a larger tube-
to-window view factor and minimal tube area for re-absorption of emitted energy, it also limits

conduction losses as absorption is restricted to tubes capable of achieving high reaction

conversion.
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Figure 6.9: Relationship between efficiency from Design 1 and the fraction of
energy lost by (a) emission and (b) conduction along tube length
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6.5 Design 2

The results from Design 1 indicate that solar power, carbon feed rate, cavity radius and
the maximum number of tubes all play a strong role in controlling receiver efficiency. However,
evaluation of parameters describing receiver geometry is hindered by the poor receiver
performance observed at low O, low Cpreq, and high r.,,, regardless of tube positions. Various
binary interactions are noteworthy, though the exact nature of these interactions cannot be
unambiguously distinguished due to a complex alias structure. As only receiver configurations
producing high efficiency are of interest, the parameters describing receiver geometry are
reevaluated under constant operating conditions. A resolution IV 292 fractional factorial design
consisting of 16 simulations is used to investigate six of the parameters describing tube
configurations with low and high factor levels specified in Table 6.4. Operating conditions and
cavity radius are held constant at R; = 1 s'l, Crea = 6 g/min, Ryean = 1, Oy = 7 kW, and
Feav = 3.6 1in (9.14 cm). Tube positions are specified via method A with cavity height and offset
of the tube array toward the aperture maintained at /., = 8 in and f, = 0 based on the limited

impact of these factors observed in Design 1.

Table 6.4: Geometric factor levels for Design 2 (2°7 fractional factorial):
reflective cavity

Factor | Name 1]; 3‘;11 1};%};
A AlA pax 0.6 1
B V¥ max 0.6 1
C Noax 5 9
D fi 0 0.4
E fs 0 0.25
F 1 0.6 1




238

Design generators are £ = ABC and F' = BCD. Main effects in the resulting design are aliased
with tertiary or higher interactions whereas each binary interaction is aliased with at most one
other binary interaction [23]. The resulting 16 receiver configurations and simulation results are
provided in detail in Appendix D. Factor designations were altered from those in Table 6.1 so as
to generate an entirely distinct set of tube configurations. Calculated receiver efficiency ranges
from 1.9-7.2% while the maximal efficiency at complete carbon conversion ranges from 23-25%
based on slight variations in average temperature. Net absorption efficiency, maximum carbon
conversion, and maximum tube fluid temperature vary between 26-63%, 11-53%, and

1751-2034 K respectively.

6.5.1 Evaluation of effects

Table 6.5 presents the main effects and binary interactions calculated from the fractional
factorial design described in Table 6.4 with factors ordered from high to low effect magnitude on
receiver efficiency. These effect magnitudes differ from the corresponding values in Table 6.2
signifying non-negligible interactions between receiver geometry and operating conditions or
cavity size. Effect magnitudes listed in Table 6.5 are evaluated exclusively at levels of operating
conditions and 7., producing superior receiver performance and are thus more relevant than

those evaluated in Table 6.2.

Table 6.5: Effect magnitudes for Design 2 (27 fractional factorial): reflective cavity

Effect Effect

A/A -1.76% AB +CE -0.43%
BF+CD -127% AD + EF  0.38%
Noax -1.22% AC+BE  0.22%

BD +CF  0.93% £ 0.17%
Wimee  0.91% f. -0.14%
AE +BC  0.89% £ -0.14%

AF + DE  -0.84%
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Variability in efficiency is dominated by main effects A/4,,, and N, with optimal receiver
performance occurring for designs in which the outermost tubes are removed from the ends of
the array. This behavior is consistent with results obtained from Design 1 in the previous
section. As noted above, the outermost tubes fail to reach temperatures high enough to carry out
the reaction and instead function as heat sinks conducting energy away from the hot zone.
Utilization of low values of parameter A/A4,,,, results in removal of the outermost tubes thereby
allowing the energy that those tubes would have absorbed to reflect off of the cavity wall and
reach the remaining tubes. Figure 6.10 illustrates the efficiency as a function of the number of
tubes in the receiver and clearly reveals that, in accordance with main effects in Table 6.5,

optimal configurations contain three tubes.
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Figure 6.10: Receiver efficiency from Design 2 as a function of tube number
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Based on the magnitude of constitutive main effects, it is likely that the notable binary
interactions result from 7/7,,,, and f> (BF), Nyay and f> (CF), #/¥ya and Ny,u, (BC), and A/Aqc and
f> (AF) rather than N, and f; (CD), 1/ru. and f; (BD), A/Ama and f; (AE), and f; and f; (DE).
Each of the BF, CF, BC, and AF, interactions has a physically realistic explanation. Response

averages at each treatment combination are shown in Table 6.6
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Table 6.6: Average efficiency at various treatment combinations from Design 2

B (r/ria) C (Niay)
F ) Low  High F (f2) Low High
Low 3.6% 5.8% Low 5.8% 3.6%
High  4.8% 4.4% High 4.7% 4.4%

B C (N A (A/Apa)
(t/Tma) Low  High F (f2) Low High
Low 53%  3.1% Low 5.2% 4.3%
High  53% 4.9% High 5.9% 3.3%

Tube radii decrease as f, and 7/, decrease or as N, increases. Thus the BF interaction
implies that designs with smaller tubes (low f>) benefit greatly from increased tube radius (high
r/rmax) Whereas those with larger tubes (high £>) benefit slightly from decreased tube radius (low
F/Tmax). The CF and BC interactions imply that decreasing the maximum number of tubes and
thereby increasing the tube size is most advantageous at low f> and low 7/7r,,. All three
interactions point toward an optimum intermediate tube radius with efficiency increasing as tube
radius increases for initially small tubes and efficiency decreasing as tube radius increases for
initially large tubes. The interaction between f> and 4/A,,. implies that removing the tubes at the
end of the array is most beneficial when f> is high. Configurations characterized by low f>
position the outermost tubes closer to the solar beam and thus removing these tubes is not
essential. The interaction between /¥, and f> is identified by the designation DE in Design 1
and is part of the alias chain including AN which was previously attributed to the Ny. / Os
interaction. The interactions identified by AH and 4K in Table 6.2 do not correspond to any of

the interactions in the left hand side of Table 6.5.
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6.5.2 Effect of tube radius

Figure 6.11 relates the calculated receiver efficiency to both tube radius and total
absorber area per unit length and, as expected from the interactions identified above, clearly

indicates an optimal intermediate value of each variable.
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Figure 6.11: Relationship between efficiency from Design 2 and (a) tube radius or (b) total
absorber area per unit length

The efficiency, maximum carbon conversion, average carbon conversion, the ratio of energy
used for reaction to energy transferred into the tubes (#;), and the ratio of the energy transferred
into the tubes to the total solar energy (7,) are evaluated in Table 6.7 for the three reactor
configurations with cross sections identified in Figure 6.12 and design numbers corresponding to
those in Table D.2 and Figure D.2 in Appendix D. Each configuration contains three tubes
placed near the center of the cavity with tube radius increasing from left to right in Figure 6.12.
Table 6.7 shows that, as observed in Figure 6.11(a), receiver efficiency proceeds through a
maximum value as the absorber tube radius increases. Larger tubes absorb more solar energy

(higher #,), but this energy is utilized less effectively within the tubes (lower #;). Both carbon
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conversion in the center tube (X,.) and the average carbon conversion (X,,) are highest at

moderate tube radius.

Table 6.7: Comparison of receiver configurations with
increasing tube radius

Geometry
1 9 3
n 5.6% 6.6% 5.6%

X | 42% 2% 40%
Xow | 22%  26%  23%

n 21% 19% 12%
7 26% 35% 47%
1 9 3

Figure 6.12: Receiver configurations corresponding to designs in Table 6.7

Figure 6.13 displays profiles of energy absorbed around the circumference of the center
tube in a horizontal plane aligned with the aperture centroid as a function of angle f, with =0
defined at the side of the tube facing the aperture. Solar energy absorption dominates total
absorption of radiative energy at this central plane. Absorption of energy emitted by heated
surfaces accounts for only 150-250 kW/m? as shown in Figure 6.13(b) whereas solar absorption
can account for more than 1000 kW/m? under these conditions. The solar energy absorbed by
the back side of the central tube after specular reflection at the cavity wall increases dramatically

as the tube radius decreases and more cavity wall area is left exposed. Configurations with the
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smallest tube radius exhibit solar absorption at the tube back greater than even that at the tube

front.
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Figure 6.13: Energy flux absorbed by the center tube in a horizontal plane aligned with the
aperture centroid for the configurations in Figure 6.12

Figure 6.14 depicts profiles of temperature in the center tube fluid in the horizontal plane aligned
with the aperture centroid as a function of horizontal position x with (x-xy)/r, = 1 defined at the
tube front and (x-x¢)/r; = -1 defined at the tube back. All temperatures are normalized to the
maximum temperature occurring within the plane and reactor configurations are those illustrated
in Figure 6.12. Configurations with relatively small tubes exhibit a back wall temperature higher
that that at the front wall as expected from the profiles of absorbed solar energy in Figure 6.13.
Despite radiative heating, the centerline fluid temperature lags behind the wall temperatures as a
result of the rapid gas velocity from the laminar flow pattern at the tube centerline. In the limit
of zero fluid velocity, the centerline temperature approaches a value intermediate to that attained
at the front and back walls as carbon particles absorb energy emitted by the higher temperature
wall and re-emit that energy toward the lower temperature wall. For large tube radius the
centerline fluid temperature can closely approach this theoretical zero-velocity limit due to

comparatively slow gas flow rates, but the temperature of the back wall and thus the
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corresponding limiting centerline value are low. The elevated back wall temperature achieved
with small tubes increases the limit for the stagnant case, but rapid gas flow resulting from the
small tube radius impedes the approach to this limiting value. These competing effects produce
an optimal intermediate tube radius and, not coincidentally, the design with the highest centerline

fluid temperature in Figure 6.14 leads to the highest reaction conversion and receiver efficiency.

1.00
0.98

—Design 9
------- Design 1
0.96 — -Design 3

_ 0.94
£
= 0.92
|_
0.90
0.88 _ .
0.86 . T

0.84 T \

Figure 6.14: Center tube fluid temperature in the horizontal plane aligned with
the aperture centroid for the configurations in Figure 6.12

Results from the receiver model in Chapter 5 indicate that heat transfer to the center of the
fluid/particle mixture is accomplished primarily by radiative exchange between tube walls and
entrained carbon particles. The mean radiation penetration distance is defined as the inverse of
the average volumetric absorption coefficient for the fluid/particle mixture. The absorption
coefficient is specified in Chapter 5 and is a complex function of particle size, volume fraction,
and local fluid conditions. The average absorption coefficient is calculated from the CFD model
leading to a mean penetration distance (/,,) of 1 cm, 1.6 cm, and 2 cm for designs 1, 9, and 3
respectively. The resultant ratios of radiation penetration distance to tube radius are 2.4, 1.9, and

1.5 indicating that, even for the largest tubes, radiative transfer to the tube centerline is not
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hampered by absorption at the outer edges. Thus while convective and conductive heat transfer
to the center of the tube would be hindered by large tube radius, this is not the case for radiative

transfer.

6.5.3 Relationship between responses

Figure 6.15 illustrates a strongly positive correlation with a correlation coefficient of 0.87
between the receiver efficiency and the ratio of energy used for the reaction to energy transferred
into the tubes (7;). Conversely, the correlation coefficient between the receiver efficiency and
the fraction of the solar energy transferred into the tubes (7,) is only -0.08 implying that tube
positional modifications resulting in improved absorption efficiency alone are not an effective

means of enhancing receiver efficiency.
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Figure 6.15: Receiver efficiency from Design 2 as a function of (a) #; and (b) 7,

Relationships between receiver efficiency and cavity wall solar absorption efficiency, average
tube residence time, and maximum conversion are analogous to those depicted in Figures 6.6-
6.8 and are not repeated here. The linear relationship between receiver efficiency and average

carbon conversion is shown in Figure 6.16 to be even stronger than that illustrated in Figure 6.6
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with a correlation coefficient exceeding 0.99 for the conditions considered here. This linear
relationship may not be retained at carbon feed rates higher than those considered in Figures 6.8
or 6.16. While a positive correlation exists between efficiency and maximum conversion, the
correlation coefficient is only 0.62. Thus, as indicated by the results from Design 1, improving
reaction conversion in the outlying tubes is a more effective method of enhancing receiver

efficiency than increasing conversion in the center tube alone.
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Figure 6.16: Receiver efficiency from Design 2 as a function of
average reaction conversion

6.6 Design 3

Results from the two fractional factorial design studies detailed above clearly indicate
that the best tube configurations minimize the fraction of the carbon feed positioned outside of
the concentrated solar beam and that receiver operating conditions strongly impact performance.
In these studies, the only effective means of concentrating the carbon feed in the center region of
the receiver was removal of the outermost absorber tubes. Alternatively, the outer tubes can be
retained in place and a non-uniform distribution of carbon utilized such that the carbon feed rate

for the center tube exceeds that for the outermost tubes. The center tube radius must be
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correspondingly increased to maintain a nominally constant residence time at standard
conditions. The parameter f, is defined as the ratio of the center tube cross-sectional area to that
of any of the identically-sized outer tubes and introduced into the optimization studies. Tube
positions are again calculated from method A in Appendix C with parameters f;, f,, f1, and A,
held constant at their low values in Table 6.1 as these parameters failed to influence receiver
performance in previous calculations. Parameters describing inert gas and steam flow rates are
maintained at R; = 1 s and Ryeum = 1 as an increase above these levels produced a detrimental
impact on receiver performance in previous calculations. The remaining eight parameters
including f; are evaluated in a resolution IV 2%* fractional factorial design with low and high
factor levels provided in Table 6.8. Though results from Design 2 unambiguously indicated
optimal low values of A4/A,, and N, these results required removal of outer tubes to
preferentially concentrate the carbon feed in the solar beam. As the parameter f, now provides an
independent mechanism for accomplishing this goal, the 4/4,,,x and N,,,, parameters are retained
in the current design for comparison. This comparison allows for assessment of whether the
design is best served by allowing energy to reflect off of the cavity wall after traveling through
the empty space vacated by the outer tubes, or by allowing the outer tubes to function as radiant
absorbers with minimal carbon feed rate. Designations of repeated geometric factors are kept
identical to those in Table 6.4 to produce overlap in receiver configurations and reduce pre-
processing effort. Design generators for the 2** fractional factorial design are E = BCD,
F=ACD, G = ABC, and H = ABD. Calculations are carried out for both the range of Qs shown
in Table 6.8 and for O, = 7-8 kW. To limit computational expense, factor levels for the high

range of Qs are coded such that 8 kW replaces 6 kW as the “low” level.
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Table 6.8: Factor levels for Design 3 (2** fractional factorial):
reflectivity cavity

Factor Name Low level High
level
A A/A pax 0.6 1
B ¥/ max 0.6 1
C Amax 5 9
D 1 1 3
E 1 0.6 1
F Creed 2 g/min 6 g/min
G Veav 3.6 in 4.8 in
H O 6 kW 7 kW

Calculated receiver efficiency ranges from 0.4-8.4%, representing 4-39% or 4-54% of the
efficiency at complete carbon conversion for solar inputs of, respectively, 6-7 kW or 7-8 kW.
Maximum carbon conversion ranges from 7-58% or 7-75% and maximum temperature varies
between 1530-1980 K or 1610-2170 K for, respectively, 6-7 kW or 7-8 kW. Note that the
elevated power input raises temperatures above those reasonable for continuous operation of the
silicon carbide tube material in an oxidizing environment. Furthermore, maximum solar energy
flux absorbed at any point in the receiver increases from 474-1590 kW/m® for 6-7 kW to
570-2200 kW/m? for 7-8 kW. Localized tube cracking and material weakness are commonly
encountered at the front of the center tube during on-sun experimental operation of the existing
receiver with a solar power input exceeding 5.5 kW. Though the temperature at the inner tube
surface is predicted to be less than 1700 K at this solar power input, calculations from the Monte
Carlo model indicate an absorbed solar flux of 1100 kW/m® at the external tube surface.
Material weakness may result from large localized temperature gradients occurring when
conduction away from the tube surface is not rapid enough to distribute the absorbed energy, and

thus it is desirable to restrict the maximum absorbed solar flux to values below 1100 kW/m?>.



249

This restriction places limitations on physically reasonable combinations of tube positions, cavity

radius, and power input.

6.6.1 Evaluation of effects

Table 6.9 presents the main effects and binary interactions for receiver efficiency
calculated from the fractional factorial design described in Table 6.8 with factors ordered from
high to low effect magnitude at the lower of the two solar power ranges. Recall that low/high

factor levels for Q; are reversed in the 7-8 kW calculations.

Table 6.9: Effect magnitudes for Design 3 (2% fractional factorial): reflective cavity

Effect Effect Effect Effect
(6/7kW) (8/7kW) (6/7kW) (8/7kW)

Feav -1.79% -1.74% AD -0.67% -0.80%

AlA e -1.77% -1.96% 1 0.66% 0.86%

Croed 1.59% 2.28% Nonax -0.52% -0.50%

O 1.35% -0.05% AH -0.48% -0.30%

AG 1.08% 0.39% AB 0.39% 0.19%

P/ ¥ max -0.97% -0.84% AE -0.12% -0.13%

1 -0.92% -0.96% AC 0.003% 0.04%
AF -0.89% -0.94%

Parameters 7.4y, A/Amar, and Creq have the strongest impact on receiver performance while the
effect of £, is less than half that of 4/A4,,. regardless of solar power input. Thus while both
factors position more carbon within the solar beam, it appears that removing the outer tubes and
allowing energy to reflect off of the cavity walls is more effective than keeping the tubes in place
to function as radiant absorbers. This implies that energy lost by conduction from radiant
absorber tube ends exceeds that lost by absorption at cavity walls exposed by removal of the

outermost tubes.
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Solar power input has a large positive impact on efficiency in the range of 6-7 kW, but
becomes negligible for 7-8 kW indicating approach to an optimum Q; which is likely driven by
the influence of increased emission losses at high power. The full alias structures (up to tertiary
interactions) for the two most prominent binary interactions are AG+BC+DE+FH and
AF+BE+CD+GH. The AG alias chain contains both the interaction between 7/7,4c and N, and
that between O, and Cr.s. Each of these interactions was included among the significant effects
in Designs 1 and 2 though the relative change in the magnitude of the interaction between
6-7 kW and 7-8 kW may imply that the interaction involving Qs dominates. Though not shown
in Table 6.9, the AG interaction exhibits negligible impact on receiver efficiency normalized by
efficiency at complete carbon conversion providing further evidence for the dominance of the
Qy/Creq interaction. The AF alias chain includes both the interaction between f> and 7/7,,. as
well as that between r.,, and Q,, both of which were previously identified. Apart from O, and
AG, the magnitudes of each main effect and binary interaction remain relatively unchanged for
the two solar power ranges suggesting that optimal receiver configurations may be similar over a

wide range of solar input.

6.6.2 Relationship between responses

Relationships between receiver efficiency and #;, 75, Xavg, and X, are similar to those
shown in Figures 6.5-6.7 and 6.15-6.16 and the corresponding figures are not repeated here.
Receiver efficiency can be nearly linearly correlated to #; and X,,, with correlation coefficients
of 0.95 for #;, and 0.98 or 0.99 for X,,, with low or high carbon feed rate, respectively. Optimal
efficiency again occurs at intermediate 7, with the best designs allowing energy to reflect off of
the cavity wall. Figure 6.17 illustrates the relationship between receiver efficiency and fraction

of energy lost by either emission or tube conduction for calculations with 6-7 kW solar power.
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Positive correlation (» = 0.62) occurs between efficiency and emission losses whereas negative
correlation (» = -0.63) exists between efficiency and tube conduction losses. This corroborates
the conclusion that keeping outer tubes in place to function at radiant absorbers, with the
concomitant increase in tube conduction losses, is not an effective means of improving receiver
performance. A third mechanism of energy loss occurs through reflection of solar energy or
solar absorption by actively cooled surfaces and accounts for 15-34% of the solar input. A weak

positive correlation ( = 0.35) occurs between efficiency and solar absorption/reflection losses.

9% 9%
8% | * 8% '
7% - 7%
&% - + &% .
5% - 5%
= 4% - . = 4% )
3% - M ) 3% LT
2% . e 2% P .
1% - . 1% . . *
0% - * 0% - : : ; . W
0% 10% 20% 30% 40% 50% 0% 10% 20% 30% 40% 50%  60%
Loss by IR transmission and absorption Loss by tube conduction
(a) (b)

Figure 6.17: Relationship between efficiency from Design 3 and the fraction of
energy lost by (a) emission and (b) conduction along tube length

6.7 Design 4

Results from the previous three sections indicate that receiver configurations capable of
achieving high efficiency typically contain three tubes clustered within the center of the receiver
and pushed toward the back cavity wall. These designs are characterized by low A/A,, and
Npax. All configurations with tubes residing outside the initial solar beam fail to achieve high
conversion in the outermost tubes and suffer from large tube conduction losses. Thus tube
configurations must be specified such that all tubes are placed in the solar beam; however, given

parameter definitions detailed in Figures 6.1 and 6.2, only designs consisting of three tubes or
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less are capable of meeting this specification. It remains to be seen if tube configurations
consisting of more than three tubes placed within the solar beam offer any additional advantage.
To this end a second method for specification of tube positions (method B) is detailed in Figure
6.3 and Appendix C. Figure 6.18 illustrates profiles of solar energy incident on the wall of an
empty blackbody cavity at three distinct vertical coordinates and as a function of angle £ with
Feav = 9.14 cm (3.6 in). High solar incidence occurs in the region defined by 6, = 90° over the
entire cavity height. Solar energy incident on the cavity wall between f = 60° and f = 130°

originates from the secondary angular bands visible in Figures 5.3 and 5.4.
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Figure 6.18: Solar energy incident on the cavity wall with ., =9.14 cm
in the absence of absorber tubes
Geometric receiver configurations based on the four factors specified in Table 6.10 are
investigated in a 2*" fractional factorial design consisting of eight simulations with constant
Teav = 9.14 cm, Oy = 7 kW, Cpeq = 6 g/min, and 6, = 90°. Efficiency ranges from 3.5% to 8.6%
and the main effects are provided in Table 6.10. The number of tubes produces a strongly
negative effect indicating that increasing the number of tubes does not improve receiver

efficiency even when all tubes are contained within the solar beam. Furthermore, both factors
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r/rmax and f> have relatively strong positive impacts indicating that, for this cavity size, tubes
should remain along the back cavity wall with as large of a radius as possible. Binary
interactions produce effects of 0.83%, -0.85%, and 0.51%, well under those calculated for three

of the four main effects.

Table 6.10: Factor levels and main effect magnitudes for Design 4 (2*" fractional factorial):
reflective cavity

Factor Name II; 3?1 ﬁg’:} Effect
A P/ max 0.7 1 1.46%
B I 1 2.5 0.72%
C N 3 5 -2.48%
D fr 0.6 1 1.64%

6.8 Design 5

All results from previous sections point toward an optimal three-tube receiver
configuration with tubes residing near the back cavity wall and within the central region of the
cavity. Tables 6.2 and 6.9 indicate that increasing 7.,, above 9.14 cm is detrimental, but values
of 7..» below 9.14 cm have not yet been investigated. Figure 6.19 shows that the critical angle
over which the largest quantity of direct solar energy is received is approximately independent of
cavity radius between 6.6 and 9.14 cm. Cavity size, solar power, and carbon fed rate all strongly
impact receiver performance, but optimal conditions cannot yet be ascertained as the previous
studies do not assess response curvature. A central composite design (CCD) is utilized for this
purpose and tube positions are specified using method B in Appendix C with constant 8, = 90°

and N = 3 regardless of cavity size.
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Figure 6.19: Solar energy incident on the cavity wall in a horizontal plane aligned with the
aperture centroid for r.,, = 9.14 cm, 7.9 cm, and 6.6 cm in the absence of absorber tubes

Parameters f> and 7/r,,, are important either as single factors or through binary interactions.
Design 4 exclusively contains configurations approaching an optimal arrangement and indicates
that, for r., = 9.14 cm, the highest efficiency is achieved with f> = r/#,, = 1 such that
excessively small tube radii are prohibited. The optimal values of f> and 7/r,,, are unlikely to
decrease with cavity size and physical constraints prohibit increase of f> and 7/#,,,, above unity.
Increasing the cross-sectional area of the center tube relative to that of the outer tubes produces a
slight improvement in receiver efficiency, but an optimal £, has yet to be determined. A four-
factor CCD based on a full 2* factorial design requires an identical number of calculations as a
five-factor CCD based on a half-fraction of a 2° factorial. As the 2°' fractional factorial is a
resolution V design free from aliasing between main effects and binary interactions, there is little
computational benefit to choosing the four-factor CCD assuming tertiary and higher interactions
are insignificant. For this reason the parameter f; is added into the CCD alongside 7cqy, O, Creed,
and f, though previous results clearly suggest that optimal designs will set /> equal to unity. A
face-centered CCD is employed to avoid extreme values and because physical constraints

prohibit f> from exceeding unity. The resulting factor designations and low/high levels are
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summarized in Table 6.11. Ranges for f5, f,, O,, and Cp.q are raised above those previously
investigated as prior results indicate optimal performance at high levels. Specification of tube
positions and operating conditions is completed by holding the remaining parameters constant at:

0.=90°, N=3,11=0, 9/rmax=1,£,=0, =0, heay =8 in, Ryseam =1, and R;=0.5s™".

Table 6.11: Factor levels for Design 5 (five factor CCD): reflective cavity

Factor Name Low High
level level
A 1 0.7 1
B 1 1.5 3
C Veav 2.61n 3.6 in
D O 6.5kW | 7.5kW
E Croed 4 g/min | 8 g/min

The resulting receiver efficiency ranges from 6.9-13.1% with maximum temperature and
reaction conversion varying between 1753-2209 K and 27-66% respectively. Notably the
difference between the high and low maximum tube temperatures in any receiver configuration
is less than 300 K, well below the 700 K observed for configurations studied in Design 1. Small
cavity radius leads to absorbed solar flux as high as 2422 kW/m?” and thus selection of an optimal
design must include consideration of and, ideally, minimization of absorbed solar flux. Heat loss
by tube conduction now accounts for only 17-35% of the total solar energy, whereas this value
reached as high as 60% for unoptimized designs in Figure 6.9 and 6.17. Conversely, emission
losses account for 33-42% of the total solar energy and are slightly higher than those observed
for unoptimized designs in Figures 6.9 and 6.17.

A second order response surface model is fit to the predicted efficiency at treatment
combinations dictated by the central composite design yielding an adjusted R* value of 0.93.

This simple model is capable of approximating efficiency at any CCD point within 0.5%.
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Second order response surface models are also fit to the maximum absorbed solar flux and
maximum tube temperature. Optima in the efficiency response are evaluated via the response
surface model based on constraints imposed on the maximum absorbed solar flux shown in Table
6.12. The unconstrained optimum for this range of conditions produces a maximum efficiency
of 13.2%, but the absorbed solar flux reaches nearly 1300 kW/m® with surface temperature
exceeding 2000 K. Results in Table 6.12 indicate that the solar flux can be reduced to 1000
kW/m? while sacrificing less than 1% efficiency. Minimal variability in tube positions is noted
for the configurations identified in Table 6.12. The selection of an optimum design capable of

satisfying the solar flux constraint is largely driven by cavity size, solar power input, and feed

conditions.
Table 6.12: Optimal design parameters and results for a reflective cavity
Max q ”s,abs : Cféed
(kW / mZ) n Tmax (K) ﬁ ﬁ Veay (lll) Qs (kW) (g /Il’lll’l)
900 11.5% 1885 1 1.5 3.17 7.19 7.35
1000 12.3% 1921 1 1.5 3.07 7.47 7.56
1100 12.7% 1959 1 1.5 2.88 7.50 7.60
1200 13.0% 1992 1 1.5 2.73 7.50 7.60
1295 13.2% 2020 1 1.5 2.60 7.50 7.65

A representative set of contour plots generated from the response surface models for
efficiency and absorbed solar flux are illustrated in Figure 6.20. All plots are generated in the
vicinity of the optimum with the remaining three factors held constant at >, = 1, f, = 1.5,
Tewv = 3.07 1n, Qs = 7.47 kW, and Cyeq = 7.56 g/min. Maximum absorbed solar flux is controlled
largely by the cavity radius. As expected, optimal designs retain high /> with reductions in f>
increasing the maximum absorbed solar flux while failing to produce any improvement in

receiver performance.
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Interactions between f> and r., as well as Oy and Cpes are plainly evident in Figure 6.20.
Decreasing f> has an adverse impact on receiver performance for any configuration, but this
effect becomes comparatively more prominent at small cavity size. Similarly, receiver efficiency
always increases with solar power under the conditions employed in Figure 6.20, but the impact
of solar power is diminished when efficiency is restricted by low carbon feed rate. Maximum
absorbed solar energy is primarily controlled by cavity radius and f>, each of which dictates the
proximity of the tube array to the focal point. Absorbed solar flux increases rapidly as the cavity
radius decreases below 3 in, but decreases relatively slowly for a cavity radius above 3 in. As
such, Table 6.12 shows that optimal designs for various solar flux constraints are clustered near a
cavity radius of 3 in. All optimal designs maintain f, at the lower boundary given by f. =1.5
though Figure 6.20 indicates that variations in efficiency with f, are extremely weak and thus a
decrease in f. below the lower limit is not likely to produce appreciable improvement in receiver

performance.

6.9 Comparison of optimal and original designs

The optimal reflective cavity configuration is selected from Table 6.12 as that which
produces a maximum absorbed solar flux of 1000 kW/m®. Calculation results from the
combined Monte Carlo, finite volume and CFD models with Cpeq = 7.56 g/min and
Qs = 7.47 kW are illustrated in Figure 6.21 and summarized in Table 6.13. Temperature profiles
in Figure 6.21 exhibit a longer heated length and improved uniformity in tube temperature
distributions compared to those for the existing configuration in Figure 5.18. Correspondingly,
carbon conversion occurs throughout a larger tube region than that identified for the existing

design in Figure 5.22.
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Figure 6.21: (a) Profiles of temperature (K), (b) profiles of vertical velocity (m/s) in vertical
and horizontal receiver slices, and (c) profiles of center tube carbon mass fraction for the
optimal reflective cavity design

The response surface model predicts efficiency of 12.3%, maximum temperature of 1922 K, and
maximum absorbed solar flux of 1000 kW/m?, all in close agreement with results from the
detailed radiation and CFD model displayed in Table 6.13. Corresponding calculation results for
the existing design under identical operating conditions are also shown in Table 6.13, though
operation of the existing receiver under these conditions is physically unrealistic. The optimal
design is predicted to achieve a solar-to-chemical efficiency nearly three times greater than that
of the original design with this improvement predominantly originating from enhanced energy
utilization within the tubes. The approximate net absorption efficiency (7;) is nearly 10% lower
than that of the original design as more solar energy is allowed to strike the cavity wall. Yet the
existing design utilizes only 10% of energy transferred into the tubes for the chemical reaction,

while the corresponding value for the optimal design approaches 30%.
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Table 6.13: Comparison of optimal and original reflective cavity
receiver designs with O, = 7.5 kW and Cgeq = 7.6 g/min

Optimal Original
n (%) 12.0 4.9
Konax | Xavg (%0) 45741 44 /23
1 (%) 29.7 10.0
12 (%) 40.6 49.7
Max g s aps (KW/m?) 1023 1520
Center tube Oy .»/O; (%) 36.7 32.8
Outer tube Qs ./O; (%) 21.5 16.0/7.3
Center tube Tjon (K) 1929 1944
Center tube Ty, (K) 1629 1546
Outer tube T,,4, (K) 1817 1631/ 1450
Nbes 3 5

Ttube, center (10) / P ourer (1) | 0.49 /0.40 0.50/0.50

Heat losses
(% of solar input)

Solar reflection 11.7 12.4
Solar absorption 7.5 7.3

IR transmission 12.0 8.4

IR absorption 23.8 14.6
Tube conduction 30.0 44.6
Cavity wall convection 4.2 7.2

Superior energy utilization in the tubes of the optimal design can be attributed to both a more
uniform distribution of absorbed energy around the tube circumference as well as removal of
tubes situated in regions which do not receive sufficient solar energy to attain high reaction
conversion. Each outer tube in the optimal design absorbs more than 21% of the solar energy
leading to maximum outer tube temperatures exceeding 1800 K. Outer tubes in the original
design absorb at most 7-16% of the solar energy leading to maximum temperatures 170-350 K
cooler than those predicted for the optimal design. As all tubes can be utilized for reaction,

conductive heat loss from the tubes in the optimal design is responsible for only 30% of the solar
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energy, compared to 45% in the original design. In accordance with Figures 6.9 and 6.17
emission losses are not minimized in the optimal design and account for 35% of the solar energy
compared to 23% in the original design. The optimal design improves receiver performance
while simultaneously reducing the maximum absorbed solar flux by nearly 500 kW/m® and
lowering the front/back temperature discrepancy at the center tube by 100 K.

The center tube conversion for the optimal design is nearly indistinguishable from that
for the original design despite a higher carbon feed rate and the concomitantly reduced residence
time. Figure 6.22 illustrates profiles of the absorbed solar energy flux and temperature around
the center tube circumference at three distinct vertical positions representing locations aligned
with the aperture centroid (y = 0), the top of the aperture (y = 4.9 cm), and a point midway

between the two (y =2.5 cm).
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Figure 6.22: Profiles of (a) absorbed solar flux and (b) temperature around
the center tube circumference as a function of vertical position

The optimal design reduces the solar energy absorbed at the front of the tube while allowing a
greater quantity of energy to reach the back of the tube thereby producing a more uniform
temperature distribution around the surface. Furthermore, positioning the tube array in the back

of the cavity increases the distance between the array and the focal point and allows the solar
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beam to spread in the vertical dimension. This leads to increased solar absorption at the vertical
extents of the aperture and results in both a longer heated tube length and diminished

temperature gradients at the surface.

6.10 Evaluation of the optimal design at 1 MW

Industrially-scaled receivers can be expected to achieve higher efficiency than laboratory-
scale designs due to low surface-to-volume ratios, particularly when convective and conductive
losses are predominant. The impact of receiver scale on heat loss mechanisms and efficiency is
assessed by scaling up the optimal configuration selected for 5-10 kW solar power to 1 MW.
The window aspect ratio is kept identical to that in the existing laboratory-scale receiver and
surface area is scaled proportionally to the solar power input. Solar flux as a function of
dimensionless position at the window surface is assumed identical to that used in the models
described above. All receiver dimensions are scaled in relation to the aperture size and flow
rates are scaled in accordance with the solar input. The resulting tube radius is larger than the
optimal laboratory-scale design by a factor of 11.6. Though flow is clearly laminar in the small-
scale design with a Reynolds number less than 500, flow through the larger tubes is characterized
by a Reynolds number between 2000-7000 depending on operating conditions. Computational
fluid dynamics models for the large-scale receiver are carried out with a standard k-¢ closure
model and the Reynolds averaged Navier-Stokes equations [25] in place of the simple laminar
flow model used in the small scale design.

Table 6.14 provides calculations of receiver efficiency, reaction conversion, tube
temperatures at the horizontal center plane, and heat losses for the design in Figure 6.21 at both

7.5 kW and 1 MW. Temperature profiles at the front and back surfaces of the center tube are
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illustrated in Figure 6.23 as a function of the dimensionless vertical position with y/L = 0 defined

at the top of the tube.

Table 6.14: Performance of the optimal small-scale reflective cavity receiver
configuration at 7.5 kW and 1 MW

7.5 kW 1 MW
7 (%) 12.0 22.2
Konax | Xavg (%0) 45 /41 77177
1 (%) 29.7 73.8
12 (%) 40.6 30.1
Center tube T}, (K) 1929 1942
Center tube Tpur (K) 1629 1452
Outer tube T, (K) 1817 1856
Heat losses
(% of solar input)
Solar reflection 11.7 11.8
Solar absorption 7.5 7.6
IR transmission 12.0 15.1
IR absorption 23.8 30.3
Tube conduction 30.0 12.6
Cavity wall convection 4.2 4.9

The calculated receiver efficiency is 22%, though the linearly scaled flow rates from the small
scale design may not be optimal at 1| MW. Maximum temperatures are analogous between
designs with an increased center tube front / back temperature discrepancy at 1 MW arising from
a comparatively larger tube radius. Tube conduction losses are substantially diminished at
1 MW as a result of a comparatively larger distance physically separating the hot zone from the
top and bottom cooling zones. Emission losses by means of transmission or absorption by
cooled cavity surfaces are correspondingly increased. Figure 6.23 indicates that the
dimensionless heated tube length at 1 MW is substantially longer than that at 7.5 kW, and

extends to just below or above the top and bottom cooling zones at y/L = 0.14 and 0.86
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respectively. The longer heated length leads to higher conversion, improved utilization of
energy transferred into the tubes (high #;), and higher efficiency, while the increased emission
losses lead to lower absorption efficiency (low #,) compared to that predicted for the 7.5 kW
receiver. The shift in the dominant mode of heat loss from conduction to emission implies that
optimal designs at the laboratory scale may not necessarily be representative of optimal designs
at an industrial scale. Characteristics of the large-scale receiver, namely long heated length,
efficient energy utilization in the tube fluid, and minimal conductive losses, resemble those
representative of absorbing cavity designs analyzed in the subsequent chapter. Optimization of
the large-scale reflective design may more closely adhere to the principles discussed therein than

those observed for a small-scale reflective cavity.
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Figure 6.23: Center tube front and back temperature as a function of
dimensionless vertical position for 7.5 kW and IMW

6.11 Conclusions

The effects of fifteen distinct parameters describing receiver geometry, cavity size, and
operating conditions on solar-to-chemical receiver efficiency were examined by means of a

series of fractional factorial and central composite design studies. Geometric parameters were
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defined relative to a base design in which all tubes were arranged in a semicircle around the back
cavity wall, and allowed for variations in the number, radius, and spatial arrangement of tubes.
All designs were assessed for steam gasification of acetylene black via the computational model
coupling heat, mass, momentum, chemical reaction, and radiation phenomena detailed in
Chapter 5. Optimal designs were selected on the basis of the solar flux profile generated by the
High Flux Solar Furnace at the National Renewable Energy Laboratory with solar power
restricted to 8 kW. Variability in efficiency between individual receiver designs was dominated
by cavity radius, solar power, and carbon feed rate.

Tubes positioned outside of the solar beam failed to reach temperatures high enough to
carry out the gasification reaction and instead functioned as heat sinks conducting energy away
from the hot zone and toward upper and lower cooling zones. Calculations indicated that
conduction losses dominated over emission losses and thus maximizing the net absorption
efficiency alone was not an effective means of improving receiver performance. Ideal
configurations allowed a fraction of the solar energy to strike and reflect off of the cavity wall
despite associated absorption losses. The reflected energy was preferentially directed toward the
back side of the tube array and enhanced uniformity in distributions of absorbed solar energy and
temperature around each tube surface. Thus providing energy to the tubes in manner conducive
to energy utilization was more crucial than maximizing the net quantity of energy supplied.

Geometric receiver configurations yielding high efficiency typically contained three
tubes clustered within the center of the receiver and situated near the back cavity wall. An
optimal intermediate tube radius arose from competing effects pertaining to temperature
uniformity and fluid velocity or residence time. In the limit of zero fluid velocity, radiative

exchange between tube walls and entrained carbon particles dictates that the centerline
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temperature reaches, at best, a value intermediate to that attained at the front and back walls.
Designs with small tubes allowed more solar energy to reflect off of the cavity wall than
analogous designs with large tubes, and were characterized by a comparatively more uniform
front/back temperature distribution and a correspondingly high centerline temperature in the
zero-flow limit. However rapid centerline gas velocity resulting from the laminar flow profile
and small tube radius impeded the approach of the actual centerline temperature to this limiting
value. The centerline temperature in designs with large tubes more closely approached the
theoretical zero-flow limit owing to comparatively slow gas velocity, but the limiting value was
restricted by a low back wall temperature. Heat transfer within the tubes was predominantly
governed by radiative exchange and the mean radiation penetration distance exceeded the tube
radius for all designs indicating that, unlike convective and conductive transport, radiative
transfer to the centerline was not hindered by a large tube size.

The unconstrained optimum solar-to-chemical efficiency determined from calculations in
this study was 13.2%. A more physically realistic receiver design constrained the maximum
absorbed solar flux to at most 1000 kW/m? and retained an efficiency of up to 12.3%, more than
twice that of the original receiver configuration under identical operating conditions. The solar
flux constraint was primarily enforced by cavity radius with minimal variability in spatial tube
configurations noted between constrained and unconstrained designs. The optimal design was
characterized by lower net absorption efficiency than the original design, but the absorbed
energy was utilized more effectively within the tubes leading to conduction losses of only 30%
of the solar input, compared to 45% for the original design. The optimal small-scale design was
scaled linearly to accept 1 MW solar power and the predicted efficiency for the large-scale

design exceeded 22% despite potentially unoptimized feed rates. The large-scale design was
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characterized by comparatively low conduction losses, high emission losses, and superior
utilization of absorbed energy. A shift in the dominant mode of heat loss from conduction to

emission implied that optimal designs at the laboratory scale may not necessarily be

representative of those at an industrial scale.

Nomenclature

A total tube surface area per unit length

Crocd total carbon feed rate

G molar heat capacity

d; distance between tube walls

d, minimum distance between cavity and tube walls
fi parameter describing offset of the back of the tube array toward the window
1 parameter describing tube semicircle radius
fo parameter describing offset of entire tube array toward window
I ratio of center tube cross-sectional area to outer tube cross-sectional area
fs parameter describing tube staggering

hear cavity height

I mean penetration distance for radiation

ne, inlet molar flow rate of carbon

Noax maximum number of tubes

q"; . energy flux transferred into tube solid

9" 1R abs emitted energy flux absorbed by tube i

9" 1R.emitied energy flux emitted by tube i

9" sorar.avs solar energy flux absorbed by tube i

Oreaction energy used to carry out the endothermic reaction

Os solar power (kW)

Oibes energy transferred into the tube solid material

r

correlation coefficient
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Veav cavity radius

2 inner tube circle radius

7o outer tube circle radius

¥o.max maximum radius of outer tube semicircle

7 tube radius

R; standard inert gas flow rate / individual tube volume in front of window

Rteam molar ratio of steam to carbon feed rate

T temperature (K)

X fractional carbon conversion

n solar-to-chemical receiver efficiency

N ratio of energy used for reaction to energy transferred into tubes

N2 ratio of energy transferred into tubes to solar energy input

Nabs.net net absorption efficiency

Nmax,C receiver efficiency at 100% carbon conversion

Nimax,rad receiver efficiency if all solar energy not lost by emission of reflection is utilized

0. angular extent of tube array measured from cavity centroid

p density

O velocity

AH enthalpy of reaction
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Chapter VII

Optimization studies for a multiple tube solar receiver based on
combined radiation and computational fluid dynamics modeling:
Absorbing cavity

7.1 Abstract

A three-dimensional, steady state computational model coupling radiative transfer with
fluid flow, heat transfer, mass transfer, and chemical reaction kinetics for steam gasification of
acetylene black is utilized to investigate the impact of parameters describing operating conditions
and tube configurations on the solar-to-chemical efficiency of a multiple tube solar receiver with
insulated absorbing cavity walls. Geometric factors are defined relative to a base design in
which all tubes are arranged in a semicircle around the back cavity wall and allow for variations
in cavity size, and number, radius, and arrangement of tubes with both staggered and non-
staggered arrangements considered along with factors allowing for offset of all or part of the tube
semicircle toward the aperture. Tubes enclosed within an insulated absorbing cavity reach
higher temperature than those within a cooled reflective cavity, with longer heated tube length
and enhanced uniformity in temperature distributions arising from absorption of radiative energy
emitted by the heated cavity wall. The ensuing reaction conversion and solar-to-chemical
efficiency is correspondingly higher than that predicted for reflective cavity designs.
Calculations indicate that maximizing net absorption efficiency and tube residence time while
simultaneously minimizing solar energy incident on the cavity wall are critical to enhancing
receiver performance. As such, ideal tube configurations are characterized by the maximum
physically allowable tube size. Unlike reflective cavity designs, positioning tubes outside of the

initial solar beam only detrimentally impacts receiver performance at excessively large cavity
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size. Optimal designs typically contain three or five tubes arranged in a semicircle at the back
cavity wall and calculations predict up to 35% solar-to-chemical receiver efficiency with
temperature constrained at or below 1900 K. Enhanced efficiency over the tube configuration in
the existing design is attributed to comparatively higher net absorption efficiency and increased

residence time.

7.2 Introduction

The vast majority of receiver concepts proposed in the literature for high temperature
solar-thermal processes include a heavily insulated refractory cavity wall [1-6], while cooled
reflective cavity walls are encountered less frequently [7, 8]. Reflective cavity receivers are
characterized by minimal thermal mass and are thus ideal for non-continuous experimental
operation. However, utilization of a reflective boundary necessitates active cooling of outer
surfaces as surface reflectivity of typical materials cannot be preserved in high temperature
oxidizing environments. Furthermore, uncontrollable environmental variables produce an
inherently transient solar input even during daylight hours. Absorber tubes cool rapidly in
response to disruptions in solar power arising from passing clouds and thus tube materials are
frequently and unavoidably exposed to thermal shock. Though the comparatively larger thermal
mass and diminished surface area to volume ratio present at a large scale may marginally
improve this behavior, reflective cavity receivers are likely infeasible for continuous operation at
an industrial scale. The receiver cavity may alternatively be constructed of a refractory material
and surrounded with an extensive insulation layer, thereby allowing heating of the cavity wall
along with associated thermal emission. The considerable thermal mass theoretically allows for
superior maintenance of internal receiver temperatures in response to transient interruptions in

the power input [9-12]. Receiver efficiency for absorbing cavity designs scaled to accept up to



273

10 kW solar power typically ranges from 1-10% with heat losses primarily arising from emission
(30-55% of QOsoiar) and conduction (30-65% of Qsear) [6, 9, 13-18]. Conductive losses are
frequently attributable to active cooling of the quartz window, despite the heavily insulated
cavity wall.

Only a limited number of studies detailed in the literature explore geometry optimization
at a fixed scale [19-22], and these studies are commonly based on simplified receiver models
which may not accurately depict all relevant physical and chemical processes. In the current
study optimization calculations are carried out via a three-dimensional, steady state
computational model coupling radiative transfer with fluid flow, heat transfer, mass transfer, and
chemical reaction kinetics for steam gasification of acetylene black. The model described in
Chapter 5 is modified to be valid for an absorbing insulated cavity and used to provide a
physically realistic depiction of transport processes, temperature distributions, and chemical
reaction kinetics. Sets of parameters describing receiver geometry and operating conditions are
investigated by means of a series of fractional factorial and central composite design studies
[23]. Fractional factorial designs are chosen to be, at minimum, resolution IV implying that
main effects are aliased solely with tertiary interactions or higher [23]. All tube configurations
originate from a base design with tubes arranged in a semicircle around the back cavity wall, and
parameters describing receiver geometry and operating conditions are defined identically to
those employed in the reflective cavity optimization studies in Chapter 6. Detailed calculations

governing tube positions are described in Appendix C.

7.3 Receiver model

The experimentally validated computational model for heat, mass, momentum, chemical

reaction, and radiation phenomena occurring in a reflective cavity receiver is detailed in Chapter
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5 and summarized in Chapter 6. Calculations in this study are restricted to reactor configurations
receiving at most 8 kW of solar energy with an aperture size identical to that of the existing
reflective cavity receiver depicted schematically in Figure 1.1. The flux profile at the quartz
window surface is that produced by the High Flux Solar Furnace (HFSF) at the National
Renewable Energy Laboratory (NREL) as detailed in Chapter 5. All calculations are carried out
with the ray directions and flux profile shape generated assuming an attenuator opening of 50%,
and flux values are scaled linearly to yield the desired total power. Given the elevated
temperatures necessary to achieve sufficient reaction conversion, the preferred tube material is
silicon carbide. All calculations in this study are carried out with spatial mesh elements sized
similarly to those producing a grid-independent solution for the existing receiver configuration in
Chapter 5. Finite solid angle extents are specified as described in Chapters 4 and 5 by
Ny=N,=1.

Extension of the reflective cavity model described in Chapter 5 to an insulated absorbing
cavity configuration is accomplished via modification of cavity wall boundary conditions.
Specularly reflective polished aluminum cavity walls are replaced with diffuse-gray surfaces
having a uniform absorptivity and emissivity of 0.85, with remaining material properties taken to
be those of zirconia. Boundary conditions at the external cavity and tube walls are, for
simplicity, derived from one-dimensional axial or radial conduction through the insulating layer.
Heat flux conducted away from the external wall is described by equation 7.1 or 7.2 for,
respectively, a cylindrical or planar surface where 7., is the temperature of the external
insulation surface, 7, is the wall temperature, and L, is the thickness of the insulation.

q;z k(Tw_Text) (71)
L
rln[1+""‘j

r
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q, = L L (7.2)
The external insulation temperature is held constant at 300 K and insulation thickness is assumed
to be 13 cm (~5 in) or 5 cm (~2 in) for cavity and tube walls, respectively, with a constant
thermal conductivity of 0.25 W/m/K. Calculations in this study are undertaken assuming a
windowed aperture with active cooling around the quartz surface employed to maintain a
constant 300 K external temperature. If tube and cavity materials are capable of withstanding
high temperature oxidizing environments, then the indirectly irradiated multiple-tube receiver
may be operated with an open aperture thereby eliminating the active cooling requirement and
associated conductive losses.

Receiver configurations are evaluated for steam gasification of 42 nm carbon particles.
Gasification kinetic parameters from Trommer et al. [24] produced superior predictions of
experimental data and are used throughout this study. Solar-to-chemical efficiency of the
multiple tube receiver was defined in equation 6.1 as the fraction of the incident solar power
used to carry out the chemical reaction including sensible enthalpy requirements for the reactive

components. Sensible enthalpy requirements for inert components or unconverted reactants are

neglected.

7.3.1 Reflective vs. absorbing cavity model results

The insulated, absorbing cavity wall reaches temperatures higher than those permitted by
a reflective surface and, through thermal emission from the heated wall, produces a longer heated
tube length, improved uniformity in tube temperature distributions and, correspondingly, higher
average reaction conversion than observed with a reflective cavity boundary. Table 7.1 provides

the solar-to-chemical receiver efficiency, maximum temperature and conversion in each tube,
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absorbed solar energy, net absorbed energy, and front/back temperature discrepancy for the
center tube in the existing design with 7 kW solar power and a carbon feed rate of 1.2 g/min per
tube. All operating conditions and simulation parameters are identical to those utilized in the
sensitivity analysis in Chapter 5.8 with a reflective cavity. Figure 7.1 displays temperature
profiles and carbon mass fraction in the center tube calculated from the computational fluid

dynamics model with either an absorbing or reflective cavity wall.

Table 7.1: Comparison of calculations with a cooled reflective or insulated absorbing cavity

wall for the existing receiver configuration

Reflective Absorbing
n (%) 3.6 19.6
1 (%) 7 75
12 (%) 49 26
Center tube AT (K) 380 246
Center tube / Front tube /
Back tube :
T e (K) 1874 /1413 /1591 | 2066/ 1778 /1907
X (%) 40/5/13 79/71/75
Ouvs, solar (KW) 23/051/1.1 22/041/1.0
Ooubs, net (KW) 0.96/0.74/0.79 0.39/0.36/0.37
Heat losses
(% of solar input) :
Solar reflection 12.4 10.3
Transmission at window 8.4 29.4
Net absorption at cavity wall 22.0 30.4
Tube conduction 45.5 5.2

Tubes enclosed within an insulated absorbing cavity reach higher temperature than those within
a cooled reflective cavity, with the temperature of the outer tubes increasing comparatively more
than that of the center tube. While the center tube maximum temperature increases by less than

200 K from reflective to absorbing cavity designs, the front and back tube temperatures increase
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by, respectively, 365 K and 306 K. Coupled with an extended heated tube length, these elevated

temperatures produce nearly uniform carbon conversion and feedstock utilization in the outer
tubes thereby yielding a more than a threefold increase in receiver efficiency for the absorbing

cavity design.
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Figure 7.1: Profiles of temperature (K) for both (a) absorbing cavity and (b) reflective cavity and
profiles of center tube carbon mass fraction for (c) absorbing cavity and (d) reflective cavity

Figure 7.1 reveals that the gasification reaction commences near the top of the center tube in the
absorbing cavity design whereas reactants flow through nearly half of the tube length in the
reflective cavity design before the reaction begins. This is a direct consequence of the
lengthened heated region illustrated in detail in Figure 7.2. Figure 7.2 provides center tube
surface temperature profiles as a function of angle f measured around the tube circumference

within horizontal planes aligned with the center of the aperture (y = 0), the top of the aperture
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(y = 5 cm), and approximately midway between the top of the aperture and the top of the cavity

(y =10 cm). The temperature at y = 10 cm and f = 0 in the absorbing cavity model is more than
750 K hotter than that predicted from the reflective cavity model. Residence time in the hot zone
is thus correspondingly longer for absorbing cavity designs and, as such, a larger carbon feed
rate is permissible. The efficiency of the absorbing cavity design improves to 29% with
18 g/min carbon while a similar modification in carbon feed rate fails to improve performance of

the reflective cavity design because residence time in the hot zone becomes inadequate.
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Figure 7.2: Profiles of temperature around the center tube circumference for
absorbing and reflective cavity configurations

Dominant heat loss mechanisms shift from conduction in reflective cavity designs to emission in
absorbing cavity designs. Heat losses arising from conduction along the length of the tubes
comprise 45% of the solar input in reflective cavity designs but only 5% in absorbing cavity
designs on account of the insulated upper and lower cavity walls. Conversely, losses by
transmission and net absorption at the cavity wall account for nearly 60% of the solar input in
absorbing cavity designs, but only 30% in reflective cavity designs. Calculations for the existing

reflective cavity receiver provided in Chapter 5 indicate that 90-95% of solar energy absorption
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at the tube surfaces occurs prior to reflection. Thus the total quantity of solar energy absorbed by
the tubular array when the cavity wall is strongly absorptive is only marginally lower than that
when the cavity wall is reflective. Yet absorption of energy emitted by the insulated cavity wall
produces a comparatively more uniform distribution of net absorbed energy. Net radiative
energy absorption at the center tube is nearly 30% higher than that at the front tube in the
reflective cavity design, but only 8% higher in the absorbing cavity design. Net radiative energy
absorption by any tube for the absorbing cavity design is at best 50% that predicted for the
reflective cavity design owing to the predominance of emission losses over conduction. Tubes
contained within the cooled reflective cavity absorb more energy, but subsequently conduct a
large fraction of this energy into the cooling zones.

Efficiency can be broken into two components as shown in Chapter 6 and equation 7.3:
the ratio of energy used for reaction to the energy transferred into the tubes (7,), and the ratio of

the energy transferred into the tubes to the total solar energy (72).

Q reaction Q tubes

(7.3)
Q tubes Qsolar

n=mn, =

Table 7.1 and results in Chapter 6 reveal that reflective cavity receiver designs are characterized
by poor utilization of absorbed energy and, as such, increasing 7, is critical to improving receiver
performance. Conversely, Table 7.1 indicates that 75% of the energy transferred into the tubes
in the absorbing cavity design is utilized to carry out the endothermic chemical reaction, yet only
26% of the solar input is transferred into the tubes. These observations suggest that, contrary to
the results in Chapter 6, enhancing performance of absorbing cavity configurations may be

closely tied to maximizing absorption efficiency.
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7.4 Design 1

A resolution IV 2" fractional factorial design consisting of 32 simulations is exploited
to investigate the four operating conditions and nine of the geometric parameters described in
Figure 6.1. Tube positions are specified via method A and the factor f, is omitted in the current
design leading to tube arrays composed of uniformly-sized cylinders. Low and high factor levels
are specified in Table 7.2. Design generators are F = ACE, G = BCE, H = ABC, J = CDE,
K =ABCDE, L = ABE, M = ACD, and N = ADE. Main effects in the resulting design are aliased
with tertiary interactions or higher whereas each binary interaction is aliased with four or five
additional binary interactions. The resulting 32 receiver configurations and simulation results

are provided in detail in Appendix D.

Table 7.2: Factor levels for Design 1 (2" fractional factorial):
absorbing cavity

Factor Name 1I;; 3\21 Efe};
A Noax 5 9
B A/A pax 0.6 1
C fi 0 0.4
D V¥ max 0.6 1
E 1 0.6 1
F 1o 0 0.15
G fs 0 0.25
H Peay 3.61in 6 in
J Neay 8 in 14 in
K Croed 2 g/min | 6 g/min
L Ryseam 1 2
M R, 1s" 2"
N O 4.8kW | 7.0 kW

Calculated solar-to-chemical efficiency is provided in detail in Table D.7 in Appendix D

and ranges from 0.2-19.4%, well above the maximum 6.4% achieved from an identical set of
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reflective cavity configurations in Chapter 6. As discussed in Chapter 6, maximum achievable
efficiency is restricted by both emission losses and carbon feed rate. Table D.7 reveals that the
maximum efficiency based on emission and reflection losses ranges from 48-80% and is plainly
less restrictive than the maximum efficiency based on complete carbon conversion which reaches
at best 38%. The ratio of the efficiency to the maximal efficiency at complete carbon conversion
reaches values as high as 92% suggesting that the range of carbon feed rates considered here may
be substantially below optimal. The difference between the highest (7},,.) and lowest (7},;,) tube
temperatures in a given configuration provides a metric by which temperature uniformity
between tubes can be assessed. This difference ranges from 50-330 K for the factor levels in
Table 7.2 and is substantially below the 110-690 K range observed for analogous reflective
cavity designs in Chapter 6. The predominance of emission losses produces a low 9-50% range

for net absorption efficiency compared to 20-78% for analogous reflective cavity designs.

7.4.1 Evaluation of effects

Table 7.3 provides the main effects and binary interactions calculated from the fractional
factorial design described in Table 7.2 for both # and #/,...c. Binary interactions are identified
based on the factor designation for the first of five or six binary interactions present in a given
alias chain. Factors are ordered from highest to lowest effect magnitude for receiver efficiency.
Similar to reflective cavity configurations, variability in solar-to-chemical efficiency between
designs is clearly dominated by carbon feed rate, cavity radius, and solar power input as designs
with large 7., or low Q; fail to attain sufficiently high temperatures to carry out the gasification
reaction and designs with low Cpres place an undesirably stringent restriction on maximum
achievable efficiency. The impact of Cr.s 1s greater than that observed in Chapter 6 as the

average conversion is comparatively higher and, in certain cases, approaches 100%. The value
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of #/Mmax.c 1 approximately equivalent to the average conversion attained in the receiver and
decreases strongly with carbon feed rate due to diminished residence time arising from the
requisite increase in steam flow necessary to maintain a stoichiometric steam to carbon ratio.
The negative effect of inert gas flow rate on receiver efficiency can similarly be attributed to
residence time. High carbon feed rates may also potentially produce shading and blocking

effects which inhibit radiative heat transfer to the tube centerline.

Table 7.3: Effect magnitudes for Design 1 (2'*™ fractional factorial): absorbing cavity

Effect Effect Effect
Ui 1/ 1max.c 1 1/ Nmax.c Ul 1/ Mmax.c
Creed 5.79% -18.66% 1 -1.02% -1.46% AB 0.32% 1.90%
0O; 4.34% 33.24% AC -0.98% -5.17% Npae  -028% -2.01%
AH 3.30% 4.5% AE 097%  4.43% AJ -0.28%  0.82%
Feav -2.86%  -10.87% AlA e -0.97%  -4.59% AF 0.27% 0.01%
R; 2.79%  -12.69% Ryean -0.94% -0.95% AK -0.27%  -2.36%
AN -1.95% -4.19% e -0.84% -2.44% BN 0.18% 0.54%
AL -1.55% -1.50% BD -0.75% -4.55% ABD  -0.18% -2.23%
AM  -1.54% -6.52% AG -0.50% -0.87% fs 0.10% -3.01%
AD 1.07% 6.19% ABN  -041% 0.70% fo -0.04%  0.98%
BM  -1.03% -4.17% ABM  0.39% -0.64% Neay 0.01% -1.54%
fi 0.00%  -0.32%

As noted for Design 1 in Chapter 6, identification of significant geometric parameters is
hindered by the large spread in receiver efficiency and the dominance of operating conditions
and cavity size. The combination of low Qs and high r.,, severely limits tube temperatures and
these low temperatures, coupled with low Cpres, place considerable restriction on attainable
receiver efficiency regardless of tube configuration. Nevertheless, the main effects of £, 1, fi,

and A, are clearly negligible and the choice of the maximum number of tubes is of little
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consequence compared to that observed for reflective cavity designs. Factors f;, f,, and f; modify
spatial positioning without introducing variations in size or number of tubes and the irrelevance
of these factors implies that receiver performance is insensitive to tube positioning alone. The
relative insignificance of cavity height suggests that little to no reaction conversion occurs
outside of the lower cavity height limit despite heated upper and lower tube regions.

Various binary interactions appear among the parameters with the largest impact on
efficiency in Table 7.3. The most significant, identified by their full alias structure up to tertiary
interactions are: AH+BC+EG+FL+KN, AN+CJ+DE+FM+HK, AL+BE+CG+FH+KM and
AM+CD+EJ+FN+KL. The convoluted alias structure present in the screening design prohibits
identification of the exact nature of the interactions responsible for the observed effects. Yet
given the relative magnitudes of the constitutive main effects it seems probable that the AH
interaction results from Cg.s and Q; (KN). This interaction implies that solar power has a
stronger positive impact on efficiency at high carbon feed rates than low, and is attributable to
the efficiency limitation at complete carbon conversion. The AH alias chain has minimal effect
on #/Nmax,c implying that modifications in Q, produce analogous impacts on average carbon
conversion at both low and high carbon feed rate. Excluding all interactions involving negligible
main effects Ny, f1, fs, for OF heqy, the remaining binary interactions are most likely attributed to
7/Tmax and fo (DE) or 7y and Creq (HK), Creq and Ry (KM), and Creq and Rgeum (KL). Each
interaction produces a comparatively larger impact on # than on #/fuwc suggesting the
involvement of Cp.s. Averages in the efficiency response at relevant treatment combinations
indicate that cavity radius, steam to carbon ratio, and inert gas flow rate each have a larger
negative effect at high than at low carbon feed rate, and the KM and KL interactions highlight the

necessity of maintaining sufficient residence time with large feed rates.
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7.4.2 Relationship between responses

Equation 7.3 describes the breakdown of efficiency into two components: the ratio of the
energy used for the reaction to the energy transferred into the tubes (7;), and the ratio of the
energy transferred into the tubes to the total solar energy (7,). Figure 7.3 suggests that, contrary
to trends observed for reflective cavity designs in Chapter 6, highly efficient absorbing cavity
designs require maximization of both absorption efficiency and utilization of absorbed energy
though a much stronger positive correlation exists between # and #; (» = 0.76) than between 7

and 7, (r = 0.06).
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Figure 7.3: Receiver efficiency from Design 1 as a function of (a) #; and (b) #,

Figure 7.4 depicts no discernible trend relating receiver efficiency to the fraction of solar energy
absorbed by the cavity wall surface and implies that allowing solar energy to reach the cavity
wall is neither beneficial nor detrimental to receiver performance for these conditions. On the
contrary, reflective cavity configurations clearly benefited from allowing solar energy to strike
the cavity surface, typically within the region designated by S = 60-120° in Figure 6.17. This
solar energy was specularly reflected and preferentially directed toward the tube array thereby

producing augmented solar incidence at the back of the array and enhanced uniformity in
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temperature profiles. Solar energy reaching the absorbing cavity wall, on the other hand, is
either diffusely reflected or absorbed and diffusely emitted, and the resultant loss of directional
history for the radiative energy ensures that the reflected or emitted energy is not preferentially
directed toward the tube array. As the directional history of the solar energy cannot be retained,
it becomes inconsequential whether the cavity wall is heated by direct solar absorption or by

absorption of energy emitted by heated surfaces.
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Figure 7.4: Receiver efficiency from Design 1 as a function of cavity wall solar
absorption efficiency

Under the conditions described by Table 7.2, efficiency increases nearly linearly with both
average carbon conversion (X,,) and maximum carbon conversion (X,.), with separate linear
relationships observed for the two distinct carbon feed rates illustrated in Figure 7.5. The
maximum and average carbon conversion differ on average by only 4.5% and, unlike reflective
cavity configurations, improvements in maximum conversion are an equally effective means of
enhancing receiver efficiency as those in average conversion. Uniformity in reaction conversion
between tubes arises from the influence of cavity wall emission which reduces the sensitivity of

receiver performance to tube positions. Thus while optimization of reflective cavity designs was
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largely driven by improving the distribution of energy between tubes and removing tubes from

regions with minimal solar energy, this does not appear to be directly relevant in absorbing

cavity configurations.
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Figure 7.5: Receiver efficiency from Design 1 as a function of (a) average and (b) maximum
carbon conversion
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Figure 7.6: Receiver efficiency from Design 1 as a function of emission losses by
(a) net cavity wall absorption and (b) transmission

The principle mechanism of energy loss is emission by the heated tube surfaces which occurs via

both transmission through the transparent window, and net absorption at the cavity wall.

Emission losses account for 38-75% of the total solar energy, whereas losses by tube conduction
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are responsible for only 2-10% of the solar input. Figure 7.6 relates receiver efficiency to
emission losses by net absorption at the cavity surface and by transmission. Correlation
coefficients describing these relationships are -0.35 and 0.19, respectively, indicating a slight

preference for transmission losses over absorption.

7.5 Design 2

The results from Design 1 reveal that carbon feed rate, solar power, cavity radius and
associated binary interactions play a strong role in controlling receiver efficiency. While tube
positioning appears to be comparatively less important, evaluation of parameters describing
receiver geometry is hindered by poor receiver performance observed at low Oy, low Cpreq, and
high r.,,, regardless of tube configuration. As only receiver configurations capable of producing
high efficiency are of interest, a subset of parameters describing receiver geometry are
reevaluated under constant operating conditions. A resolution IV 2% fractional factorial design
consisting of 16 simulations is utilized to investigate six parameters describing tube
configurations with low and high factor levels specified in Table 7.4. Operating conditions and
cavity size are held constant at values leading to superior performance: R; = 0.5 s,
Croea = 6 g/min, Ryeam = 1, Oy = 7 kW, reqy = 9.14 cm (3.6 1n), and /ey = 20.3 cm (8 in). Tube
positions are specified via method A in Appendix C with f, = f; = 0 based on relatively negligible
effect magnitudes observed in Design 1. Parameter f is introduced into the design to allow
differentiation between center and outer tube radii. Design generators are £ = ABC and
F = BCD. Main effects in the resulting design are aliased with tertiary or higher interactions
whereas each binary interaction is aliased with at most one other binary interaction [23]. The

resulting 16 receiver configurations and simulation results are provided in detail in Appendix D.

Factor designations are maintained equivalent to those in Design 1 wherever possible to
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minimize pre-processing and computational requirements. Calculated solar-to-chemical
efficiency ranges from 10.8-21.8% with maximum temperature and carbon conversion varying
between 1967-2145 K and 44-84% respectively. The calculated efficiency approaches 39-78%

of the maximum efficiency at complete carbon conversion.

Table 7.4: Geometric factor levels for Design 2 (2°* fractional factorial):
absorbing cavity

Factor | Name 11; 3:11 E}i;g:;
A Noax 5 9
B A/A pax 0.6 1
C fr 1 2.5
D V¥ max 0.6 1
E 5 0.6 1
F fs 0 0.25

7.5.1 Evaluation of effects
Table 7.5 presents the main effects and binary interactions for receiver efficiency
calculated from the fractional factorial design described in Table 7.4 with factors ordered from

high to low effect magnitude.

Table 7.5: Effect magnitudes for Design 2 (2°7 fractional factorial):
absorbing cavity

Effect Effect

P/ max 3.72% A/A pax 0.78%
> 3.49% AC+BE -0.61%
Npax -2.43% fr 0.44%

AF +DE -1.73% AB+CE  0.15%
AE+BC 1.27% BF+CD -0.14%
AD + EF  1.00% fs -0.04%
BD + CF  -0.79%
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These effect magnitudes are notably different than those in Table 7.3 signifying non-negligible
interactions between receiver geometry and operating conditions or cavity size. Effect
magnitudes listed in Table 7.5 are evaluated exclusively at levels of operating conditions and
cavity size producing superior receiver performance and are thus of greater relevance than those
displayed in Table 7.3.

Variability in efficiency between configurations is dominated by main effects 7/, /2,
and N, with little influence from N/N,.y, f;, or f;. This behavior is consistent with that observed
in Design 1 and further corroborates the conclusion that modifications in tube position alone are
incapable of enhancing receiver performance. Tube radii modifications are accomplished via the
comparatively more significant parameters 7/7uqy, f2, and Ny... Low levels of #/r,,, and f> lead to
identical variations in tube radius with parameter /> producing a simultaneous modification in
tube position. The similarity in the /7., and f> main effects suggests that the /> effect results
predominantly from tube radius rather than from positional modifications. The sizeable positive
effect of each 7/, and f> designates an optimally large tube radius along with a correspondingly
high absorber surface area and long residence time. Parameter N, is defined such that total
absorber surface area is kept constant, and thus the large negative effect produced by N
highlights the importance of long residence time over that of high surface area. There is no clear
advantage gained from preferentially placing the carbon feed within the initial solar beam by
means of low A/4,,, or high f,. Removal of the outlying tubes leads to slightly higher average
array temperature, but also reduced residence time as the same carbon feed flows though a
proportionally smaller number of tubes. The positive A/4, effect displayed in Table 7.5
signifies that, for absorbing cavity designs, maximizing residence time is of greater concern than

maximizing average tube temperature under these conditions.
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Based on the magnitude of constitutive main effects, the notable binary interactions most

probably arise from 7/7,, and f5 (DE), Nya and f> (AE), and #/Fye and Ny (AD). Response

averages at the relevant treatment combinations are displayed in Table 7.6. All three interactions

involve tube radius with parameter 7/7,,,c having a stronger positive effect at high N, or low f>,

and parameter f> having a larger positive effect at high N,.. Each interaction emphasizes the

necessity of maintaining large tube radii.

Table 7.6: Average efficiency at various treatment combinations from Design 2

D E (5) A E (5) A D (/¥ max)
(r/rma) | Low  High (Nmar) | Low  High (Nwax) | Low  High
Low | 14.0% 19.3% Low | 18.6% 20.8% Low | 184% 21.1%
High | 19.5% 21.3% High | 14.9% 19.7% High | 14.9% 19.7%

Though the same subset of main effects and binary interactions impacts both absorbing and

reflective cavity designs, the nature of these effects is altogether different. Binary interactions in

the reflective cavity calculations designated an optimal intermediate tube radius whereas Figure

7.7 and Table 7.6 identify an ideal maximum tube radius for absorbing cavity designs.
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7.5.2 Relationship between responses

Figure 7.8 shows that, at operating conditions which produce superior receiver
performance, maximizing absorption efficiency (72) is essential for achieving high receiver
efficiency. Reflective cavity results were characterized by poor utilization of absorbed energy
and highly efficient designs allowed energy to strike the cavity wall at the expense of absorption
efficiency in order to deliver solar energy to the tube array in a manner conducive to energy
utilization. The longer heated length and relatively uniform inter-tube temperature profiles
characteristic of absorbing cavity designs lead to utilization of greater than 65% of net absorbed
energy, regardless of tube configuration. Conversely, net energy absorption by the tube array
comprises at best 30% of the solar input and varies by nearly a factor of two with respect to tube
configuration. Thus, contrary to reflective cavity results, improvements in receiver performance
stem predominantly from an increase in absorption efficiency. Correspondingly, Figure 7.9
illustrates that allowing solar energy to strike the cavity wall is detrimental to receiver
performance because the diffuse nature of the cavity surface eliminates the directional history of

the solar beam such that reflected or re-emitted energy is not preferentially directed toward the

tube array.
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Figure 7.8: Receiver efficiency from Design 2 as a function of (a) #; and (b) 7,
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Figure 7.9: Receiver efficiency from Design 2 as a function of cavity
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Optimally efficient absorbing cavity designs are those which are characterized by comparatively

long residence time.

The residence time provided in Figure 7.10 is the nominal plug flow

residence time within the entire tube length at standard conditions in the absence of gas thermal

expansion and is an overestimation of the realistic residence time.
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Figure 7.10: Receiver efficiency from Design 2 as a function of
nominal plug flow residence time at standard conditions

Designs with large tubes are characterized by both long residence time and high solar absorption

efficiency. Thus the observed increase in efficiency with tube radius cannot be unambiguously
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attributed to either characteristic; through the large negative effect of N, at constant absorber
area suggests that the residence time effect is dominant. Calculation results exhibit a nearly
linear correlation between both average and maximum reaction conversion. This behavior is

analogous to that observed in Figure 7.5 and the corresponding illustrations are not repeated.

7.6 Design 3

Results from the previous sections indicate that cavity size, solar power, and carbon feed
rate all strongly impact receiver performance, but optimal conditions cannot yet be ascertained as
the previous studies do not assess response curvature. A central composite design (CCD) is
utilized for this purpose and two parameters in addition to those listed above are selected for
inclusion in the design. Increases in either inert gas flow rate or the molar steam to carbon ratio
decrease the carbon conversion and receiver efficiency by means of a shortened residence time.
R is held constant at 0.25 s™ as there is no theoretical advantage to be gained by increasing inert
gas flow rate above a physically realistic minimum value. Similarly high steam flow rate
negatively impacts receiver efficiency by restricting residence time, but the steam to carbon
molar ratio cannot be decreased below unity without placing a stoichiometric limit on carbon
conversion. Given the high carbon conversion attained in the calculations, a constant molar
steam to carbon ratio of 1.25 is chosen for the current study. Calculations from Design 2 under
desirable operating conditions of high Qs and Cr.eq with low 7., R;, and Rge.n indicate that
geometric parameters f> and 7/r,, have the largest impact on receiver performance and optimal
configurations contain large tubes characterized by f> = r/r,u. = 1. Physical restrictions prohibit
additional increase in either f> or 7/7,, and, as such, both are held constant in the current design.

Table 7.5 suggests an optimally small number of tubes, but this conclusion is based on a
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consideration of arrays containing up to nine tubes. The number of tubes is included as a
variable in the central composite design to assess values intermediate to those considered in the
fractional factorial designs. The remaining factors describing receiver geometry in Designs 1
and 2 had only minimal impact on receiver performance.

However, as discussed in Chapter 6, a four-factor CCD based on a full 2* factorial design
requires an identical number of calculations as a five-factor CCD based on a half-fraction of a 2°
factorial. As the 2°' fractional factorial is a resolution V design free from aliasing between main
effects and binary interactions, there is little computational benefit to choosing the four-factor
CCD assuming tertiary and higher interactions are insignificant. For this reason parameter 6, is
included as the fifth factor in the design and tube positions are specified via method B in
Appendix C. A face-centered CCD is employed to both avoid extreme values and restrict the
number of tubes to an integer value. Table 7.7 presents the factor designations alongside low
and high bounding values. The upper limit of carbon feed rate is extended above that previously
considered as efficiency calculated in Designs 1 and 2 approached 80% of the maximum value at
complete carbon conversion. Insignificant factors are held constant at fy=0, £;,=0, f,=0, f; =0,
and /.4 = 20.3 cm (8 in). Full results in Appendix D show that the maximum absorbed solar
flux typically remains below the desired limit of 1100 kW/m* imposed in Chapter 6; however,
the maximum temperature approached 2150 K for a cavity radius of 9.14 cm (3.6 in). Hexoloy
SA silicon carbide tubes are typically installed in the existing receiver and are capable of
continuous operation in air up to 1900°C (2143 K). Given the transient and unidirectional nature
of the heating source, it is advantageous to restrict this maximum temperature to values
substantially below the operating limit. Maximum temperature is closely connected with the

proximity of the tube array to the focal point which, in turn, is controlled by the cavity radius.
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Thus the minimal cavity radius is chosen to be 3.6 in despite calculations indicating improved

efficiency with small cavity size.

Table 7.7: Factor levels for Design 3 (5 factor CCD): absorbing cavity

Factor | Name II(; 33 High level
A N 3 7
B 0, 120 180
C Veav 3.61n 6 in
D O 6 kW 8 kW
E Creed 8 g/min 24 g/min

The resulting central composite design, receiver configurations and simulation results are
provided in detail in Appendix D. Receiver efficiency ranges from 11-35% with maximum
temperature and reaction conversion varying between 1531-1879 K and 12-75% respectively.
Average conversion ranges from 11-70% and is only slightly lower than the calculated maximum
conversion. Maximum temperatures are reduced below those calculated in Designs 1 and 2
owing to a larger heat sink for the endothermic reaction provided by high carbon feed rate.

A second order response surface model is fit to the predicted efficiency at treatment
combinations dictated by the central composite design yielding an adjusted R* value of 0.99.
This simple model is capable of approximating efficiency at any CCD point within 0.9%.
Second order response surface models are also fit to the maximum tube temperature and the
front/back temperature discrepancy at the center tube surface. Optima in the efficiency response
are evaluated via the response surface model based on constraints imposed on the maximum
temperature shown in Table 7.8. The unconstrained optimum for this range of conditions
produces a maximum efficiency of nearly 36%, with a maximum temperature exceeding 1950 K.

Results in Table 7.8 indicate that the maximum temperature can be reduced to 1900 K while
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sacrificing less than 0.5% efficiency. Maximum tube temperature is largely controlled by cavity
radius, though restriction of temperature below 1800 K also utilizes a simultaneous increase in
the number of tubes and decrease in 6. Large tube radius generated by both high 6. and small ¥
positions the front of the center tube close to the focal point and contributes to a high maximum

temperature.

Table 7.8: Optimal design parameters and results for an absorbing cavity

Max7(K) 7 N 0. e QW) | R
1600 25.9% 5 120 6 6.3 16.9
1700 32.1% 5 131 6 8.0 19.9
1800 34.4% 5 180 4.9 8.0 18.7
1900 35.4% 3 180 4.1 8.0 18.1
1960 35.9% 3 180 3.6 8.0 17.3

A representative set of contour plots generated from the response surface model are
illustrated in Figure 7.11 for both efficiency and maximum temperature. All plots are generated
in the vicinity of the optimum with the remaining three factors held constant at N =3, 6. = 180°,
Fewv = 4.1 1n, Oy = 8 kW, and Cpeq =18.1 g/min. Interactions between parameters Qs and Creq, 0,
and 7.4, and N and r.,, are readily apparent. Maximum temperature is altered relatively more by
cavity radius than by solar power input and thus limitations on maximum temperature shown in
Table 7.8 are principally imposed via cavity radius. Large carbon feed rate may also reduce
maximum temperature owing to the comparatively higher endothermic reaction heat sink.
Selection of carbon feed rate for optimal receiver performance requires balancing the short
residence time with the high limiting efficiency at complete conversion produced by high feed

rates.
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Figure 7.11 indicates that though three tubes are optimal with a small cavity radius, this value
shifts to a comparatively larger number of tubes as the cavity radius increases. Selection of 6,
results from balancing the desired maximum tube surface area and residence time produced by
0. = 180° with the enhanced temperature uniformity produced by 6. = 120°. Figure 7.11
suggests that the former effect dominates at low cavity radius whereas the latter dominates at

high cavity radius when the outlying tubes are potentially situated far outside of the solar beam.

7.7 Comparison between optimal and original designs

The optimal absorbing cavity configuration is selected from Table 7.8 as that which
produces a maximum temperature of 1900 K. Calculation results from the combined Monte
Carlo, finite volume and CFD models with O, = 8 kW and Cpes = 18.1 g/min are illustrated in
Figure 7.12 and summarized Table 7.9. Temperature profiles are reminiscent of those depicted
in Figure 7.1 for the existing receiver design. Heated tube lengths are similarly sized while the
fluid temperature in the optimal design is comparatively lower than the tube wall on account of
higher flow rates. The response surface model predicts efficiency of 35.4% and maximum
temperature of 1900 K, both in close agreement with results from the detailed radiation and CFD
model displayed in Table 7.9. Corresponding calculation results for the existing receiver
configuration under identical operating conditions are also shown in Table 7.9, though operation
of the existing receiver under these conditions is physically unrealistic. Predicted solar-to-
chemical efficiency for the optimal configuration is only 7% higher than that for the original
configuration. However, unlike the existing receiver configuration, the optimal design produces
this efficiency without exceeding limits imposed on maximum surface temperature or absorbed

solar flux.
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Optimal Original
n (%) 36 29
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Nubes 3 5
Prube (I0) 1.1 0.5
Heat losses
(% of solar input)
Solar reflection 10.2 10.3
Transmission at window 15.7 19.0
Net absorption at cavity wall 20.1 23.5
Tube conduction 33 3.8
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Figure 7.13 illustrates profiles of the surface temperature and solar energy flux absorbed around
the center tube circumference at three distinct vertical positions representing locations aligned
with the aperture centroid (y = 0), the top of the aperture (y = 4.9 cm), and a point midway

between the two (y = 2.5 cm).
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Figure 7.13: Profiles of (a) absorbed solar flux and (b) temperature around
the center tube circumference as a function of vertical position

The relatively longer distance physically separating the tube array from the focal point in the
optimal configuration allows the solar beam to spread in the vertical dimension such that the
optimal design is characterized by comparatively high solar incidence at the vertical extents of
the aperture. However, cavity wall emission serves to balance out distributions of net absorbed
energy such that the augmented solar incidence at y = 4.9 cm in the optimal design is not
reflected in corresponding temperature profiles. The optimal design produces a center tube
front/back temperature discrepancy nearly 120 K higher than that predicted for the original
design, but the resultant temperature gradients occur across nearly double the tube radius. The
optimal design is characterized by higher carbon conversion owing to longer residence time
despite maximum temperatures lower than those predicted for the original tube configuration.

Relative distributions between heat loss mechanisms remain essentially unchanged with the
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optimal design exhibiting slightly lower transmission losses as a result of lower maximum tube
temperatures and larger distance between the tube array and the aperture. The comparatively
higher efficiency of the optimal design can be attributed to a larger absorption efficiency (51%)
compared to that predicted for the original design (44%) while utilization of absorbed energy is

nearly indistinguishable between the two designs.

7.8 Evaluation of the optimal design at 1 MW

Industrially-scaled receivers can be expected to achieve comparatively higher efficiency
than laboratory-scale designs due to small surface-to-volume ratios. Calculations in Chapter 6
indicated that an optimized reflective cavity receiver with 12% efficiency at 8 kW could be
theoretically expected to reach at least 22% at 1| MW. However, the size scale may not be as
beneficial for absorbing cavity designs because emission losses dominate over convective and
conductive losses. In order to assess the impact of receiver size on efficiency and relative
distributions of heat loss mechanisms, the small scale optimal design was scaled to accept 1 MW
solar power. The window aspect ratio is maintained identical to that utilized in the existing
laboratory-scale receiver and aperture surface area is scaled proportionally to the solar input.
The shape of the solar flux profile as a function of dimensionless position on the window surface
is identical to that employed in the models described above. All receiver dimensions are
modified in relation to the window size and flow rates are scaled linearly in accordance with the
solar input. The resulting tube radius exceeds that of the optimal laboratory-scale design by a
factor of 11.2. Though flow in the small-scale design is characterized by a Reynolds number less
than 500, this value increases to 1500-6000 at the large scale depending on operating conditions.

Thus computational fluid dynamics models for the large-scale receiver are carried out with a
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standard k-¢ closure model and the Reynolds averaged Navier-Stokes equations [25] in place of
the simple laminar flow model employed in the small-scale design.

Resultant calculations of receiver efficiency, reaction conversion, tube temperatures at
the horizontal center plane, and heat loss mechanisms for the design in Figure 7.12 at both 8 kW
and 1 MW are provided in Table 7.10. Temperatures at the front and back external surfaces of
the center tube are illustrated in Figure 7.14 as a function of the dimensionless vertical position
with y/L = 0 defined at the top of the tube.

Table 7.10: Performance of the optimal small-scale absorbing cavity
receiver configuration at 8 kW and 1 MW

8 kW 1 MW
n (%) 35.5 41.2
Konax | Xavg (%0) 61/51 66/ 62
11 (%) 69.6 67.3
12(%) 51.1 59.9
Center tube Tjon (K) 1920 1898
Center tube Ty (K) 1470 1293
Outer tube 7,4, (K) 1742 1750
Heat losses
(% of solar input)
Solar reflection 10.2 10.5
Transmission at window 15.7 19.5
Net absorption at cavity wall 20.1 8.3
Tube conduction 33 1.8

The solar-to-chemical efficiency is predicted to reach 41% at 1 MW, though the linearly scaled
flow rates from the 8 kW design may not be optimal at this scale. Maximum tube temperatures
are similar with an increased center tube front / back temperature discrepancy at 1 MW arising
from the large tube radius. The relative distribution between conduction and emission losses is

analogous at each scale, but the emission losses by transmission increase from 16% in the 8 kW
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design to 20% in the 1 MW design whereas those due to net cavity wall absorption decrease
from 20% to 8% owing to the diminished surface-to-volume ratio. Figure 7.14 indicates that the
nondimensionalized heated length is similar for both 8 kW and 1 MW designs. The increase in
efficiency at the large scale is predominantly attributed to enhanced absorption efficiency due to
diminished cavity wall absorption losses and utilization of absorbed energy is equivalently
effective at each scale. The large scale design exhibits an analogous relative distribution
between heat loss mechanisms compared to the small scale design and, as such, optimal designs

at each scale are likely characterized by similar tube configurations.
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Figure 7.14: Center tube front and back external surface temperature as a function of
dimensionless vertical position for 8 kW and 1 MW

7.9 Conclusions

The effects of fifteen distinct parameters describing receiver geometry, cavity size, and
operating conditions on solar-to-chemical efficiency of an absorbing cavity receiver were
examined by means of a series of fractional factorial and central composite design studies. All

designs were evaluated for steam gasification of acetylene black via a computational model
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coupling heat, mass, momentum, chemical reaction, and radiation phenomena similar to that
detailed in Chapter 5. The specularly reflecting cavity wall with spectral directional optical
properties described in Chapters 5 and 6 was replaced with a diffuse gray boundary and heat
transfer through the surrounding insulating layer was approximated with one-dimensional
conduction. Optimal designs were selected on the basis of the solar flux profile generated by the
High Flux Solar Furnace at the National Renewable Energy Laboratory with solar power
restricted to 8 kW. The insulated, absorbing cavity wall reached temperatures higher than those
permitted by a reflective surface and, through thermal emission from the heated wall, produced a
longer heated tube length, improved uniformity in tube temperature distributions and,
correspondingly, higher average reaction conversion and receiver efficiency than observed with a
reflective cavity boundary. The dominant heat loss mechanism shifted from tube conduction in
reflective cavity designs to emission in absorbing cavity design and optimizing net absorption
efficiency was closely tied to enhancing absorbing cavity receiver performance.

Variability in efficiency between individual receiver designs was dominated by cavity
radius, solar power, and carbon feed rate. A similar subset of factors describing geometric tube
configurations impacted both absorbing and reflective designs, but the nature of these effects was
entirely distinct. Absorbing cavity configurations were comparatively less sensitive to spatial
tube positions than reflective cavity designs and factors producing modification in spatial
positioning alone without introducing variability in size or number of tubes did not impact
receiver performance. Unlike reflective cavity designs, positioning tubes outside of the initial
solar beam only detrimentally impacted receiver performance at excessively large cavity size.
Optimal absorbing cavity designs maximized tube radius thereby leading to long residence time,

minimal solar energy incident on the cavity wall, and high external tube surface area. Tubes
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were sized such that the total external surface area was independent of the maximum number of
tubes and, as such, the nominal plug flow residence time without gas expansion in any given tube
increased as the number of tubes decreased.

Optimal designs typically contained large tubes arranged in a semicircle around the back
cavity wall and the unconstrained optimum solar-to-chemical efficiency determined from
calculations in this study was 35.9% with an 8 kW solar input. A more physically realistic
receiver design placed constraints on the maximum allowable surface temperature, and tube
temperatures were restricted to 1900 K while maintaining 35.4% efficiency. The temperature
constraint was principally enforced by modifications in cavity size which created physical
separation between the tube array the focal point of the solar concentration system.
Improvements in receiver performance above that predicted for the existing configuration arose
primarily from comparatively higher net absorption efficiency and longer residence time. The
optimal small-scale design was scaled linearly to accept 1 MW solar power and the predicted
efficiency for the large-scale design exceeded 41% despite potentially unoptimized feed rates.
The large scale design exhibited an analogous relative distribution between heat loss mechanisms
compared to the small scale design and, as a result, optimal designs at each scale are likely

characterized by similar tube configurations.

Nomenclature

A total tube surface area per unit length

Crocd total carbon feed rate

fi parameter describing offset of the back of the tube array toward the window
1 parameter describing tube semicircle radius

fo parameter describing offset of entire tube array toward window

NE ratio of center tube cross-sectional area to outer tube cross-sectional area
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fs parameter describing tube staggering

hear cavity height

k thermal conductivity

Lins insulation thickness

N maximum number of tubes

q"., conductive heat flux at wall

Oreaction energy used to carry out the endothermic reaction

O solar power (kW)

Ouibes energy transferred into the tube solid material

r correlation coefficient

Veav cavity radius

7 tube radius

R; standard inert gas flow rate / individual tube volume in front of the aperture
Rtoam molar ratio of steam to carbon feed rate

T temperature (K)

- external insulation temperature

T, wall temperature (K)

X fractional carbon conversion

n solar-to-chemical receiver efficiency

ni ratio of energy used for reaction to energy transferred into tubes

N2 ratio of energy transferred into tubes to solar energy input

Nmax,C receiver efficiency at 100% carbon conversion

Nmax, rad receiver efficiency if all solar energy not lost by emission or reflection is utilized
0. angular extent of tube array measured from cavity centroid
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Chapter VIII

Conclusions and Future Directions

8.1 Summary and Conclusions

A three-dimensional, steady state computational model coupling radiative transfer with
fluid flow, heat transfer, mass transfer, and chemical reaction kinetics was developed for a solar
receiver consisting of an array of five tubes enclosed within a specularly reflective cylindrical
cavity with a windowed or windowless aperture. This model was experimentally validated and
utilized to both assess performance of the existing design and identify optimally efficient
receiver configurations. Radiative energy was separated into two components consisting of:
(1) solar energy introduced through the receiver aperture and (2) energy emitted by heated
surfaces within the enclosure. A Monte Carlo model was developed for the solar component
under the assumption of non-attenuating media present in the cavity space in order to assess the
accuracy of approximate solution methods for the complex integro-differential equations
describing radiative transfer. The Monte Carlo model is valid for both specularly and diffusely
reflecting surfaces with spectral directional optical properties for specular surfaces computed via
electromagnetic theory. Calculation of known configuration factors via the Monte Carlo model
suggested that physically realistic solutions require at least 10’ rays.

Approximate finite volume radiation models were evaluated in two-dimensional slices of
two closed cavity solar receiver configurations via comparison with corresponding Monte Carlo
calculations. Two-dimensional spatial grids for the finite volume method contained 2,300-

133,000 mesh elements with angular grids defined by (Ny x Ng) = (5x5), (15x15), or (25x25)
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where Ny and Ng represent the number of divisions in each the zenith and azimuth angle per
octant of space. Energy introduced at the aperture was treated as either collimated, diffuse or
uniform with a specified cone angle and quantitatively accurate finite volume solutions either
required highly refined angular and spatial grids, or were not possible due to false scattering and
ray concentration errors. These errors were exacerbated by specularly reflective boundaries and
collimated radiative energy. Ray concentration errors were predominant on angular grids
specified by (Ng x Ng) = (5x5) whereas both ray concentration and false scattering errors were
evident on angular grids specified by (Nyg x Ng) = (I5x15) or (25x25). Finite volume solutions
exhibited artificial spreading of the solar beam resulting in physically unrealistic peaks of solar
energy incident on tube surfaces located predominantly outside the extent of the solar beam.
Solar absorption was overestimated by as much as a factor of ten in these locations. These
approximations improved as the character of the incident solar energy shifted from collimated to
diffuse, but even calculations for diffuse energy necessitated highly refined angular and spatial
grids thereby producing prohibitively large computational requirements for full three-
dimensional simulations. On the contrary, finite volume solutions for radiative energy emitted
diffusely by tube surfaces were sufficiently accurate on coarse angular and spatial grids. Though
local oscillations in energy flux profiles occasionally arose from interactions between ray
concentration and false scattering errors, the quantity of energy absorbed by a given surface was
accurate to within 1% of the total emitted energy with any angular or spatial grid.

The solar radiation solution can be entirely decoupled from all other heat transfer
phenomena occurring in the receiver when the spectral surface absorptivity is independent of
temperature. Emitted radiation, on the other hand, is strongly dependent on surface optical

properties, temperatures and, correspondingly, all convection and conduction phenomena



311

occurring in the receiver. These results suggest an optimal hybrid approach employing the
Monte Carlo method for the solar energy and the finite volume method for the emitted energy,
thereby retaining both the accuracy of the Monte Carlo technique for the solar component and
the compatibility of the finite volume technique with control-volume based computational fluid
dynamics heat transfer models. Based on this radiation modeling strategy, a theoretical model
was developed for gasification of nano-sized acetylene black particles in an existing reflective
cavity solar receiver. The spatial flux profile and direction of solar energy entering the receiver
was characterized as a function of solar input via ray trace modeling of the High Flux Solar
Furnace at the National Renewable Energy Laboratory (NREL). These profiles were converted
to probability distributions for specification of initial ray position and direction in the Monte
Carlo model, the output of which takes the form of spatial profiles of solar energy absorbed by
each receiver surface. More than 90% of solar energy absorption occurred prior to reflection at
the cavity wall, with the center tube absorbing two to four times more solar energy than each
outlying tube.

The finite volume model describing diffusely emitted energy was solved simultaneously
and on the same spatial mesh as a three dimensional steady state computational fluid dynamics
model describing the heat, mass, momentum and chemical reaction processes occurring in the
receiver. Momentum and thermal Stokes numbers were on the order of 10” with convective and
radiative Biot numbers ranging from 107-107 for the 42 nm acetylene black particles considered
in this study. As such, an Eulerian-Eulerian two-phase model was simplified to a single fluid
mixture model with particle transport dictated by an aerosol population balance incorporating
convection, Brownian motion, and thermophoretic diffusion. Internal heat and mass transfer

limitations were disregarded in view of an estimated particle effectiveness factor which exceeded
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99% under all realistic reaction conditions. Mie theory calculations indicated that the spectral
extinction coefficient for the particle cloud was dominated by absorption with nearly negligible
contribution from scattering.

Maximum temperatures of 1813 K, 1343 K, and 1546 K were predicted with a 6 kW
solar input for the center, front east, and back east tubes respectively, with corresponding carbon
conversion of 40%, 2.5%, and 9.2%. Average residence time was on the order of 1 s with more
than 80% of reaction conversion occurring within 15% of the tube length. Predicted temperature
profiles were highly non-uniform, particularly at the front of the center tube where temperature
varied by 450 K over a mere 5 cm tube length. Front and back surface temperatures differed by
as much as 340 K for a 6 kW solar power input, with gas/particle mixture temperature tracking
closely to that of the surrounding wall owing to radiative exchange between the heated wall and
entrained carbon particles. Predicted solar-to-chemical receiver efficiency ranged from 1-4% for
the existing design depending on operating conditions. Emission losses accounted for 11-25% of
the solar input whereas conductive heat losses accounted for 55-69% and occurred
predominantly via conduction along the tube length toward upper and lower cooling zones.
Low efficiency was largely attributed to poor utilization of absorbed solar energy, particularly in
outlying tubes which absorbed 43% of the solar energy but failed to reach sufficient temperatures
to carry out the reaction to a significant extent. Uncertainty in property inputs, assumed to be at
most 15% of nominal values, altered predicted maximum temperature, fractional conversion, and
fractional receiver efficiency by at most 58 K, 0.06, and 0.01 and model predictions were most
sensitive to variability in tube thermal conductivity and cavity reflectivity. Temperature profiles
predicted by the numerical model agreed with on-sun experimental data within, on average, 44 K

(4%) and 21 K (2%) for temperature ranges of 600-1700 K and 700-1400 K measured with
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silicon carbide and Inconel tubes, respectively. Fractional conversion of acetylene black to CO
and CO, was measured in the center tube and resulting values were well within the range
predicted by the theoretical model utilizing kinetic parameters available in the literature.

The effects of fifteen distinct parameters describing receiver geometry, cavity size, and
operating conditions were examined by means of a series of fractional factorial and central
composite design studies for both insulated absorbing and cooled reflective cavity
configurations. All designs were evaluated on the basis of receiver solar-to-chemical efficiency.
High efficiency was only achievable with a large carbon feed rate, more than 7 kW solar power,
and small cavity radius regardless of tube configuration, though practical constraints on maximal
allowable temperature or absorbed solar energy flux dictated a realistic minimal cavity size.

Calculations for a reflective cavity design indicated that all tubes positioned outside of
the initial solar beam failed to reach temperatures high enough to carry out the reaction and
instead functioned as heat sinks conducting energy toward cooling zones encircling the receiver.
Reflective cavity designs were, in general, dominated by conductive rather than emissive losses,
and maximization of absorbed energy utilization via minimization of conduction losses was a
more effective means of improving receiver performance than maximization of net absorption
efficiency. Ideal tube configurations allowed a portion of the solar energy to strike the cavity
wall. The resulting specularly reflected solar energy was preferentially directed toward the back
of the tube array and enhanced uniformity of front/back temperature distributions. An optimal
intermediate tube radius arose from competing effects pertaining to wall temperature uniformity
and fluid velocity or residence time. In the limit of zero fluid velocity, radiative exchange
between tube walls and entrained carbon particles dictated that the centerline temperature

reached, at best, a value intermediate to that attained at the front and back walls. Designs with
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small tubes allowed more solar reflection and produced the highest hypothetical centerline
temperature in the zero-flow limit, but approach of the actual value to this limit was restricted by
rapid gas velocity.

The best receiver configurations consisted of an array of three tubes situated near the
back cavity wall and positioned entirely within the solar beam. The unconstrained optimum
predicted solar-to-chemical efficiency was 13.2% for a reflective cavity receiver accepting up to
8 kW solar power. The maximum achievable efficiency was reduced to 12.3% with solar flux
absorption restricted to at most 1000 kW/m”  Solar flux constraints were imposed via
modifications in cavity size with little variation in tube array configuration. Compared to the
existing design, optimal designs were characterized by improved uniformity in absorbed solar
energy and surface temperature distributions, longer heated tube length, diminished conduction
losses, and improved utilization of absorbed energy despite lower net absorption efficiency and
increased emission losses. Net absorption by the tube array accounted for nearly 50% of the
solar input in the existing design, but only 10% of this energy was utilized for the endothermic
chemical reaction. Under identical conditions, net absorption in the optimal design accounted
for only 41% of the solar input, but nearly 30% of this energy was utilized for reaction. Linear
geometric scaling of the optimal design to accept 1 MW solar power resulted in a predicted 22%
solar-to-chemical efficiency despite potentially suboptimal feed rates. However, a shift in the
dominant mode of heat loss from conduction in the small-scale design to emission in the large
scale design suggested that the geometrical configuration of an optimized large scale reflective
cavity receiver may differ from that determined on a small scale.

An insulated, absorbing cavity wall reached temperatures higher than those permitted by

a reflective surface and, through thermal emission from the heated wall, produced a longer
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heated tube length, improved uniformity in tube temperature distributions and, correspondingly,
higher average reaction conversion and receiver efficiency than observed with a reflective cavity
boundary. Computational evaluation of the existing design with an insulated, absorbing cavity
wall indicated less than 5% loss of the solar input by tube conduction with more than 60% loss
by emission through either transmission out of the aperture or net absorption at the cavity
surface. Though a similar subset of parameters describing spatial tube configurations impacted
both absorbing and reflective designs, the shift in the dominant mode of heat loss altered the
nature of these effects. Enhanced temperature uniformity arising from cavity wall thermal
emission rendered absorbing cavity configurations relatively impervious to tube positioning, and
thus parameters relating purely to tube location were inconsequential. Optimal designs
contained large tube radii leading to maximal residence time, tube surface area, and solar
absorption efficiency. Solar incidence on the cavity wall was correspondingly minimized as,
unlike the behavior observed with a specularly reflective cavity boundary, diffusely reflected or
re-emitted energy was not preferentially directed toward the tube array.

The optimal absorbing cavity design accepting up to 8 kW solar power consisted of three
large tubes placed in a semicircle at the back cavity wall and produced a solar-to-chemical
efficiency exceeding 35%. This value only marginally exceeded the predicted 29% efficiency
for the existing tube configuration under identical operating conditions. However, the optimal
configuration remained within a physically realistic range of operating parameters imposed by
the tube materials and reduced the maximum temperature and absorbed solar flux by 140 K and
600 kW/m?, respectively, compared to the existing configuration. Linear geometric scaling of
the optimal design to accept 1 MW solar power resulted in a predicted 41% solar-to-chemical

efficiency despite potentially suboptimal feed rates. Analogous relative distributions between
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heat loss mechanisms were observed for both small- and large-scale designs suggesting similar
optimal configurations at either scale.

Computational results described in this study revealed that an indirectly irradiated
multiple tube aerosol flow receiver is theoretically capable of achieving high solar-to-chemical
efficiency compared to alternative designs detailed in the literature. An insulated, absorbing
cavity configuration performed markedly better than a reflective cavity configuration at a small
scale. While calculations suggested that this distinction was less notable at an industrial scale,
additional advantages related to large thermal mass and correspondingly reduced sensitivity to
transient variations in solar input render the absorbing cavity configuration preferable for

continuous operation.

8.2 Suggested future research directions

The intent of this study was to develop the structure of a model coupling radiative
transfer with fluid flow, heat transfer, mass transfer and chemical reaction kinetics thereby
providing a framework for assessment and optimization of receiver performance. Detailed
understanding of intrinsic chemical phenomena is required to achieve accurate simulation results
and, as this has not yet been developed for biomass pyrolysis and gasification processes at
elevated temperatures, calculations were carried out for gasification of pure carbon. Alternative
chemical reaction models may be incorporated within the framework described herein once
predictive kinetic parameters become available. The current model was restricted to treatment of
micron or nano-sized particles both for simplicity and to place special emphasis on development
of radiation and heat transfer models. Physically realistic biomass particles are comparatively

more massive and would require both consideration of internal heat and mass transfer processes
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and replacement of the single phase mixture model with a discrete Lagrangian treatment for the
particulate phase. Auxiliary enhancement to the current model for both biomass and metal oxide
species could include conversion-dependent physical and optical particle properties and complex
intrinsic kinetic mechanisms including, for example, product inhibition and reversible reactions.
Analysis of receiver performance and assessment of optimal receiver configurations for disparate
chemical processes would be of interest as the sensitivity of optimal receiver design to the
identity, kinetic rate, and temperature range of the chemical process remains unknown.

The current work utilized studies based on fractional factorial designs to point toward a
region of optimal performance with minimal computational requirements. Approximate optimal
designs were selected from second-order response surface models for a subset of five parameters.
Gradient based optimization techniques could provide a more comprehensive method of
assessing optimal configurations and operating conditions on the basis of all parameters, albeit
with a substantial increase in computational requirements. While the calculations provided
herein may identify the main features of optimal designs, gradient based techniques could be
utilized to fine-tune receiver performance. Furthermore, optimization of industrially-scaled
designs should be carried out independently from the calculations detailed here, particularly for
reflective cavity configurations for which an increase in physical size produced a shift in
dominant heat loss mechanisms. Large-scale reflective cavity receivers began to exhibit
characteristics reminiscent of absorbing cavity designs. Thus even though reflective cavity
receivers are not likely to be industrially relevant, it may be of interest from a theoretical
standpoint to ascertain if optimal large-scale reflective and absorbing cavity designs share similar

features distinct from those characterizing optimal small-scale reflective cavity designs.
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The current study focused on model development for an aerosol flow configuration with
optimization calculations restricted to a single specified flux profile, simple tube and cavity
shapes, and tubular arrays which consistently placed a tube in direct alignment with the center of
the window. Though the aerosol flow configuration allows for kinetically controlled reactions
with rapid heat and mass transfer processes, it also produces limited residence time, particularly
for the large feed rates required to match the endothermic reaction heat sink to the solar input.
An analogous design could be operated in a packed bed configuration, an option which may be
of practical interest for metal oxide thermochemical cycles in which the entire cycle may,
theoretically, be carried out without requiring replacement of the reactive material.

Receiver performance, particularly that for reflective cavity designs, was strongly
impacted by tube positions relative to the solar beam. While the current study took the approach
of optimizing tube positioning for a fixed solar profile, independent assessment of an ideal flux
profile may also provide a means of improving receiver performance. The solar flux profile is
adjustable via design of, and modifications to, the array of mirrors comprising the solar
concentration system. Thus it may be possible to carry out calculations selecting both an optimal
profile and an optimal tube array simultaneously. At minimum, analysis of optimal design
sensitivity to the shape and direction of the solar beam would be of interest. Similarly, as
reflective cavity receiver efficiency was typically restricted by low temperature achieved at the
back side of the tube array, any additional modifications which increase the solar incidence on
the back of the tubes may further improve receiver performance. An elliptical cavity shape could
be considered along with removal of the center tube though, based on the geometric
configuration of the receiver, this may result in substantial reflection losses as well as an

excessive heat load on the back cavity wall.



319

Finally, optimal designs identified through this study point to an ideal range of conditions
pushing temperatures and absorbed solar flux near the operating limit of silicon carbide tubes.
Continuous operation with a concentrated solar input is characteristically more unforgiving than
traditionally-defined continuous operation due to highly non-uniform flux absorption and
frequent interruptions in the power source due to transient environmental variables. Thus, while
silicon carbide is currently the material of choice given its high operating temperature and
superior resistance to thermal shock and oxidation, further investigation into materials for

receiver construction may prove to be essential.
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Appendix A:

Characteristic times and dimensionless parameters

A.1 Characteristic times

Characteristic times associated with external heat transfer processes are determined from
a macroscopic energy balance on the particle under the assumption of uniform internal particle
temperature. The macroscopic energy balance including both convective heat transfer with the
fluid phase and radiative exchange with the tube walls is given by equation A.l in which 4, is
the surface area of the particle, / is the heat transfer coefficient with the surrounding fluid phase,
m,, C, and ¢, are, respectively, the particle mass, heat capacity, and surface emissivity, 7, is the
particle temperature, 7, is the temperature of the surrounding fluid and 7, is the tube wall
temperature.

d(mPT(;PTP) = A,,h(Tg —T,,)"‘ Apgpa(Tw‘,‘ —T;) 4.1)

Analytical solutions to equation A.l can be derived with external heat transfer accomplished
either exclusively by convection or exclusively by radiation. Assuming an initial particle
temperature of 7, and neglecting radiation heat transfer, the analytical solution of equation A.1

is given by equation A.2.

T -T A h
)4 r0 P
———=1-—exp| - t 4.2
T _T I{ ] (4.2)

g po m,t,
The analytical solution of equation A.l neglecting convective heat transfer is shown in equation

A.3 with initial particle temperature 7, [1].
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The characteristic time for external convection/conduction heat transfer is defined as the time at

which
T, T T, T
PP oor 2P0 e =0.632 (4.4)
Tg_ PO T, - PO

The characteristic time for external convection based on this definition is given by equation A.5
where d, is the particle diameter, p, is the particle density, &, is the thermal conductivity of the
gas phase, and the convection coefficient has been evaluated under conditions at which there is a

negligible slip velocity between fluid and particulate phases.

2
p _ mpcp _ ppcpdp (4.5)
e A,h 12k,

Following the definition in eqn. 4.4, the characteristic time for external radiative heat transfer is
given in equation A.6 [1].

_ ppcpdp

t - - = ~ M
i 24Te o

~ A.6
24T} ¢ 0 49

1(,/1,)

0.3681- (7, /T, ) | 1.632+0.632(T,, /T, )+0.368(T,

2
/. /Tw):{111[1.632—1.264@0 /T,)-0.368(7,, /T, ) }manl( 0.632[1-(7,,, /7, )] ; ZJ} (4.7)
The function f(7,,/T,) varies weakly over realistic particle and wall temperatures with
2.62> f(T,»/Ty) > 1 over 0 < T,y/T,, <1 and 1s typically ignored in calculations of . 4.
Transient internal heat conduction within the particle is described by the partial
differential equation in equation A.8 where a is the thermal diffusivity of the particle, R is the

particle radius, 7. is the fixed external particle surface temperature, and 7} is the initial particle

temperature.
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an ai(rzaT) t=

) or

= A.8
ot r? or (4.8

The analytical solution to eqn. 4.8 at the center of the particle (» = 0) is given by equation A.9.

T —-T 0 2.2
P pO n+l nirTtao
—=1—2§ 1) exp| ———¢ 4.9
Tm_Tpo l’l:l( ) p( R2 j ( )

For at/R’ greater than 0.15 the infinite sum can be reasonably approximated by a single term.
The characteristic time for internal conduction is defined analogously to that for external
convection in equation A.10 and given approximately by equation A.11 in which £k, is the

thermal conductivity of the particle material.

T (r=0)-T
) 20— 0.632 (4.10)
T,-T,
C d?
LT (A.11)

tc,cond_int ~ 24k
p

Figures A.1 and A.2 show the calculated characteristic times for carbon particles
entrained in argon gas for two ranges of particle diameter. For nanometer-sized particles the
characteristic times associated with convection and internal conduction are several orders of
magnitude smaller than that associated with external radiation heat transfer between the wall and
the particles implying that particle and local gas phase temperatures equilibrate rapidly once the
particles are heated by radiation thereby justifying the assumption of uniform internal particle
temperature and equivalent local particle and gas phase temperatures. Figure A.2 shows that this
assumption does not begin to break down until the particle diameter exceeds roughly 20 pm.
Thus the presence of particle aggregates will not limit the validity of the model assumptions until

aggregates reach approximately 500 times the diameter of the individual particles.
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Figure A.1: Ratios of characteristic times for d,< 100 nm
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Figure A.2: Ratios of characteristic times for d, < 50 um

A.2 Dimensionless parameters

The momentum and thermal Stokes numbers are given in equations A.12 and A.13 [2-5].

T, ppd;Cc v
T fiow 18u L

St =

(4.12)

Tpih _ ppd;Cpp v
T fiow 12k, L

St =

(4.13)
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The largest value of the Stokes number occurs at the tube centerline where the fluid velocity is
maximized. Figures A.3 and A.4 show the momentum and thermal Stokes numbers as a function
of particle diameter, temperature, and total fluid flow rate with fluid velocity taken to be the

maximum velocity from a fully developed laminar flow profile at temperature T.
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Figure A.3: Momentum Stokes number for d, <40 pm

0.20
0.18 -
0.16 -
0.14 -
0.12 -
0.10 -
0.08 -
0.06 -
0044 /..
0.024 /.
0.00 A A :

0 10 df&m) 30 40

Sty,

==-T=500K
—T=1000 K
=-T=2000K

Figure A.4: Thermal Stokes number for d, <40 um

The momentum and thermal Stokes numbers for the nominal 42 nm particle diameter considered
in this study are on the order of 107 — 10” and thus the assumptions of equivalent fluid and

particle phase temperatures and velocities are clearly valid. Figures A.3 and A.4 show that the
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assumptions controlled by low momentum and thermal Stokes numbers appear to break down for
a particle diameter on the order of 5-30 um depending on fluid flow rate.

For a momentum Stokes number well under unity the velocity discrepancy between the
fluid and particulate phases is negligible, leading to a Biot number given by equation A.14 based
on external convective transport with Nu = 2 [6].

hd k,
Bi=—t=Nu* (4.14)

P p

The Biot number based on external radiative exchange with tube walls in the absence of
convection can be derived as shown in equation A.15 and is similar to that defined by both Maag
and Lipinski [7, 8].

g 4o |oT+TT, 4T, g olr2 12\ +T) (A.15)

"k k
’ 1+Fw_p[1—1j i
Ep &

w

Both convective and radiative Biot numbers are shown in Figure A.5 as a function of particle
temperature and diameter. The wall temperature for Bi, is maintained at a constant value of
1800 K. With negligible slip velocity the convective Biot number is independent of particle
diameter whereas the radiative Biot number increases strongly with particle diameter. Figure
A.5 reveals that the assumption of uniform internal particle temperature appears to be valid for

all particle diameters less than 10 pm for the conditions considered in this study.
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Figure A.5: Biot number for d, <30 pm
Figure A.6 shows the effectiveness factor for the global surface reaction model detailed in
Chapter 5 as a function of particle size and temperature with a solid porosity of 0.2 and the
particle density, specific surface area, and reaction kinetic parameters discussed in Chapter 5.
For spherical particles the effectiveness factor is given as a function of the Thiele modulus in

equation A.16 [9].

3 1 1
n== o (A.16)
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Figure A.6: Effectiveness factor for d, <30 um
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The effectiveness factor is greater than 0.9 for a particle diameter up to 5 um even at 7= 2000 K.

Figures A.1-A.6 indicate that the assumptions of equivalent fluid and particulate phase
temperature and velocity, as well as the approximation of uniform internal particle temperature
are valid for a particle diameter up to 5-30 um, more than two orders of magnitude greater than
the nominal 42 nm particle diameter. Thus particle aggregation is unlikely to invalidate the
assumptions underlying the single fluid mixture model described in Chapter 5.

The Schmidt number for the particulate phase governs the importance of viscous
diffusion compared to diffusion by Brownian motion. The Schmidt number is calculated from
equation A.17 where v, is the kinematic viscosity of the fluid phase and D, is the Brownian
diffusion coefficient for the particles [2].

v
SC:D—g (AI7)

P
Figure A.7 provides values of both the particle diffusivity and the corresponding Schmidt

number as a function of particle diameter and fluid temperature.
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Figure A.7: Particle diffusivity and Schmidt number for d, < 100 nm
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For a particle diameter exceeding 5 nm the Schmidt number reaches values greater than 100
whereas for particle diameter exceeding 15 nm the Schmidt number reaches values greater than
1000 implying that Brownian motion does not likely become relevant until the particle shrinks to
less than 40% of its original size.

The relative importance of natural to forced convection in the tubes is given by the
Richardson number which, for an ideal gas, is described by equation A.18 with 7 representing
the wall temperature, 7, representing fluid temperature distant from the wall and 7" assumed to
be the average temperature [6].

~ Gr glr,-T,)D
Rl = = S © ! A18
Re’ Tv? (4.18)

avg

Figure A.8 shows the Richardson number within the tubes as a function of 7; and the gas flow
rate assuming the average velocity corresponds to that from a laminar flow profile at temperature
T.. Under these conditions, neither free nor forced convection can be neglected unless 7.,

approaches T or the gas flow rate is high.
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Figure A.8: Richardson number in flow tubes
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The transition between laminar and turbulent flow in each the tubes and cavity space is dictated
by the Reynolds and Grashof numbers respectively. The Reynolds number for flow within the
reaction tubes is shown in Figure A.9 as a function of temperature and inert gas flow rate. The

flow pattern remains laminar for all reasonable flow rates within the reaction tubes.
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Figure A.9: Reynolds number in flow tubes
The transition to turbulent flow for the buoyancy-driven circulating flow in the receiver cavity is
related to the Grashof number which, for an ideal gas, is given by equation A.19 where T is
taken to be the wall temperature, 7., is taken to be the fluid temperature away from the wall and

T is assumed to be the average temperature [6].

_pglr, -T)r

Gr 5
w'r

(4.19)

Figure A.10 shows the Grashof number as a function of the heated fluid temperature near the
tubes with a constant wall surface temperature of 300 K when the characteristic length is taken to
be the cavity radius. For purely buoyancy driven flow the transition to turbulence is typically

described as taking place at Gr = 10* — 10°, well above the values shown in Figure A.10.
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Appendix B:

Comparison of fluid properties predicted by correlations
with literature data
B.1 Chapman Enskog, Eucken, and modified Eucken models

The Chapman-Enskog models are given by equation B.1-B.3 for gas-phase viscosity,

thermal conductivity and binary diffusivity [1].

JMT

plkg/m/s)=2.6693x10° ~——— (B.1)
GCQH
JT/M
k(W /m/K)=0.0833 2/ (B.2)
c k
D,,(m*/s)=18583x107 |77 L 4! 1 (B.3)
M, M, ijBQD

In equations B.1-B.3 ¢, is the collision diameter (A), Q is the collision integral, T is the local
temperature (K), p is the local pressure (atm) and M is the molecular weight. The collision
diameter in equation B.3 is approximated as the average of the collision diameters of molecules
A and B [1]. Chapman-Enskog theory produces stronger temperature dependence than kinetic
theory and, though equations B.1-B.3 are only strictly valid for non-polar monatomic gases at
low density, viscosity and diffusivity equations tend to produce acceptable results for a variety of
non-polar and polyatomic gases.

The Eucken and modified Eucken correlations are semi-empirical equations that account
for changes in internal rotational and vibrational energy due to molecular collisions, and thereby

produce more accurate thermal conductivity predictions for polyatomic gases. The Eucken and
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modified Eucken correlations are only valid for non-polar molecules at low density and are given

by equations B.4 and B.5 respectively [1] where C, is the molar heat capacity of the gas species.

C
k=[”+

M

C
k=|1322 10838 |,
M M

SR

4 M

J

(B.4)

(B.5)

B.2 Comparison of model predictions with literature data

Figures B.1 and B.2 present the Chapman-Enskog calculations for CO, H,, CO,, and Ar

viscosity alongside available literature data [2-4]. The Chapman-Enskog models agree well with

literature data for CO, H,, CO,, and Ar with predicted viscosity differing by at most 5% from

literature data for T < 800 K (CO and CO;) or T < 1600 K (Ar and Hj).
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Figure B.1: Carbon monoxide and hydrogen viscosity
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Figure B.3 provides Chapman-Enskog calculations for binary diffusivity of dilute CO or H; in

argon at atmospheric pressure. The Chapman-Enskog models again agree well with literature

data [2] for temperatures below 700 K with predicted diffusivities differing from literature data

by at most 5% for CO and 10% for Ho.
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Figure B.3: Binary diffusivity of dilute carbon monoxide or hydrogen in argon

Figures B.4-B.7 present Chapman-Enskog, Eucken, and modified Eucken calculations for CO,

H,, CO,, and Ar thermal conductivity along with literature data for temperatures up to
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800-1600 K [2, 3, 5]. Eucken and modified Eucken model calculations are carried out with

viscosity predicted by Chapman-Enskog theory. Chapman-Enskog models clearly fail to
accurately capture the temperature dependence of thermal conductivity for polyatomic
components and only yield reasonable solutions for argon where thermal conductivity
predictions accurate to within 6% of literature values are obtained. Chapman-Enskog predictions
of CO thermal conductivity for temperatures up to 800 K yield errors on the order of 30-40%

whereas modified Eucken predictions are accurate to within 4%.
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Figure B.4: Carbon monoxide thermal conductivity

The modified Eucken correlation also generates superior predictions of the thermal conductivity
for H, and CO, with less than 10% discrepancy between theoretically predicted values and
literature data. Chapman-Enskog correlations over an identical temperature range yield errors as
high as 140%. Predictions from modified Eucken models are superior to those from Eucken
models for each of the polyatomic molecules at high temperature. However, Chapman-Enskog

models are adequate for monatomic species such as argon.
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Appendix C:

Specification of tube positions for optimization

C.1 Method A

All designs are created relative to a base design with the tubes arranged in a semicircle
around the back cavity wall. Geometric factors allow for variations in the number of tubes as
well as the size and position of the tubes and are illustrated in Figure 6.1. Geometric parameters
are specified as in Figure 6.2. For this study tube size is determined from a specified maximum
tube surface area per unit length (4,,,x) with 4,,, proportional to the cavity size. For this study
the ratio Aa/¥cav = 5.6 1s chosen arbitrarily in order to generate physically realistic designs. The
variable 7,4 refers to the maximum radius of each outer tube and is calculated in equation C.1

for the “outer” semicircle with tubes in the “inner” semicircle having identical size.

fZAm X
= < Al/Amar =1 ClI
rt,max 27[[(Nmax _ 1)+ f;_l/ZJ ( )

As tube removal must be performed in an integer number, the maximal tube radius is allowed to
vary slightly between designs having 4/A. = 1 and A/Apuq < 1 in equation C.2 where N is the
number of tubes after removal from the ends of the array and is determined such that N/N,,,, is as
close as possible to 4/Aux.

A
f2 Amax [ A ]
- max AfApar <1 (C.2)

o =N =)+ 1]

Factor levels are chosen such that the array always contains an odd number of tubes. Thus a

space between tubes never occurs directly at the back of the cavity and excessive heat load on
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the back cavity wall from direct solar incidence is avoided. For this reason N, is restricted to
either 5 or 9. For A/A,,.: = 0.6, the modified tube arrays have 3 and 5 tubes, respectively, and the
difference between the two calculations of 7, ., from equations C.1 and C.2 is at most 8§%.

The maximum radius of the outer tube circle is calculated from equations C.3 and C.4

assuming the maximal tube radius is given by the calculation in equation C.1.

A 1/2
Vs = Teaw =y = s/ 7 (C.3)
’ 2”(‘Afmax_l-i_fr/ )

ro = f2ro,max (C4)

The “inner” tube circle radius is determined geometrically from Figure 6.2(b) and written in

equation C.5.

j‘12
r=r|ll+——— C)5
’ “[*za—m} Y

Therefore the actual tube circle radius utilized in the design is given by equation C.6.

v, =1, 0,1nax|:1+2(1_ﬁ):| (C.6)

Each tube is assigned an index i in a counter-clockwise fashion with the tube at the rightmost end
of the array denoted by i = 1. For designs with staggered tube patterns the even-numbered tubes
remain on the circle with radius . whereas the odd-numbered tubes are moved inward onto a

circle with radius 7. ; given by equation C.7.
o =r(1=1,) (C.7)
Assuming uniform spacing between tubes in the array, the distance along the arc between tube

walls can be calculated from equation C.8.
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2VC Sin71 |:2(12fl)j| - Zrc |:(Nmax - 2)tanl(7/t’max j + tan71 (W]}
(ﬁ - 1) +1 v, r,

d = (0%
t T (Cs)

max

The angular coordinate of a given tube center is defined relative to the tube circle with angle 6
measured from the positive x-axis. Angular tube coordinates are calculated based on the tube
index using equations C.9-C.11.

0, =~ —sin™ 2@_§) +[NWX_N+i—qfﬁ+2mm*ﬁﬂi g M1 (C.9)
2 (f, =1y +1 2 r 2

c

(C.10)

l

(91.=£+sin_l 2(1_{1) —(Nma"-’_N—ijﬁJthan"lr”ﬂ z'>N+1 (C.11)
2 (fi-1)7+1 2 7 7 2

c c

o =" i
2

The (x,y) positions of each tube center are determined in relation to the coordinate system in
Figure 6.2(c) with (0,0) defined as the cavity center point. The tube circle is centered at

(X0, Ve0) Where x., = 0 and y,, 1s given by equation C.12.

%pz_ﬂﬂnmx@—ﬁ) (C.12)

2 (-7)

Finally (x,y) coordinates for the center of tube i are given by equations C.13 and C.14.

X, =7, cos(8, )+ X, (C.13)
yi = rc,i Sin(gi )+ yc,o - forcav (C14)

The tube circle radius used in equations C.13 and C.14 is determined based on the even/odd

staggering of the tube array in equations C.15 and C.16.
r,,=r, eveni (C.15)

r,,=r., oddi (C.16)
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The tube radius used in the simulations is a fraction of the maximal tube radius determined from
equation C.1 or C.2. The radius of the center tube (equation C.18) may be larger than that of the

outer tubes (equation C.17) for f,> 1.

rti annax(Lj Z¢N+1 (C]7)
, ’ rmaX 2

= r,maxf:/z[L] j= 2 (1)
, ’ rmax 2

C.2 Method B

The second method of specifying tube positions eliminates parameters f; and A/Ax
while adding an additional parameter 6. shown in Figure 6.3. The number of tubes in the array is
now N,,. Parameters f; and f, are defined as shown in Figures 6.2(c) and 6.2(d). Unlike in
Method A, the distance d, between individual tubes along the tube circle is fixed and the
maximum tube radius is determined from this distance and angle §,. The maximal radius of the
tube circle is given as in Method A from equation C.19 and the actual radius of the tube circle is

calculated from equation C.20.

(C.19)

rc = f2ro,max (CZO)

The maximum tube radius (7;4) is then determined by solving the implicit equation C.21.

r r r

c c c

12
0. =2(N —1)tan” (rf’““" J +2tan” (lJ (v=1)% (C.21)
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Angular coordinates corresponding to the positions of the tube centers are again defined relative
to the center of the tube semicircle and measured from the positive x-axis. These coordinates are

specified in equations C.22 — C.24.

- d
9 =" Oc o i = L) ant| T +(-1)—~ g Nt (C.22)
2 2 r, r, 2
T N +1
0 == i= Cc.23
=3 5 (C.23)

0, = ’”29“ —2(N—i+%jtan’l(rt’m‘“j—(N—i)i i> N2+1 (C.24)

i
r r

The (x,y) positions of each tube center are again determined in relation to the coordinate system
in Figure 6.2(c) with (0,0) defined as the cavity center point. The tube circle is centered at
(Xc.00 Veo) = (0,0) and the tube (x,y) coordinates are given by equations C.13 — C.16 with tube

radius given by equations C.17 and C.18.
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Appendix D

Tube configurations, operating conditions, and results
for optimization studies

D.1 Reflective cavity

Tables D.1 — D.6 list operating conditions, cavity size, and number of tubes for receiver
designs examined as part of the optimization studies in Chapter 6. Tube configurations are
specified with eight individual factors and schematic depictions for the tube configurations for
each design are given in Figures D.1 - D.5. All receiver configurations are generated using the
factor levels discussed in Chapter 6. Table D.1 and Figure D.1 represent at resolution IV 2'*™
fractional factorial design with tube positions specified using method A in Appendix C with
factor f, held constant at /.= 1. Table D.2 and Figure D.2 represent a resolution IV 2% fractional
factorial design. Tube positions are again specified via method A with f, =1, f, =0, 7., = 3.6 in,
and /., = 8 in. Operating conditions are held constant at R; = 1 st Cleea = 6 g/min, Ryeam = 1,
and O, = 7 kW. Tables D.3 and D.4 and Figure D.3 are a resolution IV 2%* fractional factorial
design with tube positions specified using method A and f, = 0, £, = 0, f; = 0, and A, = 8 in.
Operating conditions constant for all simulations are R; = 1 s and Ryeam = 1. Tables D.3 and
D.4 contain results for solar power inputs ranging between 6-7 kW and 7-8 kW respectively.
Table D.5 and Figure D.4 are a resolution IV 2*" fractional factorial design with tube positions
specified using method B in Appendix C with £, =0, £, =0, 8. = 90°, h.,, = 8 in, and 7., = 3.6 in.
Operating conditions are held constant at R; = 0.75 s'l, Cloea = 6 g/min, Ryeum =1, and Qs =7 kW.
Tables D.6 and Figure D.5 are a five factor face-centered central composite design based on a

resolution V half fraction of a five-factor factorial. Tube positions are specified via method B
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with f, =0, £, =0, 8. = 90°, h.o, = 8 in, /rmey = 1, f1 = 0, N = 3 and constant operating conditions

are R;=0.5s", and Ryeqm = 1.

D.2 Absorbing cavity

Tables D.7 — D.11 list operating conditions, cavity size, and number of tubes for receiver
designs investigated as part of the optimization studies in Chapter 7. Tube configurations are
specified with eight individual factors and schematic depictions for the tube configurations for
each design are given in Figures D.6 - D.9. All receiver configurations are generated using the
factor levels discussed in Chapter 7. Table D.7 represents a resolution IV 2"** fractional
factorial design identical to that in Table D.1. Tube positions are identical to those in Figure
D.1. Table D.8 and Figure D.6 represent a resolution IV 2% fractional factorial design. Tube
positions are again specified via method A with f, = 0, f; = 0, 7., = 3.6 in, and A, = 8 in.
Operating conditions are held constant at R; = 0.5 s'l, Croea = 6 g/min, Ryeqm =1, and Qs =7 kW.
Table D.9 and Figure D.7 represent a five factor face-centered central composite design based on
a resolution V half fraction of a five-factor factorial. Tube positions are specified by method B
withf, =0,/ =0, /rme=1,f2=1, fr =1 and h.,, = 8 in. Operating conditions held constant are

R;=0.25s", and Ryean= 1.25.
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Appendix E:

Predicted errors in temperature measurements

E.1 Heat transfer model

Interior tube surface temperatures are measured via type B or type K thermocouple
probes inserted from the top of the tube and bent to touch the tube wall. Contact between the
tube wall and the thermocouple tip cannot be verified during experimentation. A macroscopic
energy balance describing heat transfer to the thermocouple tip is written to approximate
measurement error in the likely event that the thermocouple tip does not maintain contact with
the solid wall. Three heat transfer modes are considered: (1) radiation exchange between the tip
of the thermocouple and the tube wall, (2) conduction along the length of the thermocouple to
the cooled base, and (3) convection from the thermocouple to the surrounding fluid phase.

The thermocouple tip is assumed to be positioned within 0.8 mm of the tube wall and all
thermocouple probes are assumed to have a uniform diameter of 1.6 mm. Temperature profiles
produced by the combined Monte Carlo and computational fluid dynamics model described in
Chapter 5 indicate that the highest tube temperature is maintained over a height of at least
0.5 cm. The view factor from the thermocouple tip to this section of the tube wall is estimated
by Monte Carlo ray tracing and, for the dimensions listed above, approaches unity. Tube walls
are assumed black and, for these simplifications, the net transport of radiative energy to the

thermocouple tip is given in equation E.1.

O,ui = ErcAre (F 1C-want 01, vjall —oT, T4C ) (E.1)



374

The thermocouple probe is composed of thermocouple wires surrounded by a layer of thermal
insulation and covered with a metal sheath. Heat conduction occurs through both the wire and
insulation layers and is described by equation E.2.

Eﬁii;ﬁ&)@;.A, +k,,, A ) e b”e[ e e =K )+ 70

wire c,wire ins ““c,ins

(E.2)

probe ins ]

Q cond —

Convective heat transfer from the fluid flowing over the bent end of the thermocouple probe is

described by equation E.3.
Qconv = hATC (TTC - T/Iu[d ) (E 3)

The convective heat transfer coefficient is calculated from equation E.4 using the mean Nusselt
number in equation E.5 derived from an empirical correlation for a cylinder in cross flow given
by Churchill and Bernstein [1] where all properties are evaluated at the average of the surface

and fluid temperatures.

k.,  Nu
I’l — 2ﬂuld (E4)
rprobe
/s
0.62Re"? Pr’? 587"
Nu=03+ D 1+ 2o (E.5)
282000

041"
[1 + (j }
Pr

The energy balance is carried out for a length of the thermocouple probe equivalent to the
diameter of the probe. The surface area of this section of a cylindrical probe with a

hemispherical tip is given in equation E.6.

Ao = 4>

probe

(E.6)

The energy balance at the thermocouple tip is given by equation E.7 and the temperature of the

thermocouple tip is approximated from solution of equation E.7.

Oria = OQeond + Qeom (E.7)
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Table E.1 provides base values of all parameters for calculations of temperature
measurement errors. All fluid properties are taken to be those for argon gas at the average of the
thermocouple and fluid temperatures using the temperature dependent equations provided in

Table 5.8.

Table E.1: Base parameters for calculation of thermocouple temperature

Parameter Base value
L 14 cm
Tprobe 0.8 mm
Prvire 0.1 mm
Fiube 095cm
Freawan 0.99
Thase 300 K
Kins 7 Wm/K
Kire 70 W/m/K
erc 0.75
Viiuid 0.5 m/s
Tre - T 50K

Figures E.1 — E.3 illustrate the calculated difference between the thermocouple temperature and
wall temperature under various conditions. Radiation exchange between the tube wall and the
thermocouple tip render the measurement insensitive to local fluid conditions for wall
temperatures greater than roughly 1400 K. Conversely, convective heat transfer with the
surrounding fluid phase dominates at low temperatures and thus temperature measurements
below roughly 1000 K depend heavily on local fluid conditions. Thus quantitatively accurate
measurements at low temperature are contingent on maintaining physical contact between the
tube wall and the thermocouple tip whereas the dominance of radiation exchange at high
temperature allows for reasonably accurate temperature measurements provided that the
separation distance between the thermocouple and the tube wall is minimal. The calculated

temperature measurement is more strongly impacted by the thermal conductivity of the
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surrounding insulating material than that of the thermocouple wire as a result of the
comparatively higher cross sectional area. Lack of physical contact between the thermocouple
tip and the tube wall is predicted to produce an error of at least 30-50 K in the temperature

measurement at high temperature.

180
== &cF 0.50
o 160 — £7c=0.75
1404 -~ e grc = 1.0
<
[=%
§ 120 *\\\\ — Vgu=0mis
Q
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=
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=
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Figure E.1: Calculated difference between wall and thermocouple temperatures
as a function of wall temperature, thermocouple emissivity and fluid velocity
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Figure E.2: Calculated difference between wall and thermocouple temperatures
as a function of wall temperature, fluid velocity, and fluid temperature



377

180 |-
— Kpe = 5 W/mM/K

< 160 N - Kpe = 10 W/M/K
t, 140 - S kins = 15 WIM/K
o N 5
s 120 4~
8 AN — Kyire = 50 W/m/K
g 100 - :
g
S 80 -
60 -
= 40 -

20 T T T T

800 1000 1200 1400 1600 1800

Wall T (K)

Figure E.3: Calculated difference between wall and thermocouple temperatures as a
function of wall temperature and thermal conductivity of thermocouple probe

E.2 Comparison of temperatures measured on-sun with theoretical models

Predicted errors in experimentally measured temperatures shown in Figures 5.30 and 5.32
were derived from variability between replicate experiments and thus only address random error.
The predicted discrepancy between thermocouple and tube wall temperatures for the base
parameters listed in Table E.1 typically exceeds this random error, particularly at low
temperature when measurements are more strongly impacted by a lack of physical contact
between the thermocouple and the tube wall. Figures E.4 and E.5 are analogous to Figures
5.30(b) and 5.32(b) and illustrate the modified temperature measurement error predictions
calculated from equations E.1-E.7. As separation between the thermocouple and tube wall
uniformly lowers the temperature of the thermocouple probe relative to that of the tube wall, the
upper bounds of the predicted error are those from the calculations described by equations E.1-
E.7 and the lower bounds remain those assessed from variability between replicate experiments.

Comparison of Figures E.4 and E.5 with Figures 5.30(b) and 5.32(b) illustrates that the upper
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error bound is only notably increased above that predicted from random error at low

temperatures.

Back east

Front east

500 T T T T T
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Figure E.4: Theoretically predicted temperature profiles for SiC tubes compared with
experimentally measured values for the center and outer tubes with errors modified to
account for separation between the thermocouple junction and the tube wall
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Figure E.5: Theoretically predicted temperature profiles for Inconel tubes compared
with experimentally measured values for the center and outer tubes with errors modified
to account for separation between the thermocouple junction and the tube wall
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Nomenclature

Ac.ins cross-sectional area of insulation within thermocouple probe (m?)

Acire cross-sectional area of thermocouple wire (mz)

Arc surface area of thermocouple tip (m?)

h convective heat transfer coefficient (W/m?*/K)

kftuia thermal conductivity of fluid surrounding the thermocouple tip (W/m/K)
Kins thermal conductivity of insulation within thermocouple probe (W/m/K)
kyire thermal conductivity of thermocouple wire (W/m/K)

L length between thermocouple tip and cooled based (m)

Frcawan view factor between thermocouple tip and heated tube wall section

Nu Nusselt number

Pr Prandtl number

Ocond energy conducted from the thermocouple tip to the thermocouple base (W)
Oconv energy transferred by convection to the surrounding fluid (W)

Orad net radiative energy transferred to the thermocouple tip (W)

Pwire radius of thermocouple wire (m)

Fprobe radius of thermocouple probe (m)

Re Reynolds number

Thase temperature at thermocouple base (K)

Thuia fluid temperature at thermocouple tip (K)

Trc temperature of thermocouple tip (K)

Toall heated tube wall temperature (K)

erc thermocouple emissivity

o Stefan-Boltzmann constant (W/m*/K")
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