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Benzaken, J. D. (Ph.D., Applied Mathematics)

Propagation and Control of Geometric Variation in Engineering Structural Design and Analysis

Thesis directed by Prof. John A. Evans

In this dissertation, we present a methodology for understanding the propagation and control

of geometric variation in engineering design and analysis. This work is comprised of two major

components: (i) novel discretizations and associated solution strategies for rapid numerical solution

over geometric parametrizations of the linear and nonlinear thin-shell equations, and (ii) efficient

surrogate modeling techniques and algorithms towards the control of geometric variation. While the

methodologies presented are in the setting of structural mechanics, particularly Nitsche’s method

in the context of linearized membranes, Kirchhoff-Love plates, and Kirchhoff-Love shells, they

are applicable to any system of parametric partial differential equations. We present a design

space exploration framework that elucidates design parameter sensitivities used to inform initial

and early-stage design and a novel tolerance allocation algorithm for the assessment and control of

geometric variation on system performance. Both of these methodologies rely on surrogate modeling

techniques where various designs throughout the design space considered are sampled and used in

the construction of approximations to the system response. The design space exploration paradigm

enables the visualization of a full system response through the surrogate model approximation.

The tolerance allocation algorithm poses a set of optimization problems over this surrogate model

restricted to nested hyperrectangles represents the effect of prescribing design tolerances, where

the maximizer of this restricted function depicts the worst-case member, i.e. design. The loci of

these tolerance hyperrectangles with maximizers attaining the performance constraint represents

the boundary to the feasible region of allocatable tolerances. The boundary of the feasible set is

elucidated as an immersed manifold of codimension one, over which optimization routines exist and

are employed to efficiently determine an optimal feasible tolerance with respect to a user-specified

measure. Examples of these methodologies for problems of various complexities are presented.
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5.2 Trace Inequalities, Poincaré Inequalities, and Inverse Estimates . . . . . . . . . . . . 37

5.3 Green’s Identity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6 Problems 44

6.1 Linear Elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.1.1 The Linear Elastic Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.1.2 Work and Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.1.3 The Euler-Lagrange Equations and the Variational Formulation . . . . . . . . 46

6.1.4 The Strong Formulation for Linear Elasticity . . . . . . . . . . . . . . . . . . 48

6.1.5 Nitsche’s Variational Form for Linear Elasticity . . . . . . . . . . . . . . . . . 49

6.1.6 Consistency and Symmetry of Nitsche’s Method for Linear Elasticity . . . . . 50



vii

6.1.7 Continuity and Coercivity of Nitsche’s Method for Linear Elasticity . . . . . 51

6.1.8 A Priori Error Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Kirchhoff-Love Plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.1 Kirchhoff-Love plate formulation . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.2 Work and Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.3 The Euler-Lagrange Equations and the Variational Formulation . . . . . . . . 56

6.2.4 The Strong Formulation for the Kirchhoff-Love Plate . . . . . . . . . . . . . . 60

6.2.5 Nitsche’s Variational Form for the Kirchhoff-Love Plate . . . . . . . . . . . . 62

6.2.6 Consistency and Symmetry of Nitsche’s Method for the Kirchhoff-Love Plate 63

6.2.7 Continuity and Coercivity of Nitsche’s Method for the Kirchhoff-Love Plate . 64

6.2.8 A Priori Error Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.3 Linearized Kirchhoff-Love Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.3.1 Kirchhoff-Love shell formulation . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.3.2 Work and Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.3.3 The Euler-Lagrange Equations and the Variational Formulation . . . . . . . . 72

6.3.4 The Strong Formulation for the Kirchhoff-Love Shell . . . . . . . . . . . . . . 76

6.3.5 Nitsche’s Variational Form for the Linearized Kirchhoff-Love Shell . . . . . . 78

6.3.6 Consistency of Nitsche’s Method . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.3.7 Continuity and Coercivity of Nitsche’s Method for the linearized Kirchhoff-

Love Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.3.8 A Priori Error Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.4.1 The Shell Obstacle Course . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7 Design Space Exploration 93

7.1 Parametric Partial Differential Equations & Families of Geometries . . . . . . . . . . 93

7.2 Design Space Collocation for Parametrized IGA . . . . . . . . . . . . . . . . . . . . . 97



viii

7.2.1 Nodal Solution Manifold Representation . . . . . . . . . . . . . . . . . . . . . 99

7.2.2 Modal Solution Manifold Representation . . . . . . . . . . . . . . . . . . . . . 102

7.2.3 Design Space Sampling and Numerical Integration . . . . . . . . . . . . . . . 105

7.2.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7.2.5 Flat L-Bracket . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.2.6 Wind Turbine Blade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8 Physics-Informed Tolerance Allocation 141

8.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

8.1.1 A Low-Rank, Separated Representation for System Performance . . . . . . . 143

8.1.2 Construction of the Tolerance Search Space . . . . . . . . . . . . . . . . . . . 145

8.1.3 Tolerance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8.1.4 Manifold Traversal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

8.1.5 Algorithm Pseudocode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

8.2 Numerical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

8.2.1 Application to Linear Elasticity . . . . . . . . . . . . . . . . . . . . . . . . . . 157

8.2.2 Two-dimensional plate with hole . . . . . . . . . . . . . . . . . . . . . . . . . 157

8.2.3 Six-dimensional plate with hole . . . . . . . . . . . . . . . . . . . . . . . . . . 164

8.2.4 17-dimensional L-Bracket . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

9 Multigrid Methods 173

9.1 Fundamentals of Isogeometric Multigrid Methods . . . . . . . . . . . . . . . . . . . . 173

9.2 Numerical Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

10 Conclusion 181

Bibliography 187



ix

Tables

Table

7.1 A comparison between the Gauss-Legendre, Clenshaw-Curtis, and Kronrod-Patterson

quadrature schemes considered in this dissertation. . . . . . . . . . . . . . . . . . . . 106

7.2 Results for the Scordelis-Lo roof with a Nodal solution manifold representation us-

ing a full tensor-product interpolation scheme with the Gauss-Legendre quadrature

nodes. In the table below, ` is the level parameter, p` is the polynomial order of the

Lagrange basis used to represent the solution manifold, n` is the number of interpo-

lation points used to attain the specified representation, and ndof is the number of

basis functions in Qp`(Droof). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.3 Results for the Scordelis-Lo roof with a Modal solution manifold representation using

a tensor-product Gauss-Legendre quadrature scheme for numerical computation of

the pseudospectral coefficients. In the table below, ` is the level parameter, p` is the

polynomial order of the Legendre basis used to represent the solution manifold, n`

is the number of quadrature points used to attain the specified representation, and

ndof is the number of basis functions in Qp`(Droof). . . . . . . . . . . . . . . . . . . . 135



x

7.4 Results for the Scordelis-Lo roof with a modal solution manifold representation using

sparse, delayed Kronrod-Patterson and Clenshaw-Curtis schemes for the computa-

tion of the sparse pseudospectral coefficients in the isotropic Legendre basis. In the

table below, ` denotes the level parameter, n` is the number of function evalua-

tions required to accurately capture the pseudospectral coefficients, and ndof is the

number of basis functions in Pp`(Droof). . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.5 Results for the Scordelis-Lo roof with a modal solution manifold representation using

an isotropic Legendre basis with a tensor-product univariate Gauss-Legendre quadra-

ture scheme. In the table below, ` denotes the level parameter, n` is the number of

function evaluations required to accurately capture the pseudospectral coefficients,

and ndof is the number of basis functions in Pp`(Droof). . . . . . . . . . . . . . . . . 137

7.6 Optimization of the functional presented in this section using the full IGA model

throughout the design space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.7 Optimization of the functional presented in this section for varying level and αi for

a tensor-product, interpolating surrogate model. . . . . . . . . . . . . . . . . . . . . 138

7.8 Functional optimization for varying level and αi for a sparse, isotropic surrogate model.139

7.9 Results for the Flat L-Bracket with a modal solution manifold representation of

the DL,minor using the sparse, delayed Kronrod-Patterson with an isotropic Legendre

basis. In the table below, ` denotes the level parameter, ndof are the number of basis

functions contained in Pp`(DL,minor) and n` are the number of function evaluations

required to accurately capture the pseudospectral coefficients. . . . . . . . . . . . . . 140

7.10 Results for the Flat L-Bracket with a modal solution manifold representation of the

DL,extreme using the sparse, delayed Kronrod-Patterson with an isotropic Legendre

basis. In the table below, ` denotes the level parameter, ndof are the number of basis

functions contained in Pp`(DL,extreme) and n` are the number of function evaluations

required to accurately capture the pseudospectral coefficients. . . . . . . . . . . . . . 140



xi

7.11 Results for an NREL 5MW with a nodal discretization of the design space using

tensor-product Gauss-Legendre nodes. These results use 10 randomly chosen design

variables and compares the isogeometric solution to the solution predicted by the

nodal surrogate design space representation. In the table below, ` denotes the level

parameter, ndof are the number of basis functions contained in Qp`(Dturb) and n`

are the number of function evaluations. . . . . . . . . . . . . . . . . . . . . . . . . . 140

8.1 The strain energy and maximum stress surrogate modeling errors for the two-dimensional

plate with hole problem constructed from N = 100 samples and Nc = 500. . . . . . . 160

8.2 Tolerance values obtained using a dense sampling of the tolerance hyperrectangle.

These values are treated as the “exact” optima and are used in our subsequent

results. Bold numbers indicate values lying on the boundary of the hyperrectangle. . 161

8.3 Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.163

8.4 Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.163

8.5 Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.164

8.6 The maximum stress surrogate modeling errors for the six-dimensional plate with

hole problem constructed from N = 1500 samples and Nc = 500. . . . . . . . . . . . 166

8.7 Tolerance values obtained using a rank 20, degree 4 SR constructed from 7500 sam-

ples of the maximum stress between the top and bottom of the plate with hole. These

values are treated as the “exact” optima and are used in our subsequent results. Bold

numbers indicate values lying on the boundary of the hyperrectangle. . . . . . . . . 167

8.8 Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.167

8.9 Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.168

8.10 Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.169

8.11 The maximum stress surrogate modeling errors for the six-dimensional plate with

hole problem constructed from N = 13500 samples and Nc = 500. . . . . . . . . . . . 170



xii

8.12 Tolerance values obtained using a rank 20, degree 4 SR constructed from 7500 sam-

ples. These values are treated as the “exact” optima and are used in our subsequent

results. Bold numbers indicate values lying on the boundary of the hyperrectangle. . 171

8.13 Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.171

8.14 Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.172

8.15 Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.172



xiii

Figures

Figure

2.1 The constant, linear, quadratic, and cubic B-spline basis functions (left). A bicubic

B-spline basis function is constructed through a tensor product of 1D splines (right). 10

2.2 An example NURBS curve (left) and NURBS surface (right) with their corresponding

control meshes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 The set of cubic Bernstein polynomials is shown in the left figure. In the right figure,

the set of B-spline basis functions described by the knot vector Ξ = {0, 0, 0, 0, 1, 2, 2, 3, 3, 3, 3}

is shown on the top. Below that, the B-spline basis functions restricted to the 2nd

element are shown, along with the scaled Bernstein polynomials which span the B-

spline basis. For example, R̂4(ξ)
∣∣
Ω2 = 1

4B1(ξ) + 1
2B2(ξ) +B3(ξ) + 1

2B4(ξ), where the

coefficients arise through Bézier extraction. . . . . . . . . . . . . . . . . . . . . . . . 14
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Chapter 1

Introduction

The field of Computer-Aided Engineering (CAE) and Computer-Aided Design (CAD) has

fostered a grandiose vision with regards to the progression of engineering design and analysis

protocols, suggesting engineering systems can be iteratively optimized to obey specified performance

constraints such as cost and load-bearing capability. However, the realization of this vision has

been severely inhibited due to the growing demand for complex engineering systems along with the

design-through-analysis bottleneck, that is, the apparent disconnect between design and analysis.

Presently, iterative engineering optimization routines employ computational system models with

highly simplified physics and geometry. The resulting designs are then physically prototyped and

undergo extensive testing. Consequently, the lack of high-fidelity models in the design iterations

commonly results in an over-designed, sub-optimal final product.

Isogeometric analysis (IGA) is a computational approach that offers the possibility of integrat-

ing finite element analysis (FEA) into conventional computer aided design (CAD) tools [9, 32, 68].

In IGA, the geometric entities described by CAD software, namely NURBS and T-splines, serve as

the basis for all subsequent engineering analyses. As the same geometric descriptions are used for

both the FEA and CAD, models may be designed, tested, and adjusted in one integrated stage.

This is in direct contrast with current practices in engineering analyses and simulations.

As IGA provides a seamless integration between FEA and CAD, it constitutes an ideal

analysis technology for design optimization. However, it is still very expensive to utilize full-order

design and analysis models in an IGA-based design optimization loop. In early stage design, the
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phrase “design optimization” is platitudinous in that the problem of finding the “optimal design” is

not well-defined. In fact, a primary objective of early stage design is to identify suitable optimization

criteria in addition to design constraints. To clarify, the “initial guess” or nominal design input to

the engineering design cycle is typically ill-informed or chosen arbitrarily.

Design constraints which govern design optimization routines are not known or well-understood

and cannot be determined without a design space exploration framework. Determination of such

criteria requires an understanding of how design parameters affect system response and ultimately

performance. Furthermore, successfully posing an optimization problem requires an understanding

of how design parameter perturbations affect the resulting displacement field. With this in mind,

a framework enabling a designer to explore full system response in real-time would be invaluable.

This design paradigm is referred to as “design space exploration” throughout this dissertation,

since it presents a framework in which once can “explore” the displacement field as a function

of these design parameters in a neighborhood of a nominal design through a surrogate model.

This is methodology arises through a unification of techniques emerging from the Uncertainty

Quantification (UQ) community [118, 12, 104, 86, 96, 39] with isogeometric analysis [32, 68, 9]

and parametric modeling [57, 16, 85, 66, 40] in a deterministic fashion. This is accomplished by

sampling the solution at a set of designs in a subset of the solution space during an offline stage.

An intelligent sampling scheme combined with sparse collocation provides a means to dramatically

reduce this computational cost [7, 89, 88, 52]. Afterwards, the model is constructed by either

fitting an interpolating polynomial to sampled data or constructing a spectral representation of the

polynomial in this neighborhood. It should be emphasized that with our design space exploration

framework, a designer can visualize the full system response. That is, a designer can visualize the

solution field across the physical domain for a particular geometry in the design space. This is in

contrast with state-of-the-art design space exploration frameworks which only allow a designer to

examine pre-selected quantities of interest.

Following the design stage, manufacturing processes require extensive supervision to ensure

the final product performs some intended task within specified performance constraints. Through-
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out the engineering design cycle and the service lifetime of the assembled product, it is expected

that uncertainty due to manufacturing processes, fatigue, modeling assumptions, etc. will affect

the overall system performance. Regardless of these uncertainties, the product is still expected to

successfully perform its intended task.

Geometric variations which occur during manufacturing or from erosion throughout its life

span adversely affect part performance. These effects on performance are rarely, if ever, considered

during assembly design in a rigorous, analytical manner. Instead, manufacturing tolerances are

somewhat arbitrarily prescribed which typically only address the issue of goodness-of-fit between

parts in an assembly. Monte-Carlo methods are typically employed in efforts to ascertain the

certainty of fit in a statistical sense [27, 64]. Thereafter, parts which are not in compliance with

these tolerances are recycled or discarded imposing additional costs on manufacturing processes.

On the other hand, wear and tear throughout the part life span deteriorates performance. These

issues are often addressed in an a posteriori manner namely, measurements are periodically collected

throughout the part life cycle and are used to assess the overall condition of the system. In this

manner, the status of the engineering system is not well-understood until thorough subsequent

analyses are conducted which, if not performed in a timely manner, may result in catastrophic

failure.

In this dissertation, we also present a methodology for determining spaces of admissible

design parameters, e.g. tolerances, a priori, given acceptable performance metrics. This allows

the engineer to know, simply through measurement, the compliance of the system with regards to

performance constraints. Additionally, this methodology allows for the implementation of systems

which can detect their own non-compliance. This is accomplished by parameterizing the solution

to partial differential equations, and relevant quantities of interest therein, as a function of design.

We leverage isogeometric analysis and a flavor of the surrogate modeling methodology emerging

from our design space exploration technology to accomplish this.

Thereafter, Monte-Carlo samples are taken throughout this parametric domain about some

nominal design and subsequently, a surrogate model to the solution is constructed. A set of do-
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main restrictions over this surrogate model effectively emulates tolerances by permitting geometric

deviations within some hyperrectangle about the nominal design. An optimization problem posed

over the restricted surrogate yields the worst offender of the elements contained within a given

hyperrectangle. The “largest” hyperrectangle such that the worst offender remains within the pre-

scribed performance constraint is an optimal tolerance to allocate, which naturally has a strong

dependence on the norm used to measure tolerances in the hyperrectangle.

The problem herein is interpreted as a manifold optimization. This manifold is of dimension

one less than the number of design parameters used in the geometric parameterization. Moreover,

it represents the loci of hyperrectangles whose worst offender is equivalent to the performance

constraint that is considered. Provided a weighted norm that is informed by considerations such

as design sensitivities or manufacturing costs, the point with the largest value in this measure

is considered optimal. Furthermore, we employ manifold gradient ascent and manifold conjugate

gradients optimization routines to determine this optimal value.

The primary theme of this dissertation pertains to surrogate model construction. Regardless

of surrogate modeling strategy employed, it is understood that in general more solution realiza-

tions at higher fidelities is directly correlated to a more accurate surrogate predictive modeling

capabilities. Obtaining a large number of samples isn’t generally feasible due to the large increase

in computational complexity. Therefore, we resort to geometric multigrid methods to alleviate the

associated computational expense of linear system solution. These methods are well-understood in

the context of finite elements and in this dissertation we extend these techniques to the isogeometric

analysis setting.

Although the techniques and methodologies considered in this dissertation extend naturally

to a wide variety of physical phenomena, we primarily focus on structural mechanics. In particular,

we consider a geometrically-linear elastic model of membranes, thin plates, and in general, thin

shells. We spend a significant portion of this dissertation providing derivations and analyses associ-

ated with physically-consistent boundary condition enforcement, since this is a non-trivial manner

in the general NURBS setting. The goal of this is to devise a numerical methodology leading
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to a symmetric, positive-definite system without excessive ill-conditioning while maintaining this

physical consistency.

Nitsche’s method as originally introduced in [87] allows us to achieve this goal, but its ap-

plication to shell problems is nontrivial in part because of the fourth-order nature of the shell

equations. Throughout this dissertation, we present a thorough analysis of Nitsche’s method ap-

plied to problems in continuum mechanics. We present our derivations in a unified manner with

the intention that these techniques can be applied to more complex PDEs with relative ease. The

approach we take in this dissertation provides tight estimates for penalty parameters as well as

a priori error estimates. This consequently provides a robust and stable method of computing

penalty parameters which avert issues of discrepancies due to numerical roundoff. Additionally,

we present the physically-correct boundary conditions with respect to an underlying energy prin-

ciple. To the best of the authors’ knowledge, this has not been accomplished in the context of

the linearized Kirchhoff-Love shell, where modified tractions and corner forces must be introduced

to preserve the physical consistency with the system energy. This is particularly important for

problem configurations containing free or symmetric boundary conditions. The exposition here is

limited to linear elasticity and for simplicity, we only consider a linear, isotropic constitutive model

corresponding to a plane stress state. Extending these models to a linear, anisotropic material

model are anticipated to be fairly straight-forward while the extension to geometric and material

nonlinearities are relegated to future work.

In contrast to a standard Galerkin method, where Dirichlet boundary conditions are enforced

strongly in the trial space and the homogeneous counterpart enforced strongly in the test space,

Nitsche’s method utilizes a weak enforcement of Dirichlet boundary conditions. Methods for the

weak enforcement of Dirichlet boundary conditions are commonly used for B-spline and subdivision

finite elements [58, 101, 28]. One common approach, the classical penalty method require a penalty

parameter selection that, without a rigorous analysis, may lead to an overly stiff, ill-conditioned

system or a poor enforcement of boundary conditions. On the other hand, Lagrange multipliers

are another approach used for weak-enforcement of Dirichlet boundary conditions [49]. However,
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this method results in a saddle point system which are generally more difficult to solve [49]. The

symmetric Nitsche formulations considered herein can be interpreted as residual-based, stabilized

Lagrange multiplier methods where the Lagrange multiplier is determined algebraically via a static

condensation of the saddle point system. To this end, the resulting formulation is an agglomeration

of the penalty and the Lagrange multiplier methods. In particular, the symmetric Nitsche formula-

tions utilize penalty parameters which are computed optimally through trace inequality constants,

averting the aforementioned concerns of ill-conditioning of the discrete system or poor enforcement

of boundary conditions entirely. Moreover, the residual-based, stabilized Lagrange multiplier yields

a variational form that has a corresponding positive-definite system.

The fundamental crux of Nitsche’s method is the retention of consistency terms and the

addition of symmetrizing terms to a standard penalty method. The consistency terms restore the

high-order accuracy of the method by rendering the variational form consistent with the original

strong form. These terms are obtained by the relaxation of the homogeneous Dirichlet bound-

ary conditions on the test space. The symmetrizing terms ensure the bilinear form is symmetric.

Lastly, the penalty terms ensure the bilinear form is definite and enforces Dirichlet boundary condi-

tions. The symmetrizing residual-based terms are obtained through the symmetric counterpart of

the Dirichlet consistency terms while the residual-based penalty terms enforce Dirichlet boundary

conditions through additional penalty parameters.

In all three problems considered, we begin exposition through the variational form arising

through the Euler-Lagrange equations, particularly the stationary point of the first variation of the

system Lagrangian. Through this variational form, we perform integration by parts to determine

the underlying strong formulation of the PDE for which the variational form, provided enough

regularity, satisfies. The strong formulation elucidates the appropriate boundary conditions which

must be applied to maintain energetic conjugacy. Additionally, this process provides the appropriate

consistency, and symmetrizing, terms required in the Nitsche formulation. Thereafter, we posit the

Nitsche formulation followed by a proof of consistency with the inferred strong formulation as well

as the proposed symmetry of the associated bilinear form. This is followed by proofs of continuity
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and coercivity of the bilinear form, additionally providing estimates for optimal penalty parameters

selection which preserve conditioning of the resulting discrete system. We conclude each section

with a presentation of a priori error estimates that ultimately demonstrate the optimal convergence

of the method.

The remainder of this dissertation proceeds as follows. In Chapter 2, we outline the funda-

mentals of isogeometric analysis. In particular, how geometric entities are represented in this setting

and how analysis over these geometries is conducted thereafter. Chapter 3, presents the notation

and necessary differential geometry used throughout the exposition of this dissertation. Chapter

4, we provide a short review of continuum mechanics and present the problem-dependent strain

measures posed over a differentiable manifold. Chapter 5 provides the necessary theorems and

functional analysis tools that will be used throughout our proofs of properties arising in Nitsche’s

formulation. Chapter 6 is comprised of three major sections. The first of which goes through a

detailed derivation of Nitsche’s method for the linear elastic membrane. The second section per-

forms a similar exposition and analysis of Nitsche’s method but for the Kirchhoff-Love plate, a

fourth-ordered PDE. The last section combines the previous two problems posed over a Rieman-

nian manifold known as the Kirchhoff-Love shell. Chapter 7 provides the necessary ingredients for

constructing a design space exploration framework for a real-time visualization of system response

with respect to perturbations in design parameters. Chapter 8 provides a discussion of the novel

physics-informed tolerance allocation algorithm through a similar surrogate model construction

to that of the design space exploration algorithm. Finally, Chapter 10 provides some concluding

remarks on the contributions of this dissertation to the scientific community.



Chapter 2

Fundamentals of Isogeometric Analysis

Simulating structural mechanics is natural in the IGA setting. This is due to the intrinsic

mesh present in CAD geometries, permitting an exact geometrical representation in contrast to

conventional finite elements, where the mesh is generated as an approximation to the geometry.

In the finite element setting, features of great importance in engineering, such as fillets, holes,

and corners, are removed from the CAD geometry before constructing the analysis mesh. This

is typically done because of the inability to easily create a mesh which accurately captures the

physical effects of these features. However, this over-simplification likely results in unrealistic peak

stresses which are commonly smoothed through an averaging process or imposing an enormous

margin of safety to compensate. The results from these analyses are furthermore used to inform

subsequent design stages. Consequently, the result of the engineering design cycle is a sub-optimal,

over-designed product. Isogeometric analysis mitigates this issue through the underlying analysis

mesh which can readily describe such engineering features and capture the corresponding stress

and strain distributions throughout the same CAD geometry.

These features in the Isogeometric method are made possible through a clever choice of basis

for analysis, particularly the same basis used to represent the geometry. Most engineering and

free-form CAD software suites use the Non-Uniform Rational B-Spline (NURBS) basis for

constructing geometry. This choice is favorable over other basis functions, since NURBS permit

local control of feature manipulation, are arbitrarily continuous without induced oscillations due

to polynomial degree elevation (compared to interpolatory polynomials), and form a partition of
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unity which enables this basis a suitable choice for analysis. For an elaborate presentation of

NURBS entities and manipulation, see [93]. More recently, the advent of T-splines have served

as a generalization to NURBS which permit Isogeometric analysis on “water-tight” geometries

of arbitrary complexity [110, 109, 43, 77]. However, for simplicity of exposition, we restrict our

discussion here to B-Splines and NURBS.

2.1 Isogeometric Analysis

A d-dimensional NURBS function is a projective transformation of a B-spline function in

one higher spatial dimension. Therefore, to motivate the discussion of IGA, we first present the

construction of the B-spline basis. We generate B-spline basis functions in a parametric fashion by

first constructing a knot vector which describes the support and continuity of the set of resulting

basis functions. A knot vector is a non-decreasing set of real numbers Ξ = {ξ1, ξ2, . . . , ξn+p+1}

where n is the number of basis functions and p is the polynomial degree. We assume without loss

of generality that ξ1 = 0 and ξn+p+1 = 1. In IGA, we typically employ an open knot vector such

that the first and last knots are repeated p+1 times. This ensures that the basis will interpolate the

geometry at the boundaries in one-dimension, or the corners in higher dimensions, and enforcing

C0-continuity across parametric patches. The knot vector, along with the Cox-deBoor formula

shown below, defines the univariate B-spline basis functions for intermediate ξ ∈ (0, 1):

N̂i,p(ξ) =
ξ − ξi

ξi+p − ξi N̂i,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1

N̂i+1,p−1(ξ)

N̂i,0(ξ) =

 1, ξi ≤ ξ < ξi+1

0, elsewhere

(2.1)

The multivariate B-spline basis is obtained through a tensor product of one-dimensional

basis functions. In particular, to define the dp-dimensional B-spline basis functions for multi-indices

i = (i1, i2, ..., idp) and p = (p1, p2, ..., pdp) representing basis function number and polynomial degree

respectively, we write:
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N̂i,p(ξ) =

dp⊗
j=1

N̂ij ,pj (ξ
j) ∀ ξ ∈ Ω̂ (2.2)

where Ω̂ = (0, 1)dp is the so-called parametric domain. One-dimensional B-spline basis functions

of various degree, as well as a representative two-dimensional basis function, are shown in Figure

2.1 below.

Figure 2.1: The constant, linear, quadratic, and cubic B-spline basis functions (left). A bicubic
B-spline basis function is constructed through a tensor product of 1D splines (right).

Before proceeding to geometry definition in this setting, we must first discuss the construc-

tion of the NURBS basis from the B-spline basis presented. Given a set of nbasis =
∏dp
i=1 ni

dp-dimensional B-spline basis functions and a set of nbasis NURBS weights, wi ∈ R+, we define

the corresponding set of dp-dimensional NURBS basis functions via:

R̂i,p(ξ) =
wiN̂i,p(ξ)

w(ξ)
, where w(ξ) =

∑
i

wiN̂i,p(ξ) (2.3)

The function w(ξ) is known as the weighting function. As previously mentioned, a dp-dimensional

NURBS entity is constructed in dp + 1 dimensions and then projected into a dp dimensional space;

the NURBS weights are in fact the (dp + 1)th-component of the control mesh in the projective

space.

Now, in order to construct geometry using this basis and subsequently perform analysis on

this geometry, we construct the control mesh, a network of nbasis control points in ds-dimensions
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which, together with the complete set of NURBS basis functions, construct a ds-dimensional geom-

etry Ω ⊂ Rds which will serve as our physical domain. More specifically, given a set of NURBS

control points Pi and weights wi, the parametric representation of the geometry x(ξ) : Ω̂ → Ω is

given by:

x(ξ) =
∑
i

PiR̂i(ξ) ∀ ξ ∈ Ω̂ (2.4)

Note we have dropped the subscript p for notational ease, and we will proceed to do so

henceforth. Before doing so, it is worthwhile to note that through an analogous procedure, we are

capable of constructing tensor product basis functions of anisotropic polynomial degrees by varying

the multi-index p accordingly.

At this juncture, it is useful to delineate between the two different notions of dimension we

have introduced heretofore. The dimension dp refers to the parametric dimension (e.g., dp = 1

for a curve, dp = 2 for a surface, and dp = 3 for a volume). Alternatively, the dimension ds refers

to the spatial dimension. It is required that dp ≤ ds. For instance, a surface (dp = 2) may

be embedded within R3 but not within R1. Figure 2.2 shows an example of a NURBS curve in

two-dimensional space and a two-dimensional NURBS surface in three-dimensional space.
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Figure 2.2: An example NURBS curve (left) and NURBS surface (right) with their corresponding
control meshes.
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Once the geometry has been constructed, IGA follows analogously to a standard Bubnov-

Galerkin method. In particular, we seek a finite-dimensional approximation to a solution of a

system of partial differential equations (PDEs). For simplicity, consider a general boundary-value

problem (BVP) of the form:

L (u) = F ∀ x ∈ Ω

B (u) = G ∀ x ∈ Γ

(2.5)

where L(·) is a differential operator, possibly nonlinear, B(·) is a boundary operator, and Γ = ∂Ω.

Both operators act on the unknown solution field u : Ω → Rd. In the context of structural

mechanics, u typically denotes the displacement field and d = 2 or 3.

As the PDE system is typically cast over a spatial variable, we require an appropriate space

of basis functions defined in physical space in which to express the solution. To arrive at such

a space, we leverage the isoparametric concept provided by the isogeometric analysis paradigm

to uniquely relate topologically equivalent parametric and physical domains. The isoparametric

concept is elucidated through the notion of the pull back and push forward operations which

explicitly describe how the physical variable x is related to the parametric variable ξ through the

geometric mapping:

push forward: x = x(ξ) pull back: ξ = x−1(x) (2.6)

Hence, the NURBS basis functions defined in the parametric domain also define splines in the

physical domain as directed by the geometric mapping (2.4):

Ri(x) = R̂i

(
x−1(x)

)
and R̂i(ξ) = Ri (x(ξ)) (2.7)

In IGA, we use the same basis for geometric design and analysis, so we seek a discrete solution

of the form:
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uh(x) =
∑
i

diRi(x) (2.8)

where the terms di ∈ Rd are referred to as control variables. With the admissible trial functions

defined, we invoke Galerkin’s method by multiplying the PDE system by a corresponding NURBS

weighting function, integrating by parts, strongly enforcing Dirichlet boundary conditions, and

weakly enforcing Neumann boundary conditions. This yields a residual system of the form:

R (d) = 0 (2.9)

where R is a vector of residuals and d is a solution vector of control variables. In the linear setting,

this equation reduces further to the linear system:

Kd = F (2.10)

where K is the system stiffness matrix and F is the system forcing vector. To assemble and solve

this system, finite elements are constructed through a process known as “Bézier extraction” where

a transformation, referred to as the extraction operator, is constructed that describes the B-spline

basis locally in terms of the Bernstein polynomials. These elements are then assembled in a global

stiffness matrix and a global system solve is performed to obtain the displacement vector. The

pth-degree Bernstein polynomials over [0, 1] are generated through the Cox-deBoor formula (2.1)

with the open knot vector of length 2p+ 2, containing only the points 0 and 1, each repeated p+ 1

times. The cubic Bernstein polynomial set is shown below in Figure 2.3, in addition to a pictorial

representation of Bézier extraction.

Bézier extraction is accomplished by repeatedly inserting knots in the global knot vector

until each knot appears p times, where p is the polynomial order of the basis. Moreover, each knot

interval becomes a Bézier element on which we can perform analysis. This process with the resulting

unscaled Bernstein basis is shown in Figure 2.4 below for the knot vector Ξ = {0, 0, 0, 1, 2, 3, 3, 3}

for a quadratic basis.
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Figure 2.3: The set of cubic Bernstein polynomials is shown in the left figure. In the right figure,
the set of B-spline basis functions described by the knot vector Ξ = {0, 0, 0, 0, 1, 2, 2, 3, 3, 3, 3}
is shown on the top. Below that, the B-spline basis functions restricted to the 2nd element are
shown, along with the scaled Bernstein polynomials which span the B-spline basis. For example,
R̂4(ξ)

∣∣
Ω2 = 1

4B1(ξ)+ 1
2B2(ξ)+B3(ξ)+ 1

2B4(ξ), where the coefficients arise through Bézier extraction.

After performing Bézier extraction, the global control points are re-expressed as local control

points which construct the Bézier control polygon and provide a Bézier representation of the

original geometric entity. In addition to Bézier extraction, knot insertion is the primary method

in which we can refine the isogeometric mesh, since inserting knots into the global knot vector

increases the resolution of the parametric domain.

The process of Bézier extraction for both NURBS and T-splines are presented in [17, 108].

Once the notion of an “element” has been defined, the element formation and assembly routines

follow in a similar fashion to the conventional finite element method. In particular, each physical

element is “pulled back” to the parametric domain through the inverse geometric mapping (2.6),

followed by an affine transformation to the parent element, where Gaussian quadrature is then used

for numerical integration. Moreover, Figure 2.5 illustrates this process. For an in-depth overview

of the isogeometric method and its implementation, the reader is referred to [32, Chapter 3].
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⇒

Figure 2.4: 2nd-order B-spline basis before Bézier Extraction (left) and after
Bézier Extraction (right) which it is cast in the Bernstein polynomial basis.
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Figure 2.5: Bézier extraction defines the notion of an “element” in the isogeometric paradigm, where
quadrature can be used for numerical integration in an element-wise fashion. First, the physical
Bézier element Ωe is “pulled back” to the parametric domain through the geometric mapping x(ξ).
Thereafter, an affine mapping pulls the parametric element Ω̂e to the parent element Ω̃, where the
element stiffness matrix is formed after integration.



Chapter 3

Differential Geometry

The models we consider herein idealize the three-dimensional elastic body B ⊂ R3 into a

two-dimensional manifold Ω ⊂ R3, commonly referred to as the midsurface. The boundary of

the midsurface is denoted Γ = ∂Ω ⊂ R3. The midsurface is typically chosen to be the surface

midway through the thickness of the shell. If the elastic body is of uniform thickness η with

homogeneous material properties, this surface coincides with the neutral plane, that is, the plane

which undergoes no compressive or tensile forces due to bending. We parametrize Ω in terms of

the variables ξ = (ξ1, ξ2) in the parametric domain Ω̂ ⊂ R2 and utilize the physical push-forward

mapping x.

The formulation of the equations for linearized Kirchhoff-Love shells requires extensive use of

differential geometry to effectively describe the physics. In the following, we use Einstein notation,

i.e. repeated high-low indices have an induced summation. Latin indices, e.g., i, j, k, take values

1, 2, and 3 while Greek indices, e.g., α, β, λ, take values 1 and 2. Moreover, a comma proceeding

an index denotes derivative with respect to that index in contrast to a vertical bar, indicating the

covariant derivative. Although our discussions of other PDEs, particularly linear elasticity and the

Kirchhoff-Love plate, do not require as much machinery, we attempt to express all the equations

in a uniform manner using a consistent notation. To this end, we interpret a problem in R2 as a

flat manifold in R3 throughout the dissertation.

In the general setting, x is not-affine, with possible intrinsic curvatures present in the im-

mersed manifold Ω. These curvatures are necessary to effectively describe general shell structures
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however present difficulty in analysis since there is no natural global coordinate system to reference

the shell kinematic equations. Therefore, we resort to using local coordinate frames to perform

analyses. The isogeometric paradigm permits a natural implementation of parametric coordinate

frames for analysis. The in-plane vectors of the coordinate frame, along with its derivatives, are

given by higher-ordered derivatives of the geometric mapping.

aα(ξ1, ξ2) = x,α, aα,β(ξ1, ξ2) = x,αβ, and aα,βλ(ξ1, ξ2) = x,αβλ (3.1)

Note that many of these derivatives are symmetric due to the differentiability of x. We henceforth

drop the explicit dependence of (ξ1, ξ2) for notational brevity. Parametric scaling and skewing due

to x present complications in vector measurements through a standard Euclidean inner product.

The first fundamental form, also known as the metric tensor, encapsulates these geometric

properties pertaining to vector norms in the parametric coordinate frame. The metric tensor is

given by

a = aαβa
α ⊗ aβ = aαβaα ⊗ aβ (3.2)

where these tensorial components are computed through various inner products of the parametric

basis vectors as

aαβ = aα · aβ and aαβ = aα · aβ. (3.3)

Note that the metric tensor is symmetric, since the Euclidean inner product, ‘·’, is symmetric,

i.e., aαβ = aβα. The terms aαβ and aαβ are referred to as the covariant and contravariant

components of the metric tensor. In contrast to the standard Cartesian basis, where ei ≡ ei,

covariant and contravariant entities are not necessarily identical hence must be differentiated from

one another throughout our exposition. Henceforth, lowered indices denote covariant quantities

while raised indices indicate contravariant ones.
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Intuitively, the metric tensor serves as an identity operator in the vector space described by

this curvilinear coordinate system:

a aµ =
(
aαβa

α ⊗ aβ
)
aµ = aαβa

α ⊗ δβµ = aαµa
α = aµ. (3.4)

Here we have made use of the right composition tensor operation between the metric tensor

and one of its basis vectors. This property holds in an analogous manner for contravariant vectors

composed with the metric tensor. Furthermore, the metric tensor provides a mechanism for con-

verting covariant quantities into contravariant ones, or vice versa, colloquially referred to herein as

“index raising” and “index lowering”, respectively. This is a consequence of the inverse relationship

between the covariant and contravariant components, namely

[
aαβ
]

=
[
aαβ
]−1

. (3.5)

where “[·]” denotes the matrix of the respective components. Therefore, we can construct the

corresponding contravariant basis vectors through the index raising operation

aα = aαµaµ. (3.6)

Note that necessarily, the covariant and contravariant basis vectors satisfy the Kronecker delta

relationship, that is

aα · aβ = δαβ (3.7)

where the Kronecker delta symbol is defined via

δαβ =

 1, α = β

0, else

. (3.8)

The in-plane covariant vectors define a basis for the tangent bundle of the manifold, and

through the exterior product we can define a surface normal director
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a3 =
a1 × a2

‖a1 × a2‖2
(3.9)

where ‖ · ‖2 is the standard Euclidean norm. Note, by this definition, that (i) the normal director

is always orthogonal to the in-plane vectors and (ii) the normal director always has unit length.

Therefore necessarily, the covariant and contravariant normal directors are identical (e.g., a3 ≡ a3).

We will also require derivatives of these basis vectors for geometric computation. However, the

derivatives of the normal director are more involved, due to their construction and normalization.

The first and second derivatives are given by

a3,β =
â,β
ã
− ã,β

ã
a3 and a3,βλ =

a,βλ
ã
− ã,λâ,β

(ã)2 −
(ã,βa3,λ + ã,βλa3)

ã
+
ã,β ã,λa3

(ã)2 (3.10)

where

â = a1 × a2

â,β = a1,β × a2 + a1 × a2,β

â,βλ = a1,βλ × a2 + a1,β × a2,λ + a1,λ × a2,β + a1 × a2,βλ

(3.11)

and

ã = ‖a1 × a2‖2

ã,β = â,β · a3

ã,βλ = â,βλ · a3 + â,β · a3,λ

(3.12)

Note that a3,3 = 0 by the inextensibility of the normal director hence a3,α lies solely in the

manifold. Together, these three vectors define a complete curvilinear coordinate system for R3 in

which we perform most of our subsequent analyses. Proceeding forward, we introduce notation to

differentiate between manifold quantities, that is, quantities residing in the manifold, from those

existing in the full, three-dimensional space. In particular, • and • will be used to denote manifold
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quantities, that is, quantities that can be expressed through a linear combination of vectors lying

in-plane of the manifold, with the number of underlines indicating the order of the tensor.

For instance, we define n be the outward-facing unit normal and t be the positively-oriented,

counter-clockwise unit tangent vector to Γ. Note that n is normal to Γ and should not be confused

with the midsurface normal director a3, which coincidentally also dictates the positive orientation

of t. These boundary quantities are defined via the non-normalized normal and tangent vectors

denotes ν and s, respectively

n =
ν

‖ν‖2
, ν = ναa

α and t =
s

‖s‖2
, s = sαa

α (3.13)

and analogously for higher-ordered tensors such as the metric tensor (3.2).

On the other hand, bold-faced text denotes quantities residing in three-dimensional space.

For example,

u = ũαa
α and u = u+ ũ3a

3 (3.14)

In addition, curvilinear tensorial components are denoted via •̃ while the Cartesian counterparts

are left unaccented. To this end, it is convenient to define the basis transformation operators for

relating these entities. In particular the operators that maps Cartesian components to covariant,

curvilinear ones, and vice versa:

Covariant Transformation Contravariant Transformation

Λij = ei · aj V i
j = ai · ej

(3.15)

For example, if u = uie
i = ũia

i, then ũi = Λjiuj . On the other hand, if u = uie
i = ũia

i, then

ui = V j
i ũj . Indeed, these two transformations are inverses as seen by:

ΛikV
j
i =

(
ei · ak

) (
aj · ei

)
= aj ·

(
ei · ak

)
ei = aj · ak = δjk. (3.16)

Before proceeding with further derivation, we present the following Kronecker relationship
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that is used generously throughout this, and later, sections. In particular, this relationship re-

lates covariant and contravariant tensor components through a sign change on a product rule. In

particular,

(aα · aβ),λ =
(
δαβ
)
,λ

⇒ aα · aβ,λ = −aα, λ · aβ (3.17)

and similarly for a3.

Since we now have the mathematical machinery to compute lengths, and areas, in the para-

metric frame, the natural next step is to develop the machinery to compute various derivatives in

this frame. Through this notation, we define the surface gradient [18, §95], the gradient of a

scalar, vector, or tensor quantity along the manifold, via

Scalar: ∇u = u,αa
α

Vector: ∇u = u,α ⊗ aα

Tensor: ∇T = T,α ⊗ aα

(3.18)

We can thus express the directional derivative along a manifold coordinate through the left or

right compositions of the following tensor relationships

Scalar: ∇u · aα

Vector: u,α = (∇u)aα

Tensor: T,α = (∇T)aα

(3.19)

This elucidates the definition of surface divergence for vector and tensor-valued fields as the

trace of the surface gradient via

Vector: ∇ · u = u,α · aα = aα · (∇u) · aα

Tensor: ∇ ·T = T,α · aα = aα · (∇T) · aα
(3.20)

The “·” operation denotes the standard Euclidean “dot” product, which is analogously defined

for higher ordered tensors, e.g., “ : ” operation for 2nd-ordered tensors, etc, all of which fall in the

tensor operation of contraction. We reserve this notation purely for operations between tensor
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entities resulting in a scalar, with the exception of tensor divergence. In all other instances, we

use the left and right composition operations. These operations together are used to describe the

PDEs presented in the following sections that are considered throughout this dissertation.

The intrinsic curvature present in the general manifold causes the locally defined basis to

vary at each point (ξ1, ξ2). Intuitively, the components of a vector represented in the basis defined

at the point ξ0 ∈ Ω̂ do not describe the same vector in terms of the basis at some other point

ξ1 ∈ Ω̂. Consequently, the concept of parallel transport is no longer naturally present in the new

basis and the Cartesian notion of component-wise differentiation of vectors is no longer valid. To

motivate the forthcoming derivations, we consider the derivative of a vector u expressed in our

newly-constructed frame:

u,β =
(
ũαa

α + u3a
3
)
,β

= ũα,βa
α + ũαa

α
,β + ũ3,βa

3 + ũ3a
3
,β

= ũα,βa
α + ũλ

(
(aλ,β · aα)aα + (aλ,β · a3)a3

)
+ ũ3,βa

3 + ũ3(a3
,β · aα)aα

=
[
ũα,β + ũλ(aλ,β · aα) + ũ3(a3

,β · aα)
]
aα +

[
ũλ(aλ,β · a3) + ũ3,β

]
a3

=
[
ũα,β − ũλ(aλ · aα,β)− ũ3(a3 · aα,β)

]
aα +

[
ũλ(aλµaµ,β · a3) + ũ3,β

]
a3

=
[
ũα,β − Γλαβũλ − ũ3bαβ

]
aα +

[
ũλ(aλµbµβ) + ũ3,β

]
a3

=
[
ũα|β − bαβũ3

]
aα +

[
bλβũλ + ũ3,β

]
a3

(3.21)

Several terms have been introduced, in the derivation above. The terms Γλαβ are known as

the Christoffel symbols of the second kind which quantify how the basis changes in plane

with respect to either parametric direction. Since a manifold is not a linear space, the Christoffel

symbols define an affine connection, that is, the affine deviation between two nearby tangent

spaces on a manifold. These entities are defined via

Γλαβ = aλ · aα,β (3.22)

and appear in the covariant derivative of tensorial components, denoted via ‘|’ in the index
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position. For example,

ũα|β = ũα,β − Γλαβũλ (3.23)

The covariant derivative is the curvilinear analogue of the derivative of Cartesian vector components

namely, it describes how the covariant components lying in the a1a2-plane change with respect to

either parametric direction.

While the metric tensor provides a notion of length and distance in the curvilinear frame,

the term bαβ, known as the second fundamental form or curvature tensor, describes intrinsic

curvature in the manifold by measuring the rotational changes in a3. The covariant components

of the second fundamental form are given by:

bαβ = a3 · aα,β = −a3,β · aα. (3.24)

Note that the covariant components of the second fundamental form are symmetric i.e. bαβ =

bβα. Equivalently, the second fundamental form can be expressed in terms of mixed covariant-

contravariant components. These components can be obtained through the index raising operation.

For example, the mixed contravariant-covariant components of the second fundamental form are

given by:

bα·β = aαµbµβ (3.25)

Here we have implicitly introduced the notation of the “·” in the index position, that es-

tablishes an ordering in indexed quantities. This is helpful for tensor construction as well as left

and right composition operations which are used extensively in the derivations of the linearized

Kirchhoff-Love shell. Lastly, the covariant components of the third fundamental form provide

an alternative measure of curvature and are given by:

cαβ = bαµb
µ
·β (3.26)
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The notion of the covariant derivative generalizes to higher-ordered tensors as well. For example,

consider the derivative of the curvature tensor

b,λ =
(
bαβa

α ⊗ aβ
)
,λ

= bαβ,λa
α ⊗ aβ + bαβa

α
,λ ⊗ aβ + bαβa

α ⊗ aβ,λ

= bαβ,λa
α ⊗ aβ + bµβ

[(
aµ,λ · aα

)
aα +

(
aµ,λ · a3

)
a3
]
⊗ aβ

+ bαµa
α ⊗

[(
aµ,λ · aβ

)
aβ +

(
aµ,λ · a3

)
a3
]

=
(
bαβ,λ − Γµαλbµβ − Γµβλbαµ

)
aα ⊗ aβ + bµ·λbµβa

3 ⊗ aβ + bµ·λbαµa
α ⊗ a3

= bαβ|λa
α ⊗ aβ + cλβa

3 ⊗ aβ + cαλa
α ⊗ a3

(3.27)

Note that similar expressions exist for tensors expressed in mixed and contravariant compo-

nents, however there is typically a sign change associated with the index position in the covariant

derivative and a metric tensor for out-of-plane componenents. For instance,

bα·β|λ = bαβ,λ + Γαµλb
µ
·β − Γµβλbαµ (3.28)

and similarly for tensors of higher order. In the setting of Cartesian analyses, many of these

differential geometric entities vanish since the parametric basis coincides with the standard basis.

However for the study of PDEs posed over a manifold, these entities are of great importance for

both analysis and implementation.



Chapter 4

Continuum Mechanics

Before proceeding forth with more complex derivations of Nitsche’s method, we digress to a

brief discussion of continuum mechanics, particularly the stress and strain measures employed as

well as the notation which will be carried throughout the remainder of the dissertation.

Continuum mechanics is grounded in elasticity theory where strain measures, constitutive re-

lationships, and Newton’s 2nd law serve as a surrogate to the displacement field u. Namely, deriva-

tives of the displacement field represent strains which, with a constitutive relationship, determine

internal stresses due to external loadings. A wide range of strain measures exist however for shell

theory, and more generally finite element theory, the Green-Lagrange strain measure is typically

employed. This choice is made since the Green-Lagrange strain tensor and the 2nd Kirchhoff-Piola

stress tensor are energetically conjugate which has a natural foundation in variational formulations

which seek the displacement configuration that minimizes the potential energy.

The differential geometric discussion in Chapter 3 pertains to the two-dimensional “midsur-

face” of the shell body. However, to obtain accurate strain measurements, we need a parameteri-

zation of the linear elastic body B itself. To this end, we are able to arrive at a parametrization of

any structural member considered in this dissertation through the following relationships:

Linear Elasticity: XLE(ξ1, ξ2) = x(ξ1, ξ2)

Kirchhoff-Love Plate: XKLP (ξ1, ξ2, ξ3) = x(ξ1, ξ2) + ξ3e3(ξ1, ξ2)

Kirchhoff-Love Shell: XKLS(ξ1, ξ2, ξ3) = x(ξ1, ξ2) + ξ3a3(ξ1, ξ2)

(4.1)
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where x(ξ1, ξ2) is the push-forward parametrization of the structural member, describing the mid-

surface of the body while ξ3 is the parametric variable designating the through-thickness direction

of the elastic body along the midsurface normal director. Note that the linear elasticity model is

equivalent to x because we assume through all of our structural analyses that these members are

in a plane stress state. In particular, through-thickness stresses are negligible in comparison to

the in-plane counterpart. Analogously to the exposition of Chapter 3, we can define a curvilinear

frame for the elastic body which we will utilize in the computation of stresses and strains. For

example, these vectors are given for the Kirchhoff-Love shell by:

gα =
∂X

∂ξα
= aα + ξ3a3,α =

(
δβα − ξ3bβ·α

)
aβ and g3 =

∂X

∂ξ3
= a3 (4.2)

and therefore, the covariant components of the metric tensor associated with this parametrization

is given via

gαβ = gα · gβ and g33 = 1 and gα3 = g3α = 0 (4.3)

Proceeding forward with our strain measure, we assume there exists a smooth, bijective

mapping X̃(ξ) = X̃(X(ξ)) between X̃, the deformed configuration B̃, and X, the undeformed

configuration B. Through the derivatives of this mapping, we obtain the entity known as the

deformation gradient which is given by:

F ≡ ∂X̃

∂X
=
∂X̃

∂ξi
∂ξi

∂X
= g̃i ⊗ gi. (4.4)

While one may utilize any other pair of conjugate stress-strain measures, herein we consider

the Green-Lagrange strain measure given by:

E =
1

2
(R− I) =

1

2

(
FTF− I

)
(4.5)

where R = FTF is the Right Cauchy strain tensor. Utilizing (4.4) we obtain:
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E =
1

2

(
(gi ⊗ g̃i)(g̃j ⊗ gj)− I

)
=

1

2
(gij − g̃ij) gi ⊗ gj ≡ Eijgi ⊗ gj . (4.6)

Observe that the coefficients Eij are in fact a function of the, yet to be defined, displacement field

U . In particular,

g̃i =
∂X̃

∂ξi
=
∂ (X +U)

∂ξi
= gi +U,i (4.7)

and moreover, utilizing (4.7) with (4.3) and substituting into (4.6), the Green-Lagrange strain

tensor coefficients reduce to

Eij(U) =
1

2

(
∂U

∂ξi
· gj +

∂U

∂ξj
· gi +

∂U

∂ξi
· ∂U
∂ξj

)
≈ 1

2

(
∂U

∂ξi
· gj +

∂U

∂ξj
· gi
)

(4.8)

where the nonlinear dependencies have been neglected, effectively linearizing the tensor coefficients.

For notational ease in forthcoming derivations, we introduce the symmetrized gradient of the

displacement field, which is in fact equivalent to the linearized Green-Lagrange strain tensor

εij(U) ≡ ∇U =
1

2

(
∂U

∂ξi
· gj +

∂U

∂ξj
· gi
)
. (4.9)

Our theory of elastic models proceeds with the Reissner-Mindlin kinematical assump-

tion, that is the displacement field of the entire elastic body takes the form of a translational

midsurface displacement and a through-thickness midsurface rotation. In particular,

Linear Elasticity: ULE(ξ1, ξ2, ξ3) = u(ξ1, ξ2)

Kirchhoff-Love Plate: UKLP (ξ1, ξ2, ξ3) = u3(ξ1, ξ2)a3 + ξ3θ(ξ1, ξ2)

Kirchhoff-Love Shell: UKLS(ξ1, ξ2, ξ3) = u(ξ1, ξ2) + ξ3θ(ξ1, ξ2)

(4.10)

where u(ξ1, ξ2) is a translational displacement of the midsurface while θ(ξ1, ξ2) = θ̃λa
λ is a rota-

tional displacement of the midsurface normal director a3. t is worth mentioning that the rotational

displacement θ can be represented by a surface tensor due to the inextensibility of the midsurface

normal director a3. Note, we only use θ as a variable to enforce the Kirchhoff-Love constraint in
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the following sections, it is not present in the numerical implementation. Furthermore, note that

the Kirchhoff-Love shell is the agglomeration of the linear-elastic and plate displacement profiles

defined over a curved manifold, a theme that is carried throughout our derivations allowing us to

establish theory of these elastic models in a hierarchical manner.

We now proceed with deriving the corresponding strain measures from these prescribed dis-

placement profiles. In particular, we substitute each of the displacement fields (4.10) into (4.9).

We demonstrate this explicitly here only for the Kirchhoff-Love shell, since it encompasses both

the linear-elastic setting and the Kirchhoff-Love plate. Observe,

εαβ(UKLS) =
1

2
[U,α · gβ +U,β · gα]

=
1

2

[(
u,α + ξ3θ,α

)
·
(
δλβ − ξ3bλ·β

)
aλ +

(
u,β + ξ3θ,β

)
·
(
δλα − ξ3bλ·α

)
aλ

]
=

1

2
(u,α · aβ + u,β · aα) +

ξ

2

(
θ,α · aβ + θ,β · aα − u,α · bλ·βaλ − u,β · bλ·αaλ

)
−
(
ξ3
)2

2

(
θ,α · bλ·βaλ + θ,β · bλ·αaλ

)
= γαβ(u) + ξ3καβ(u, θ) +

(
ξ3
)2
χαβ(θ).

(4.11)

Given a displacement field u, the tensorial components γαβ(u) correspond to membrane

strains in the shell body, the components καβ(u) correspond to bending strains in the shell body,

and the components χαβ(u) correspond to through-thickness shearing strains due to nonlinear

material normal deformations. As we will demonstrate shortly, we express the rotational degrees of

freedom in terms of the translational displacement field i.e. θ = θ(u), through the Kirchhoff-Love

assumption that the deformed midsurface normal director remains orthogonal to the deformed

midsurface. An additional Kirchhoff-Love assumption is that the deformed midsurface normal

director is straight, hence we discard the term χαβ(u), which is nonlinear in ξ3.

We now derive the tensor form of the membrane and bending strains for later use in devising

a Galerkin Nitsche formulation. Proceeding forward, we have for the membrane strain:
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γαβ(u) =
1

2
[u,α · aβ + u,β · aα]

=
1

2
[((∇u)aα) · aβ + ((∇u)aβ) · aα]

=
1

2

[
aα · (∇u)T · aβ + aα · (∇u) · aβ

]
= aα ·

1

2

[
(∇u)T + (∇u)

]
· aβ.

(4.12)

Hence the membrane strain tensor is given by:

γ(u) = ∇su =
1

2

[
(∇u)T + (∇u)

]
. (4.13)

Furthermore, the bending strain:

καβ(u, θ) =
1

2

[
θ,α · aβ + θ,β · aα − u,α · bλ·βaλ − u,β · bλ·αaλ

]
=

1

2

[
((∇ θ)aα) · aβ + ((∇ θ)aβ) · aα − ((∇u)aα) ·

(
b aβ

)
− ((∇u)aβ) ·

(
b aα

)]
=

1

2

[
aα · (∇ θ)T · aβ + aα · (∇ θ) · aβ − aα · (∇u)T b · aβ − aα · bT (∇u) · aβ

]
= aα ·

1

2

[
(∇ θ)T + (∇ θ)− (∇u)T b− bT (∇u)

]
· aβ

(4.14)

Therefore, the bending strain tensor is given by:

κ(u) = ∇sθ − 1

2

[
(∇u)T b+ bT (∇u)

]
(4.15)

The transverse shearing strain components are given via:

ζα(UKLS) = εα3(UKLS)

=
1

2
(U,α · g3 +U,3 · gα)

=
1

2

[(
u,α + ξ3θ,α

)
· a3 + θ ·

(
δλα − ξ3bλ·α

)
aλ

]
.

(4.16)

Note that since θ = θαa
α it follows that:

θ,α · a3 =
(
θλ,αa

λ + bµ·λθµa
3
)
· a3 = bµ·λθµ (4.17)
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hence (4.16) reduces to:

ζ(UKLS) =
1

2

(
aT3 (∇u) + θ

)
⊗ a3. (4.18)

Lastly, note the out-of-plane strains vanish due to the inextensibility of the midsurface normal

director imposed in our parametrization:

ε33(UKLS) = U,3 · g3 = θ · a3 = 0. (4.19)

Repeating this process for the remaining linear elastic membrane and Kirchhoff-Love plate gives

rise to the following summarizing table of strains:

Linear

Elasticity

Kirchhoff-Love

Plate

Kirchhoff-Love

Shell

in-plane ∇su ξ3∇sθ ∇su+ ξ3

2 ∇sθ −
ξ3

2

(
(∇u)T b+ bT (∇u)

)
transverse shear 0 1

2 (∇u3 + θ) 1
2

(
aT3 (∇u) + θ

)
out-of-plane 0 0 0

(4.20)

However, we are unfinished with the derivation of the strains. The Kirchhoff-Love kinematical

assumption is that material normals remain straight and normal to the deformed material, e.g.

ζα = εα3 = ε3α = 0. This introduces a constraint on the rotational degrees of freedom as follows

Kirchhoff-Love Plate Kirchhoff-Love Shell

θ = −∇u3 θ = −aT3 (∇u)

(4.21)

which we then substitute back into (4.20) and, through algebraic simplification, we obtain the

following strain fields:

Linear Elasticity Kirchhoff-Love Plate Kirchhoff-Love Shell

∇su −ξ3∇s∇u3 ∇su− ξ3

2

(
aT3 (∇ ∇u) + (∇ ∇u)T a3

) (4.22)
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where, ∇ ∇u = u,αβ ⊗aα⊗aβ −Γλαβu,λ⊗aα⊗aβ, and with a slight abuse of notation, we define

(∇ ∇u)T = aα ⊗ aβ ⊗ u,αβ − aα ⊗ aβ ⊗ Γλαβu,λ for our Cartesian displacement field.

Since a boundary rotation does not necessarily coincide with a normal derivate due to intrinsic

manifold curvatures in the shell setting, in order to maintain energetic conjugacy throughout our

derivations, it is necessary to define the following boundary quantities:

Normal Rotation Twisting Rotation

θn(u) := θ(u) · n θt(u) := θ(u) · t
(4.23)

We are then able to develop a unified notation which we define in the context of the shell but employ

throughout our discussion of these three models. The linear elasticity model provides the strain

field associated with in-plane displacements due to in-plane loadings, i.e. membrane action. On

the other hand, our Kirchhoff-Love plate model provides the strain field associated with transverse-

displacements due to transverse loadings, i.e. bending action. Therefore, we define the membrane

and bending tensors via:

Membrane Strain Bending Strain

γ(u) := ∇su κ(u) := −1
2

(
aT3 (∇ ∇u) + (∇ ∇u)T a3

)
.

(4.24)

Note that in the case of zero curvature, the membrane and bending strain tensors of the

Kirchhoff-Love shell coincide with the linear elastic and Kirchhoff-Love plate models, respectively,

precisely how we’ve defined the flat counterparts to these tensors. In particular, γ(flat)(u) := ∇su

and κ(flat)(u) := −∇s∇u3. Therefore, it is expected that studying the behavior of these simpler

models will aid us in inferring behavior of the entire Kirchhoff-Love shell. From these definitions,

it follows that we can decompose the Green-Lagrange strain tensor into a membrane component

lying in the midsurface model and a bending component which varies linearly through-thickness.

In particular:

ε(u) = γ(u) + ξ3κ(u). (4.25)
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At this point, it is worthwhile to define the energetically-conjugate stresses for both the

membrane and bending strain tensors. Since both of these quantities require a material law in their

definition, we present the following linear constitutive model which we employ in our mathematics:

C = Cαβλµaα⊗aβ⊗aλ⊗aµ where Cαβλµ =
E

2(1 + ν)

(
aαλaβµ + aαµaβλ +

2ν

1− ν a
αβaλµ

)
(4.26)

where E is Young’s modulus and ν is Poisson’s ratio. Note here we have adopted the blackboard

notation for the constitutive law, since it is a fourth-order tensor, and although it is a surface entity,

four underlines is overbearing. Through this constitutive law we can define the strain energy as

a function of displacement. In particular, the strain energy is the integral of the stress-strain

contraction over the three-dimensional body. Substituting (4.25) into this relationship yields:

|||u|||2 :=
1

2

∫
B
σ(u) : ε(u) dB

=
1

2

∫
B
ε(u) : C : ε(u) dB

=
1

2

∫
B

(
γ(u) + ξ3κ(u)

)
: C :

(
γ(u) + ξ3κ(u)

)
dB

=
1

2

[∫
B
γ(u) : C : γ(u) dB + 2

∫
B
ξ3γ(u) : C : κ(u) dB +

∫
B

(
ξ3
)2
κ(u) : C : κ(u) dB

]
=

1

2

[∫
Ω

[∫ η/2

−η/2
γ(u) : C : γ(u) dξ3

]
dΩ + 2

∫
Ω

[∫ η/2

−η/2
ξ3γ(u) : C : κ(u) dξ3

]
dΩ

+

∫
Ω

[∫ η/2

−η/2

(
ξ3
)2
κ(u) : C : κ(u) dξ3

]
dΩ

]

=
1

2

[
η

∫
Ω
γ(u) : C : γ(u) dΩ +

η3

12

∫
Ω
κ(u) : C : κ(u) dΩ

]
=

1

2

∫
Ω
γ(u) : CM : γ(u) dΩ +

1

2

∫
Ω
κ(u) : CB : κ(u) dΩ

=
1

2

∫
Ω
A(u) : γ(u) dΩ︸ ︷︷ ︸

membrane energy

+
1

2

∫
Ω
B(u) : κ(u) dΩ︸ ︷︷ ︸

bending energy

(4.27)

Here we have defined the membrane and bending stresses via the relationships:
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Membrane Stress Bending Stress

A(u) := CA : γ(u) B(u) := CB : κ(u)

(4.28)

where we have defined the constitutive laws for membrane and bending action as CA = ηC and

CB = η3

12C. Note that the cross-integrals between the the bending strain and membrane stress as

well as the membrane strain and the bending stress vanish due to the integration through-thickness

of a linear ξ3. We can use these relationships to define the energy norms for membrane and bending

responses as:

Membrane Energy Bending Energy

|||u|||2A :=

∫
Ω
A(u) : γ(u) dΩ |||u|||2B :=

∫
Ω
B(u) : κ(u) dΩ.

(4.29)

These quantities are physically twice the true energy however the definitions in this form

simplify later exposition. In the following sections, we will use these energies with the principle of

virtual work and the Euler-Lagrange equations to arrive at weak formulations for the PDEs con-

sidered. Moreover, we will also utilize these energies in the demonstration of continuity, coercivity,

and error estimates for the proposed variational forms.



Chapter 5

Functional Analysis

Throughout this dissertation, we rely on tools emerging from functional analysis to state,

derive, and prove properties of numerical methods. In this chapter, we provide the necessary

ingredients for use in later chapters. Before proceeding with theorems used in later sections, we

establish the notation that will be used throughout this dissertation. Let M denote an arbitrary

differentiable manifold immersed in R3. Then, let L2(M) be the space of square-integrable functions

defined over this manifold and L2(M) :=
(
L2(M)

)d
be the vectorial counterpart where d = 2 or

d = 3 in this dissertation. For an arbitrary function v ∈ L2(M), the L2-norm is given by

‖v‖0,M :=

(∫
Ω
v · v dΩ

)1/2

(5.1)

Let Hk(M) denote the space of functions in L2(M) whose kth-order derivatives belong to L2(M)

as well, where these derivatives are defined in (3.18). Similarly, we define Hk(M) :=
(
Hk(M)

)d
as

its vectorial counterpart. This Sobolev space is endowed with the standard Sobolev norm

‖v‖k,M :=

(
k∑
i=0

‖∇iv‖20,M

)1/2

(5.2)

where the notion of contraction in the case of these higher-order tensors arising through high-ordered

Sobolev norms generalizes naturally through a Frobenius norm. Note here that we have implicitly

adopted the convention that H0(M) ≡ L2(M), and analogously for the vectorial counterparts.

Lastly, we denote the k Sobolev semi-norm via | · |k,M. Fractional-order Sobolev spaces are utilized
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throughout this dissertation and are defined in a distributional sense. Note that all of these concepts

extend to the manifold boundary ∂M naturally.

5.1 Existence, Uniqueness, and Error Estimation

Theorem 1 (Lax-Milgram Theorem). Assume that

a(·, ·) : U × U → R (5.3)

is a bilinear mapping, for which there exists constants Ccont, Ccoer > 0 such that for u,v ∈ U

a(v,u) ≤ Ccont‖v‖U‖u‖U (5.4)

and

a(v,v) ≥ Ccoer‖v‖2U (5.5)

Then, for f : U → R a bounded linear functional on U , there exists a unique element u ∈ U such

that

a(v,u) = (f ,v) (5.6)

for all v ∈ U .

The Lax-Milgram Theorem is ubiquitous to proving the existence and uniqueness of a weak

solution. Its proof can be found in many places, for instance [48]. Throughout this dissertation,

we use lemmas to demonstrate that the bilinear form under consideration is indeed equivalent to

some norm and, through Lax-Milgram, ensures the existence and uniqueness of a weak solution

with respect to the norm ‖ · ‖V .

Theorem 2 (Galerkin Orthogonality). Suppose that the unique solution u ∈ U satisfies the fol-

lowing relationship
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a(v,u) = `(v,f) (5.7)

for all v ∈ V and let uh ∈ Uh ⊂ U be such that

a(vh,uh) = `(vh,f) (5.8)

for all vh ∈ Vh ⊂ V. Then it follows that

a(v,u− uh) = 0 (5.9)

Proof. Since (5.7) holds for all v ∈ V. Let v = vh and subtract (5.8) from (5.7) to obtain the

desired result.

Additionally, we prove a priori error estimates based on the following theorem regarding

best-approximation by utilizing Theorem 1 and Theorem 2:

Theorem 3 (Approximation Theorem). Let uh be the unique solution to a(·, ·) as postulated in

Theorem 1 and suppose the conditions therein hold. Then,

‖u− uh‖U ≤
(

1 +
Ccont
Ccoer

)
inf
vh∈U

‖u− vh‖U . (5.10)

Proof. By the orthogonality of the mesh-dependent bilinear form a(·, ·), it follows that that

‖vh − uh‖2U ≤
1

Ccoer
a(vh − uh,vh − uh)

=
1

Ccoer
a(vh − uh,vh − u)

≤ Ccont
Ccoer

‖vh − uh‖U‖vh − uh‖U

(5.11)

hence,

‖vh − uh‖U ≤
Ccont
Ccoer

‖vh − uh‖U . (5.12)
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Then by the triangle inequality,

‖u− uh‖U ≤ inf
vh∈U

(
‖u− vh‖U + ‖vh − uh‖U

)
≤
(

1 +
Ccont
Ccoer

)
inf
vh∈U

‖uh − vh‖U .
(5.13)

5.2 Trace Inequalities, Poincaré Inequalities, and Inverse Estimates

Trace inequalities provide upper bounds to boundary quantities by their mesh-scaled,

interior counterparts for finite-dimensional quantities. The trace inequalities considered in this

dissertation for h > 0 take the form

‖Dn
Γu

h‖20,Γ ≤
Ctr
h
‖Dn

Ωu
h‖20,Ω (5.14)

where Ctr is the trace inequality constant independent of h and n ≥ 0 is the order of the differential

operator. The differential operators DΓ and DΩ are defined over the domain boundary and the

interior, respectively. The following eight trace inequalities will be used throughout this dissertation

in proving coercivity and a priori error estimates for the various PDEs considered.

1. A trace inequality bounding the membrane stress on the boundary by the membrane stress

on the interior of the form

‖A(uh)‖20,Γ ≤
Ctr,A
h
‖A(uh)‖20,Ω (5.15)

where Ctr,A is the trace inequality constant that is independent of mesh size.

2. A trace inequality bounding the bending stress on the boundary by the bending stress on

the interior of the form

‖B(uh)‖20,Γ ≤
Ctr,B
h
‖B(uh)‖20,Ω (5.16)
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where Ctr,B is the trace inequality constant that is independent of mesh size.

3. A trace inequality bounding derivatives of the bending moment on the boundary by deriva-

tives of the bending moment on the interior of the form

‖T3(uh)‖20,Γ ≤
Ctr,T
h
‖T3(uh)‖20,Ω (5.17)

where Ctr,T is the trace inequality constant that is independent of mesh size and the term

T3(u) is a modified transverse shearing, much like a gradient of the bending stress, that

will be introduced in later sections.

4. A trace inequality bounding the displacement field on the boundary by the displacement

field on the interior of the form

‖uh‖20,Γ ≤
Ctr,uΩ

h
‖uh‖20,Ω (5.18)

where Ctr,uΩ is the trace inequality constant that is independent of mesh size.

5. A trace inequality bounding the rotational displacement field on the boundary by the

derivative of the displacement field on the interior of the form

‖θn(uh)‖20,Γ ≤
Ctr,θ
h

∣∣∣uh∣∣∣2
1,Ω

(5.19)

where Ctr,θ is the trace inequality constant that is independent of mesh size.

6. A trace inequality bounding a pointwise evaluation of the twisting moment over the set

χC ∈ Γ by the norm of the twisting moment on the boundary of the form

∣∣∣Mnt(u
h)
∣∣∣2∣∣∣∣

χC

≤ Ctr,M
h
‖Mnt(u

h)‖20,Γ (5.20)

where Ctr,M is the trace inequality constant that is independent of mesh size. Note that

this trace inequality constant is known a priori as is demonstrated in [121].
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7. A trace inequality bounding a pointwise evaluation of the transverse displacement over the

set χC ∈ Γ by the norm of the transverse displacement on the boundary of the form

∣∣∣uh∣∣∣2∣∣∣∣
χC

≤ Ctr,uΓ

h
‖uh‖20,Γ (5.21)

where Ctr,uΓ is the trace inequality constant that is independent of mesh size. Note that

this trace inequality constant is known a priori as is demonstrated in [121].

8. A trace inequality bounding the pointwise evaluation of a function over the set χC by the

L2 norm and the H1-seminorm in Γ of the form

u3

∣∣∣2
χC
≤ Ctr,χ

(
1

h
‖u3‖20,Γ + h |u3|21,Γ

)
(5.22)

where Ctr,χ is the trace inequality constant that is independent of mesh size. Note that

this trace inequality constant holds for the infinite-dimensional setting, unlike the previous

inequalities, due to the presence of the H1-seminorm which guarantees existence by the

trace theorem for Sobolev spaces.

9. A trace inequality bounding the L2 norm of a function over Γ by the L2 norm and the

H1-seminorm in Ω of the form

‖u‖20,Γ ≤ Ctr,0
(

1

h
‖u‖20,Ω + h |u|21,Ω

)
(5.23)

where Ctr,0 is the trace inequality constant that is independent of mesh size. Note that

this trace inequality constant holds for the infinite-dimensional setting, unlike the previous

inequalities, due to the presence of the H1-seminorm. The detailed proof of this inequality

can be found in [47].

In a similar spirit, we can bound finite-dimensional derivative quantities by derivatives of a

lower order through inverse inequalities. The inverse inequalities considered in in this dissertation
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for h > 0 take the form

‖Dn
Ωu

h‖20,Ω ≤
Cinv
h2j
‖Dn−j

Ω uh‖20,Ω (5.24)

where Cinv is the inverse inequality constant independent of h and n ≥ j ≥ 0. The following inverse

inequality is employed in our proofs of coercivity and a priori error estimates.

1. An inverse inequality bounding the modified shear on the interior by the bending energy

on the interior of the form

‖T3(uh)‖20,Ω ≤
Cinv,T
h2
‖B(uh)‖20,Ω (5.25)

Ultimately, we would like to relate these quantities to the membrane and bending energies

which motivates the auxiliary bounds on the constitutive law

E ≤ ‖C‖0,Ω ≤ 2E. (5.26)

We can then bound the membrane stress, and membrane energy, from above by

‖A(u)‖20,Ω ≤ 2Eη|||u|||2A ≤ (2Eη)2 |u|21,Ω (5.27)

and a similar bound for the bending stress, and bending energy, from above by

‖B(u)‖20,Ω ≤
Eη3

6
|||u|||2B ≤

(
Eη3

6

)2

|u|22,Ω . (5.28)

Furthermore, the constitutive laws for membrane and bending stress-strain relationships follow by

a simple thickness scaling. In particular, through a Poincaré-type inequality, we have the following

1. A Poincaré-type bound for the membrane energy by the H1-norm

Eη‖u‖21,Ω ≤ Cpoin,A|||u|||2A (5.29)

where Cpoin,A is a positive constant that is independent of h, E, and η.
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2. A Poincaré-type bound for the bending energy by the H2-norm

Eη3

12
‖u‖22,Ω ≤ Cpoin,B|||u|||2B (5.30)

where Cpoin,B is a positive constant that is independent of h, E, and η.

Often times, we require a combination of these inequalities while demonstrating continuity,

coercivity, and a priori error estimates for the PDEs considered. Moreover, since these constants

appear in estimates of the penalty parameters used for Dirichlet boundary condition enforcement,

we would like an approach for their efficient computation. Therefore, these inequalities can be

generalized and an optimal constant can be determined through the following generalized eigenvalue

problem:

Mu = λNu (5.31)

where

‖Dn
Γu

h‖20,Γ = 〈u,Mu〉20,Γ and ‖Dn−j
Ω uh‖20,Ω = 〈u,Nu〉20,Ω (5.32)

with u = {ui}i the degrees of freedom used in a discretization of the form uh =
∑

i uiNi.

The trace inequality constant can be bounded from below by the maximal eigenvalue of

(5.31). This can be seen clearly by the corresponding generalized Rayleigh quotient:

‖Dn
Γu

h‖20,Γ
‖Dn−j

Ω uh‖20,Ω
=
〈u,Mu〉20,Γ
〈u,Nu〉20,Ω

≤ λ ≤ Ctrace(Ω, p)CAB(E, η)

h2j+1
(5.33)

where CAB(E, η) is some constant dependent on Young’s modulus and thickness arising through

the constitutive relationship. Note that although we denote this optimal constant Ctrace(Ω, p), it

is understood that there may implicitly be several trace estimate, inverse inequality, and Poincaré

inequality constants present as well, hence the dependence on both geometric configuration and
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polynomial degree of discretization. This inequality demonstrates that Ctrace(Ω, p) is bounded from

below by the maximal eigenvalue and that λ = O(h2j+1CAB(E, η)).

For small problems, this trace inequality constant can be approximated with good accuracy

by explicitly constructing and solving (5.31) with relatively low computational expense. This

constant may then be scaled according to the mesh-dependent scaling for problems of larger size,

e.g. Ctrace(Ω, p) = h2j+1λCAB(E, η). For clarity, we explicitly outline the h-dependence of the

eigenvalues for the explicit trace inequalities considered herein, as well as the dependence on Young’s

modulus and the thickness. An excellent source for explicit trace inequality constants can be found

in [47] where, in addition to a more-thorough exposition of the mathematics presented, alternative

approaches to determining the constants are provided including various measures of geometric

mappings. Additionally, inverse estimates and Poincaré inequalities, presented above and utilized

in later sections, are presented in great depth and motivated by several examples in [61].

5.3 Green’s Identity

Green’s identities are used gratuitously in this dissertation and moreover must be cast over a

differentiable manifold in this setting. Before proceeding with the physical derivations in the main

portions of this dissertation, we present this identity that we employ throughout these sections,

over a general, symmetric tensor M .



43

∫
Ω
M : (∇sv) dΩ =

∫
Ω
M : (∇v) dΩ

=

∫
Ω
M : (∇ v) dΩ +

∫
Ω
M :

(
∇
(
v3a

3
))

dΩ

=

∫
Ω
Mαβvα|β dΩ−

∫
Ω
Mαβbαβv3 dΩ

=

∫
Ω

(
Mαβvα

)
|β
dΩ−

∫
Ω
Mαβ
··|βvα dΩ−

∫
Ω
Mαβbαβv3 dΩ

=

∫
Γ
Mαβvαnβ dΓ−

∫
Ω
Mαβ
··|βvα dΩ−

∫
Ω
Mαβbαβv3 dΩ

=

∫
Γ
n M v dΓ−

∫
Ω

(
∇ ·M

)
v dΩ︸ ︷︷ ︸

in-plane

−
∫

Ω

(
M : b

)
v3 dΩ︸ ︷︷ ︸

out-of-plane

(5.34)

where the out-of-plane contributions arise because

(∇a3) = a3,α ⊗ aα =
(
a3,α · aβ

)
aβ ⊗ aα = −

(
a3 · aβ, α

)
aβ ⊗ aα = −bβ·αaβ ⊗ aα = −b (5.35)



Chapter 6

Problems

In this chapter, we present the three PDEs problems that are considered throughout the

remainder of this dissertation These include (i) the linear-elastic member in a plane stress state,

(ii) the linearized Kirchhoff-Love plate, and (iii) the linearized Kirchhoff-Love shell. Moreover, we

derive a Nitsche formulation for each of these PDEs. In the case of isogeometric analysis with

NURBS defined through an open knot vector, the additional boundary terms vanish due to strong

homogeneous enforcement of Dirichlet boundary conditions in the test space. However, in the case

of uniform B-splines, and more generally Catmull-Clark subdivision surfaces, these additional terms

play a crucial role in analysis, discretization, and implementation.

6.1 Linear Elasticity

This problem covers a wide variety of physical phenomena and serves as an excellent demon-

stration of design space exploration and tolerance allocation tools in later chapters. We begin this,

and subsequent, sections with the variational form and infer the underlying strong form through

the Euler-Lagrange equations. While linear elasticity can be discussed in higher dimensions, we

only consider this PDE in the two-dimensional setting. In particular, this section presents Nitsche’s

method in the context of vector-valued degrees of freedom as well as PDEs which arise through an

energy principle.
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6.1.1 The Linear Elastic Formulation

Linear elasticity is used to model the structural response of structural members subject to

in-plane loading. Moreover, in this setting it is assumed that strains are small and hence the

linearized Green-Lagrange strain tensor and a linear constitutive model are sufficiently accurate.

Two-dimensional linear elasticity is capable of idealizing three-dimensional elasticity in two sce-

narios, plane strain and plane stress. In the setting of the former, the out-of-plane direction is

much larger than the in-plane directions, e.g. a dam or a tunnel, while in the case of the latter the

member is a three-dimensional planar body with small thickness.

ΓN

n

t

x

y

n

t

τ̂

n

t

η

û

z

Ω

B

ΓD

Figure 6.1: The Linear Elasticity problem domain with boundary conditions. All entities are shown
in the positive convention.

6.1.2 Work and Energy

For the construction of our trial and test spaces, the bilinear form arises from the symmetrized

gradient, that is, the linearized Green-Lagrange strain tensor, hence we require that at least one
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derivative be integrable in the interior of the domain. Moreover, we will begin by enforcing Dirich-

let boundary conditions strongly in the trial space and their homogeneous counterparts strongly

enforced in the trial space. Heuristically, the trial and test spaces can be viewed as the spaces of

admissible and virtual displacements which are defined as:

ULE :=
{
u : Ω→ R2 : u ∈ H1(Ω) and u|ΓD = û

}
VLE :=

{
v : Ω→ R2 : v ∈ H1(Ω) and v|ΓD = 0

}
.

(6.1)

Note that in the setting of linear elasticity, we have both Dirichlet and Neumann boundary

conditions. The former is an applied displacement, often zero, whereas the latter is a boundary

traction, that is, an in-plane loading along the boundary. The internal energy of the system is given

via

Πint,LE(u) =
1

2
|||u|||2A (6.2)

and the external work done on the system is given via

Wext,LE(u) =

∫
B
f · u dB +

∫
∂B
τ̂ · u d (∂B)

= η

∫
Ω
f · u dΩ + η

∫
ΓN

τ̂ · u dΓ

(6.3)

where f is an in-plane loading or body force on the planar member and τ̂ is the boundary traction.

For this system to be in static equilibrium, it must follow that these two entities be equal

to one another and that the displacement configuration corresponds to a minimal potential energy.

To obtain this, we will require the Lagrangian of the system given by

LLE(u) = Wext,LE(u)−Πint,LE(u) (6.4)

6.1.3 The Euler-Lagrange Equations and the Variational Formulation

To arrive at the variational formulation for linear elasticity, we must take a variation of the

Lagrangian and find the stationary solution which corresponds to the minimum potential energy
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configuration

δLLE(u) = δWext,LE(u)− δΠint,LE(u)

= η

∫
Ω
f · δu dΩ + η

∫
ΓN

τ̂ · δu dΓ−
∫

Ω
A(u) : γ(δu) dΩ

(6.5)

which follows immediately by the linearity of our constitutive model. The variational form is the

extremal value of the Lagrangian corresponding to the root of the first variation. Therefore letting

v = δu and utilizing our stress-strain relationship, we have the following variational form:

∫
Ω
γ(v) : CA : γ(u) dΩ = η

∫
Ω
f · v dΩ + η

∫
ΓN

τ̂ · v dΓ (6.6)

therefore, canceling the η on both sides of the equation, we arrive at the following infinite-dimensional

variational form for linear elasticity:

Find u ∈ ULE such that

aLE(v, u) = `LE(v) (6.7)

for all v ∈ VLE where

aLE(v, u) = η

∫
Ω
Cαβλµγαβ(v)γλµ(u) dΩ

`LE(v) = η

∫
Ω
f · v dΩ + η

∫
ΓN

τ̂ · v dΓ.

(6.8)

Variational Formulation for Linear Elasticity

With the presentation of this weak formulation, we have the following lemma regarding the existence

and uniqueness of the weak solution u ∈ ULE .

Lemma 4. Suppose that for the Lebesgue measure λ(·) and Lebesgue-measurable sets ΓD and

λ(ΓD) > 0. Then there exists a unique weak solution to (6.7). If λ(ΓD) = ∅, the solution is unique

up to a constant.

Proof. We want to show that aLE(·, ·) induces a norm on VLE . Let v, w ∈ VLE . To demonstrate

that aLE(·, ·) is a norm on VLE , we must show it satisfies the properties of being a norm. Since
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aLE(·, ·) is a seminorm, it satisfies properties (a), (b), and (c) of:

(a) aLE(αv, αv) = |α|2aLE(v, v) for α ∈ R (absolute homogeneity)

(b) aLE(v + w, v + w) ≤ aLE(v, v) + aLE(w,w) (subadditivity)

(c) aLE(v, v) > 0 (non-negativity)

(d) aLE(v, v) = 0 ⇔ v ≡ 0 (definiteness)

(6.9)

The question of whether a constant lies in the kernel of aLE(·, ·) rendering the bilinear form indef-

inite. Therefore, we consider the scenario of the solution field vC = C for some C ∈ R. We will

demonstrate that the only value of this constant with aLE(vC , vC) = 0 is C = 0.

Suppose λ(ΓD) > 0. Then vC = 0 on ΓD and hence v = C = 0. Moreover aLE(vC , vC) =

0⇔ vC ≡ 0.Therefore, the definiteness of the bilinear form is ensured and aLE(·, ·) indeed induces

a norm on V. The existence and uniqueness of the weak solution follows from Theorem 1.

In the case where λ(ΓD) = ∅, C is not uniquely defined however all other displacement fields

are, hence the solution is unique up to C.

Here we have strongly enforced our Dirichlet boundary conditions which we strive to release in

the implementation of Nitsche’s method for linear elasticity. However, before we can state Nitsche’s

method for linear elasticity, we must first infer the underlying strong formulation.

6.1.4 The Strong Formulation for Linear Elasticity

To obtain the underlying strong formulation for linear elasticity, we must essentially “reverse”

integrate-by-parts1 the variational form defined in (6.7). Following this procedure for the bilinear

form yields

∫
Ω
A(v) : γ(u) dΩ =

∫
Γ
τ(u) · v dΓ−

∫
Ω

(
∇ ·A(u)

)
· v dΩ (6.10)

1 This operation is simply integration by parts however we refer to it as “reverse” because we are effectively
returning the differential operators to the trial function, the opposite procedure of obtaining a variational formulation
from the strong form of a PDE
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where the boundary traction here is defined as τ(u) = A(u)n. Then, combining this result with

the linear form `LE(v) yields

0 = aLE(v, u)− `LE(v)

=

∫
ΓN

[τ(u)− τ̂ ] · v dΓ−
∫

Ω

[
∇ ·A(u) + f

]
· v dΩ.

(6.11)

The remaining boundary integral over the Dirichlet boundary vanishes due to the strong-homogeneous

enforcement of Dirichlet boundaries in the test space. However as we will see, this is what will

become our consistency term in Nitsche’s method. The strong formulation for linear elasticity,

which we have inferred from the variational form, is expressed as

Find u : Ω→ R2 such that:

−∇ ·A(u) = f in Ω

u = û on ΓD

τ(u) = τ̂ on ΓN

(6.12)

Strong Formulation for Linear Elasticity

We now have the ability to express Nitsche’s method for linear elasticity, given this strong form of

the PDE.

6.1.5 Nitsche’s Variational Form for Linear Elasticity

To begin our derivation of Nitsche’s method for linear elasticity, we define the following

discrete spaces of admissible and virtual displacements which release the strong-enforcement of

Dirichlet boundary conditions:

VhLE ≡ UhLE :=

{
uh : Ω→ R2 : τ(uh) ∈ L2(ΓD) and uh(ξ1, ξ2) =

n∑
i=1

ciNi(ξ
1, ξ2)

}
(6.13)

With the definition of these discrete spaces, we can express the discrete Galerkin formulation for

Nitsche’s method as follows:
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Find uh ∈ UhLE such that

ahLE(vh, uh) = `hLE(vh) (6.14)

for all vh ∈ VhLE where

ahLE(vh, uh) = aLE(vh, uh) −
∫

ΓD

τ(uh) · vh dΓ︸ ︷︷ ︸
Consistency Term

−
∫

ΓD

τ(vh) · uh dΓ︸ ︷︷ ︸
Symmetry Term

+
2ηECpen

h

∫
ΓD

vh · uh dΓ︸ ︷︷ ︸
Penalty Term

`hLE(vh) = `LE(vh) −
∫

ΓD

τ(vh) · û dΓ︸ ︷︷ ︸
Symmetry Term

+
2ηECpen

h

∫
ΓD

vh · û dΓ︸ ︷︷ ︸
Penalty Term

(6.15)

Nitsche’s Method for Linear Elasticity

6.1.6 Consistency and Symmetry of Nitsche’s Method for Linear Elasticity

The symmetry of the discrete bilinear form arising through Nitsche’s method (6.14) is obvious.

We have the following lemma which details the proof of consistency of ahLE(·, ·) with the strong

form of the original PDE, provided the exact solution u to (6.7) satisfies an additional regularity

condition:

Lemma 5. Suppose that the unique weak solution u of (6.7) satisfies the regularity condition

u ∈ H3/2+ε(Ω) for some ε > 0. Then:

ahLE(vh, u) = `hLE(vh) (6.16)

for all vh ∈ VhLE.
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Proof. The result follows immediately through integration by parts. Observe that:

ahLE(vh, u)− `hLE(vh) =

∫
Ω
A(u) : α(vh) dΩ−

∫
ΓD

τ(u) · vh dΓ−
∫

ΓD

τ(vh) · [u− û] dΓ

+
2ηECpen

h

∫
ΓD

vh · [u− û] dΓ−
∫

Ω
f · vh dΩ−

∫
ΓN

τ̂ · vh dΓ

=

∫
ΓN

[τ(u)− τ̂ ] · vh dΓ−
∫

Ω

[
f +∇ ·A(u)

]
· vh dΩ−

∫
ΓD

τ(vh) · [u− û] dΓ

+
2ηECpen

h

∫
ΓD

vh · [u− û] dΓ.

(6.17)

Hence the bilinear form is consistent with the strong form of linear elasticity.

6.1.7 Continuity and Coercivity of Nitsche’s Method for Linear Elasticity

To preface this section, we define the mesh-dependent norm with which we prove continuity,

coercivity, and later error estimates:

‖v‖2UhLE := |||v|||2A +
2ηECpen

h
‖v‖20,Γ +

h

2ηE
‖τ(v)‖20,Γ. (6.18)

Note that (6.18) is indeed a norm over VhLE , and moreover UhLE , since |||·|||A is a seminorm with

only a constant in the kernel and the L2 boundary term enforces that this mode must be zero for

the norm to vanish. Additionally, by (5.15) and (5.27), this norm satisfies the following relationship

∀ vh ∈ VhLE with C−1
` ≥ 1 + Ctr,A:

‖vh‖2UhLE ≤
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+

2ηECpen
h

‖vh‖20,Γ +
Ctr,A
2ηE

‖A(vh)‖20,Ω

≤ (1 + Ctr,A)
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+

2ηECpen
h

‖vh‖20,Γ

≤ 1

C`

(∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
2ηECpen

h
‖vh‖20,Γ

)
.

(6.19)

Now that we have demonstrated that ‖ · ‖UhLE is indeed a norm, we are able to prove the continuity,

that is the boundedness, of the mesh-dependent bilinear form ahLE(·, ·) in the following lemma:

Lemma 6. The following continuity statement holds:
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ahLE(vh, w) ≤ Ccont,LE‖vh‖UhLE‖w‖UhLE (6.20)

for all vh ∈ VhLE and w ∈ H3/2+ε(Ω) for some ε > 0.

Proof. To prove the continuity estimate, we first write

ahLE(vh, w) = aLE(vh, w)−
∫

ΓD

τ(w) · vh dΓ−
∫

ΓD

τ(vh) · w dΓ +
2ηECpen

h

∫
ΓD

vh · w dΓ (6.21)

Observe we can bound

ahLE(vh, w) = aLE(vh, w) +
2ηECpen

h

∫
ΓD

vh · w dΓ ≤ ‖vh‖UhLE‖w‖UhLE (6.22)

and the remaining terms via

∫
ΓD

τ(w) · vh dΓ ≤ ‖τ(w)‖0,Γ‖vh‖0,Γ

≤
√

1

h
‖vh‖20,Γ

√
h‖τ(w)‖20,Γ

≤ ‖vh‖UhLE‖w‖UhLE

(6.23)

Clearly, this inequality holds for the symmetric counterpart. Collecting these inequalities yields

ahLE(vh, w) ≤ Ccont,LE‖vh‖UhLE‖w‖UhLE (6.24)

with Ccont,LE = 3.

Next, we prove the coercivity of the bilinear form with respect to ‖ · ‖UhLE in the following

lemma

Lemma 7. The following coercivity statement holds:

ahLE(vh, vh) ≥ Ccoer,LE‖vh‖2UhLE , ∀ vh ∈ VhLE (6.25)
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Proof. Let vh ∈ VhLE , ε > 2Ctr,A, and observe that by Cauchy-Schwarz and Young’s inequalities, it

follows that

∫
ΓD

τ(vh) · vh dΓ ≤ ‖τ(vh)‖0,Γ‖vh‖0,Γ ≤
(

h

4εηE
‖τ(vh)‖20,Γ +

εηE

h
‖vh‖20,Γ

)
. (6.26)

Therefore, combining (6.26) with (5.15), and (5.27) for Cpen,LE >
1
2 + 2Ctr,A we have the following

ahLE(vh, vh) =
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
− 2

∫
ΓD

τ(vh) · vh dΓ +
2ηECpen

h
‖vh‖20,Γ

≥
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
−
(

h

2εηE
‖τ(vh)‖20,Γ +

2εηE

h
‖vh‖20,Γ

)
+

2ηECpen
h

‖vh‖20,Γ

≥
(

1− Ctr,A
ε

) ∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
2ηE (Cpen − ε)

h
‖vh‖20,Γ

≥ 1

2

(∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
2ηECpen

h
‖vh‖20,Γ

)
≥ Ccoer,LE‖vh‖2UhLE

(6.27)

where Ccoer,LE = 1
2 (1 + Ctr,A)−1 and we have made use of (6.19) in the last inequality.

6.1.8 A Priori Error Estimates

Before proceeding with discretization-dependent approximation theorems, we have the fol-

lowing corollary to Theorem 3.

Corollary 8. Let u and uh denote the unique solutions of problems (6.7) and (6.14), respectively.

Furthermore, suppose the hypotheses of Theorem 1 and Theorem 3 are satisfied. Then,

‖u− uh‖UhLE ≤ (7 + 6Ctr,A) inf
wh∈UhLE

‖u− wh‖UhLE . (6.28)

Proof. Recall Theorem 3 and the estimate provided therein. Then the result follows immediately

by the continuity and coercivity constants defined in Lemma 6 and Lemma 7 and the consistency

inherent to Nitsche’s variational formulation for linear elasticity.
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6.2 Kirchhoff-Love Plate

Now that we have covered Nitsche’s method for vector-valued degrees of freedom in the

context of an energy principle, we can extend this experience to the Kirchhoff-Love plate. In

this scenario, we will discuss and derive what are known as the ersatz forces which will also

arise in the setting of the Kirchhoff-Love shell. These modified shear forces will change Nitsche’s

variational formulation by introducing the correct, physically-consistent boundary integrals into

the system. Moreover, in the context of the Kirchhoff-Love shell with zero curvature, this problem

is the orthogonal counterpart to the linear-elastic relationships presented in the previous section.

6.2.1 Kirchhoff-Love plate formulation

Plate models simulate the structural response of a three-dimensional elastic planar body

subject to transverse loading. Moreover, these models are idealized by representing the plate by

the midsurface and handling through-thickness effects in a linear fashion by assuming such in the

parametrization of the elastic body as well as the displacement profile. When known a priori, the

midsurface is chosen to be the neutral plane, that is, the plane which undergoes no compressive or

tensile forces due to bending, otherwise it is the surface midway through the thickness of the plate.

6.2.2 Work and Energy

Before proceeding to the Euler-Lagrange equations, we must define the appropriate spaces of

admissible and virtual displacements. In this scenario, we will require that at least two derivatives

be integrable in the interior and one on the boundary of the domain. This suggests a subspace of

H2(Ω) will be a suitable choice, where the boundary regularity is ensured by the trace Theorem for

Sobolev spaces cite. For the variational formulation, we once again enforce our Dirichlet boundary

conditions strongly in both function spaces, with the homogeneous counterpart in the test space.

These spaces are defined as:
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Figure 6.2: The problem setup and conventions for the Kirchhoff-Love plate problem.

UKLP :=
{
u3 : Ω→ R : u3 ∈ H2(Ω), u3|ΓD1

= û3, and θn(u3)|ΓD2
= θ̂n

}
VKLP :=

{
v3 : Ω→ R : v3 ∈ H2(Ω), v3|ΓD1

= 0, and θn(u3)|ΓD2
= 0
}
.

(6.29)

In this instance, there are portions of the boundary which will have either displacements,

rotations, or both constrained, while other portions will have the energetically-conjugate applied

tractions. Therefore, we decompose these conditions into Dirichlet and Neumann parts, i.e. Γ =

ΓD ∪ ΓN , respectively. Moreover, we can further decompose these conditions as ΓD = ΓD1 ∪ ΓD2

and ΓN = ΓN1 ∪ ΓN2 such that ΓDα ∩ ΓNα = ∅ for α = 1, 2. Physically, ΓD1 is the boundary

with a fixed displacement, ΓD2 is the boundary with a fixed rotation, ΓN1 is the boundary with

applied shear forces, and ΓN2 is the boundary with an applied bending moment. Similarly, we

can define Γ1 := ΓD1 ∪ ΓN1 and Γ2 = ΓD2 ∪ ΓN2 . Note that necessarily, Γ = Γ1 = Γ2. Physically,

displacements and work-conjugate applied shear forces are elements of Γ1 while rotations and work-

conjugate applied moments are elements of Γ2. The internal energy of the system is given via

Πint,KLP (u3) =
1

2
|||u3|||2B (6.30)
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and the external work done on the system is given via

Wext,KLP (u3) =

∫
B
f3u3 dB +

∫
∂B
τ3u3 d (∂B) +

∫
∂B
B̂ · θ(u3) d (∂B)

= η

∫
Ω
f3u3 dΩ + η

∫
ΓN

τ3u3 dΓ + η

∫
ΓN

B̂ntθt(u3) dΓ + η

∫
ΓN

B̂nnθn(u3) dΓ

(6.31)

where f3 is the transverse loading or body force of the plate, τ3 is the applied transverse boundary

shearing, and B̂ = B̂nnn+ B̂ntt is the applied moment with B̂nn the bending component and B̂nt

the twisting moment. For this system to be in static equilibrium, it must follow that these two

entities be equal to one another and that the potential energy configuration is minimal. Therefore,

the Lagrangian of this system is given via

LKLP (u3) = Wext,KLP (u3)−Πint,KLP (u3) (6.32)

6.2.3 The Euler-Lagrange Equations and the Variational Formulation

To arrive at the variational formulation for linear elasticity, we must take a variation of the

Lagrangian and find the stationary solution which corresponds to the minimum potential energy

configuration

δLKLP (u3) = δWext,KLP (u3)− δΠint,KLP (u3)

= η

∫
Ω
f3 (δu3) dΩ + η

∫
ΓN

τ3 (δu3) dΓ + η

∫
ΓN

B̂ntθt(δu3) dΓ + η

∫
ΓN

B̂nnθn(δu3) dΓ

−
∫

Ω
B(u3) : κ (δu3) dΩ

(6.33)

which follows immediately by the linearity of our constitutive model. The variational form is the

extremal value of the Lagrangian corresponding to the root of the variation. Therefore letting

v3 = δu3 and utilizing our stress-strain relationship, we have the following variational form
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∫
Ω
κ(v3) : CB : κ(u3) dΩ = η

∫
Ω
fv3 dΩ + η

∫
ΓN

τ3v3 dΓ− η
∫

ΓN

B̂nt
∂v3

∂t
dΓ + η

∫
ΓN

B̂nnθn(v3) dΓ

(6.34)

where we have utilized (4.21) with (4.23) to obtain θt(v3) explicitly in terms of the transverse

displacement field.

At this point, formally posing the infinite-dimensional variational form of the Kirchhoff-Love

plate is slightly problematic. Namely, we are dealing with a 4th-ordered PDE which allows us to

enforce two boundary conditions along the boundary. However, to satisfy the energy associated

with the variational form, we require the satisfaction of three boundary conditions as shown by

the right-hand side of (6.34). This paradox was first solved by Kirchhoff who was able to show that

the tangential derivative along the boundary is in fact dependent on the transverse displacement.

He did this by integrating the tangential derivative by parts along the boundary to introduce a

modified shear term coined the ersatz force. We demonstrate the construction of these forces here

∫
ΓN

B̂nt
∂v3

∂t
dΓ = B̂ntv3

∣∣∣
χC
−
∫

ΓN

v3
∂B̂nt
∂t

dΓ (6.35)

which allows us to express our variational form as

∫
Ω
κ(v3) : CB : κ(u3) dΩ = η

∫
Ω
fv3 dΩ + η

∫
ΓN1

(
τ3 +

∂B̂nt
∂t

)
v3 dΓ

− B̂ntv3

∣∣∣
χCN

+ η

∫
ΓN2

B̂nnθn(v3) dΓ

(6.36)

where, after introduction of the ersatz force, we are capable of splitting the Γ1 and Γ2 boundaries

by energetically-conjugate displacements v3 and rotations θn(v3), respectively.

In this equation, we have presented χC which are the set of non-differentiable loci, e.g.

corners, of Γ1, in addition to the set ∂ΓN1 ∪ ∂ΓD1 , e.g. the contour endpoints of ΓD1 and ΓD2 ,

respectively. We will require subsets of χC in the derivation of Nitsche’s method, which we define

here. Namely, (i) χCN := χC ∩ ΓN1 and (ii) χCD := χC ∩ ΓD1 . The notation ·|χC should be
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understood as an integral evaluation. In particular, if x ∈ int(χC), the evaluation has both “left”

and “right” points, while contour endpoints only have their evaluation from the interior.

Intuitively, this evaluation adds corner forces to the non-differentiable points which prevent

an artificial lifting of the response surface. As we will present in the strong form of the Kirchhoff-

Love plate, and later the Kirchhoff-Love shell, we weakly impose the constraint B+
nt(v3) = B−nt(v3)

on int (χCN ) which nullifies the application of these corner forces where two edges of the same BC

type meet. Therefore, the only portion of the boundary where these corner forces truly appear

are those which the boundary condition transitions from a Neumann-1 type to Dirichlet-1 type, or

vice-versa. The variational form is now well-posed requiring the satisfaction of only two boundary

conditions. Therefore, the infinite-dimensional Kirchhoff-Love plate problem statement is written

as

Find u3 ∈ UKLP such that

aKLP (v3, u3) = `KLP (v3) (6.37)

for all v3 ∈ VKLP where

aKLP (v3, u3) =
η3

12

∫
Ω
Cαβλµβαβ(v3)βλµ(u3) dΩ

`KLP (v3) = η

∫
Ω
f3v3 dΩ + η

∫
ΓN1

T̂3v3 dΓ− ηB̂ntv3

∣∣∣
χCN

+ η

∫
ΓN2

B̂nnθn(v3) dΓ.

(6.38)

Variational Formulation for the Kirchhoff-Love Plate

Here we have introduced the following notation for obtaining the applied ersatz force T̂3

through its relation to the physically-intuitive loadings of applied shear and twisting moment in

the variational formulation

T̂3 = τ3 +∇B̂nt · t. (6.39)

With the presentation of this weak formulation, we have the following lemma regarding the existence

and uniqueness of the weak solution u3 ∈ UKLP :
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Lemma 9. Suppose that for the Lebesgue measure λ(·) and Lebesgue-measurable sets ΓD1 and ΓD2,

one of the following hold:

(i) λ(ΓD1) > 0 and ΓD1 is not colinear

(ii) λ(ΓD1) > 0, λ(ΓD2) > 0, and λ(ΓD1 ∩ ΓD2) > 0

Then there exists a unique weak solution to (6.37). If λ(ΓD1) = ∅, then the solution is unique up

to a constant.

Proof. We want to show that aKLP (·, ·) induces a norm on VKLP . KLPt v, w ∈ VKLP . To demon-

strate that aKLP (·, ·) is a norm on VKLP , we must show it satisfies the properties of being a norm.

Since aKLP (·, ·) is a seminorm, it satisfies properties (a), (b), and (c) of:

(a) aKLP (αv, αv) = |α|2aKLP (v, v) for α ∈ R (absolute homogeneity)

(b) aKLP (v + w, v + w) ≤ aKLP (v, v) + aKLP (w,w) (subadditivity)

(c) aKLP (v, v) > 0 (non-negativity)

(d) aKLP (v, v) = 0 ↔ v ≡ 0 (definiteness)

(6.40)

All that must be shown is that (d) is also true which we accomplish by considering cases (i) and (ii)

above independently. Both cases rely on demonstrating the function v3(ξ1, ξ2) = c1 + c2ξ
1 + c3ξ

2,

which violates (d), yield a nonsingular Vandermonde system.

(i) Suppose ΓD1 6= ∅ and ΓD1 is not colinear. Then ∃ {(ξ1
1 , ξ

2
1), (ξ1

2 , ξ
2
2), (ξ1

3 , ξ
2
3)} ∈ ΓD1 that

are not colinear from which we obtain the following Vandermonde system:


1 ξ1

1 ξ2
1

1 ξ1
2 ξ2

2

1 ξ1
3 ξ2

3




c1

c2

c3

 =


0

0

0

 (6.41)

Note that since the points are not all colinear, the system is nonsingular and thus the only

solution is c1 = c2 = c3 = 0.
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(ii) Suppose ΓD1 6= ∅, ΓD2 6= ∅, and ΓD1 ∩ ΓD2 6= ∅. We define the closed, smooth, connected

set with nonzero measure Q ⊂ ΓD1 ∩ ΓD2 . Then, select {(ξ1
1 , ξ

2
1), (ξ1

2 , ξ
2
2)} as the endpoints

of Q. Then by the intermediate value theorem, ∃ (ξ1
3 , ξ

2
3) ∈ Q such that the boundary

normal n(ξ1
3 , ξ

2
3) = α

[(
ξ2

1 − ξ2
2

)
a1 +

(
ξ1

2 − ξ1
1

)
a2

]
for some α ∈ R\{0}. From these three

points, we arrive at the following Vandermonde system:


1 ξ1

1 ξ2
1

1 ξ1
2 ξ2

2

0 n1 n2




c1

c2

c3

 =


1 ξ1

1 ξ2
1

1 ξ1
2 ξ2

2

0 ξ2
1 − ξ2

2 ξ1
2 − ξ1

1




c1

c2

c3

 =


0

0

0

 (6.42)

The determinant of this Vandermonde system is:

(ξ1
1 − ξ1

2)2 + (ξ2
1 − ξ2

2)2 > 0 (6.43)

hence the system is nonsingular and the only solution is given by c1 = c2 = c3 = 0.

Therefore, the definiteness of the bilinear form is ensured and aKLP (·, ·) is indeed a norm on V.

The existence and uniqueness of the weak solution follows from Theorem 1.

In the case where λ(ΓD1) = ∅, then Γ = ΓD2 and the problem reduces to that of the linear-

elastic problem which was proved to have a solution unique up to a constant in Lemma 4.

Once again, we have strongly enforced our Dirichlet boundary conditions which we strive

to release in the implementation of Nitsche’s method. However, before we can state Nitsche’s

method for the Kirchhoff-Love plate, we must first infer the underlying strong formulation from

the variational form (6.37).

6.2.4 The Strong Formulation for the Kirchhoff-Love Plate

Following an analogous procedure to what was performed in the context of linear elasticity

we obtain
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∫
Ω
B(u3) : κ(v3) dΩ = −

∫
Ω
B(u3) : ∇s∇v3 dΩ

= −
∫

Γ

(
n B(u3)

)
· ∇v3 dΓ +

∫
Ω

(
∇ ·B(u3)

)
· ∇v3 dΩ

=

∫
Γ2

Bnn(u3)θn(v3) dΓ−
∫

Γ1

Bnt(u3)
∂v3

∂t
dΓ +

∫
Γ1

v3

(
∇ ·B(u3)

)
n dΓ

−
∫

Ω
∇ ·
(
∇ ·B(u3)

)
v3 dΩ

=

∫
Γ2

Bnn(u3)θn(v3) dΓ− Bnt(u3)v3|χC +

∫
Γ1

v3T3(u3) dΓ

−
∫

Ω
∇ ·
(
∇ ·B(u3)

)
v3 dΩ

(6.44)

where we have utilized (4.23) and have introduced the following boundary quantities:

Bnn(u3) = n B(u3)n (Normal traction)

Bnt(u3) = n B(u3)t (Tangential traction)

T3(u3) =
(
∇ ·B(u3)

)
n+∇Bnt(u3) · t (Ersatz traction)

(6.45)

Note that the “corner” evaluation here has become χC because the integration by parts was carried

throughout Γ. Then, combining this result with the linear form `KLP (v) yields

0 = aKLP (v3, u3)− `KLP (v3)

= −
∫

Ω

[
∇ ·
(
∇ ·B(u3)

)
+ ηf

]
v3 dΩ−

[
Bnt(u3)− ηB̂nt

]
v3

∣∣∣
χCN

+

∫
ΓN1

v3

[
T3(u3)− T̂3

]
dΓ

+

∫
ΓN2

[
Bnn(u3)− ηB̂nn

]
θn(v3) dΓ

(6.46)

The remaining boundary integrals over the Dirichlet-1 and Dirichlet-2 boundaries and over χCD

vanish due to strong homogeneous enforcement in the test space. However as we will demonstrate

later, these terms will become the consistency terms in Nitsche’s method. Therefore, the strong

formulation for Kirchhoff-Love plate is expressed as:
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Find u3 : Ω→ R such that:

−∇ ·
(
∇ ·B(u3)

)
= ηf3 in Ω

u3 = û3 on ΓD1

θn(v3) = θ̂n on ΓD2

T3(u3) = ηT̂3 on ΓN1

Bnn(u3) = ηB̂nn on ΓN2

Bnt(u3) = ηB̂nt on χCN

B+
nt(u3) = B−nt(u3) on int (χCN )

(6.47)

Strong Formulation for the Kirchhoff-Love Plate

We now have the ability to express Nitsche’s method for linear elasticity given the inferred strong

form of the PDE.

6.2.5 Nitsche’s Variational Form for the Kirchhoff-Love Plate

To begin our derivation of Nitsche’s method for the Kirchhof-Love plate, we define the fol-

lowing discrete spaces of admissible and virtual displacements which release the strong-enforcement

of Dirichlet boundary conditions

VhKLP ≡ UhKLP

:=

{
uh3 ∈ H2(Ω) : T3(uh3) ∈ L2(ΓD1), Bnn(uh3) ∈ L2(ΓD2), uh3(ξ1, ξ2) =

n∑
i=1

ciNi(ξ
1, ξ2)

}
.

(6.48)

With the definition of these discrete spaces, we can express the discrete Galerkin formulation

for Nitsche’s method as follows:
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Find uh3 ∈ UhKLP such that

ahKLP (vh3 , u
h
3) = `hKLP (vh3 ) (6.49)

for all vh3 ∈ VhKLP where:

ahKLP (vh3 , u
h
3) = aKLP (vh3 , u

h
3) −

∫
ΓD1

vh3T3(uh3) dΓ−
∫

ΓD2

Bnn(uh3)θn(vh3 ) dΓ + Bnt(u
h
3)vh3

∣∣∣
χCD︸ ︷︷ ︸

Consistency Terms

−
∫

ΓD1

uh3T3(vh3 ) dΓ−
∫

ΓD2

Bnn(vh3 )θn(uh3) dΓ + Bnt(v
h
3 )uh3

∣∣∣
χCD︸ ︷︷ ︸

Symmetry Terms

+
η3ECpen,1

6h3

∫
ΓD1

vh3u
h
3 dΓ +

η3ECpen,2
6h

∫
ΓD2

θn(vh3 )θn(uh3) dΓ︸ ︷︷ ︸
Penalty Terms

`hKLP (vh3 ) = `KLP (vh3 ) −
∫

ΓD1

û3T3(vh3 ) dΓ−
∫

ΓD2

Bnn(vh3 )θ̂n dΓ + Bnt(v
h
3 )û3

∣∣∣
χCD︸ ︷︷ ︸

Symmetry Terms

+
η3ECpen,1

6h3

∫
ΓD1

vh3 û3 dΓ +
η3ECpen,2

6h

∫
ΓD2

θn(vh3 )θ̂n dΓ︸ ︷︷ ︸
Penalty Terms

(6.50)

Nitsche’s Method for the Kirchhoff-Love Plate

6.2.6 Consistency and Symmetry of Nitsche’s Method for the Kirchhoff-Love Plate

Once again, the symmetry of the discrete bilinear form arising through Nitsche’s method

(6.49) is obvious. We have the following lemma which details the proof of consistency of ahKLP (·, ·)

with the strong form of the original PDE, provided the exact solution u3 to (6.37) satisfies an

additional regularity condition:

Lemma 10. Suppose that the unique weak solution u3 of (6.37) satisfies the regularity conditions

T3(u3) ∈ L2(ΓD1) and θn (u3) ∈ L2(ΓD2). Then:

ahKLP (vh3 , u3) = `hKLP (vh3 ) (6.51)
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for all vh3 ∈ VhKLP .

Proof. The result follows immediately through two applications of integration by parts which are

performed explicitly in (6.46). Observe that:

ahKLP (vh3 , u3)− `hKLP (vh3 ) =

∫
Ω
B(u3) : κ(vh3 ) dΩ−

∫
ΓD1

vh3T3(u3) dΓ−
∫

ΓD2

Bnn(u3)θn(vh3 ) dΓ

+ Bnt(u3)vh3

∣∣∣
χCD

−
∫

ΓD1

T3(vh3 ) [u3 − û3] dΓ + Bnt(v
h
3 ) [u3 − û3]

∣∣∣
χCD

−
∫

ΓD2

Bnn(vh3 )
[
θn(u3)− θ̂n

]
dΓ +

η3ECpen,1
6h3

∫
ΓD1

vh3 [u3 − û3] dΓ

+
η3ECpen,2

6h

∫
ΓD2

θn(vh3 )
[
θn(u3)− θ̂n

]
dΓ− η

∫
Ω
f3v

h
3 dΩ

− η
∫

ΓN1

T̂3v
h
3 dΓ + ηB̂ntv

h
3

∣∣∣
χCN

− η
∫

ΓN2

B̂nnθn(vh3 ) dΓ

= −
∫

Ω

[
∇ ·
(
∇ ·B(u3)

)
+ ηf3

]
vh3 dΩ−

∫
ΓD1

T3(vh3 ) [u3 − û3] dΓ

+ Bnt(v
h
3 ) [u3 − û3]

∣∣∣
χCD

−
∫

ΓD2

Bnn(vh3 )
[
θn(u3)− θ̂n

]
dΓ

+
η3ECpen,1

6h3

∫
ΓD1

vh3 [u3 − û3] dΓ +

∫
ΓN1

[
T3(u3)− ηT̂3

]
vh3 dΓ

+
η3ECpen,2

6h

∫
ΓD2

θn(vh3 )
[
θn(u3)− θ̂n

]
dΓ

−
[
Bnt(u3)− ηB̂nt

]
vh3

∣∣∣
χCN

+

∫
ΓN2

[
Bnn(u3)− ηB̂nn

]
θn(vh3 ) dΓ

= 0

(6.52)

Hence the bilinear form is consistent with the strong form of the Kirchhoff-Love plate.

6.2.7 Continuity and Coercivity of Nitsche’s Method for the Kirchhoff-Love Plate

To preface this section, we define the mesh-dependent norm with which we prove continuity,

coercivity, and later error estimates:
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‖v3‖2UhKLP := |||v3|||2B +
η3ECpen,1

6h3
‖v3‖20,Γ +

η3ECpen,2
6h

‖θn(v3)‖20,Γ +
6h3

η3E
‖T3(v3)‖20,Γ

+
6h

η3E
‖Bnn(v3)‖20,Γ +

6h2

η3E
|Bnt(v3)|2

∣∣∣
χC

+
η3E

6h2
|v3|2

∣∣∣
χC
.

(6.53)

Note that (6.53) is indeed a norm over UhKLP , and moreover VhKLP , since |||·|||B is a seminorm with

a constant and a linear in the kernel and the L2 penalty terms enforce such modes to be zero for the

norm to vanish. Additionally, by (5.16), (5.17), (5.20), (5.21), (5.25), and (5.28), this norm satisfies

the following relationship ∀ vh3 ∈ VhKLP with C−1
` ≥ 1+max

[
Ctr,TCinv,T + (1 + Ctr,M )Ctr,B,

Ctr,uΓ
Cpen,1

]
:

‖vh3‖2UhKLP ≤
∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2

B
+
η3ECpen,1

6h3
‖vh3‖20,Γ +

η3ECpen,2
6h

‖θn(vh3 )‖20,Γ +
6h2Ctr,T
η3E

‖T3(vh3 )‖20,Ω

+
6Ctr,B
η3E

‖B(vh3 )‖20,Ω +
6hCtr,M
η3E

‖B
(
vh3

)
‖20,Γ +

η3ECtr,uΓ

6h3
‖vh3‖20,Γ

≤ (1 + Ctr,TCinv,T + (1 + Ctr,M )Ctr,B)
∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2

B
+
η3ECpen,2

6h
‖θn(vh3 )‖20,Γ

+
η3E

6h3
(Cpen,1 + Ctr,uΓ) ‖vh3‖20,Γ

≤ 1

C`

(∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2
B

+
η3ECpen,2

6h
‖θn(vh3 )‖20,Γ +

η3ECpen,1
6h3

‖vh3‖20,Γ
)
.

(6.54)

Now that we have demonstrated that ‖·‖UhKLP is indeed a norm, we are able to prove the continuity,

that is the boundedness, of the mesh-dependent bilinear form ahKLP (·, ·) in the following lemma:

Lemma 11. The following continuity statement holds:

ahKLP (vh3 , w3) ≤ Ccont,KLP ‖vh3‖UhKLP ‖w3‖UhKLP (6.55)

for all vh3 ∈ VhKLP and w3 such that T3(w3) ∈ L2(ΓD1) and Bnn(w3) ∈ L2(ΓD2).

Proof. To prove the continuity estimate, we first write:
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ahKLP (vh3 , w3) = aKLP (vh3 , w3) +

∫
ΓD1

vh3T3(w3) dΓ +

∫
ΓD2

Bnn(w3)θn(vh3 ) dΓ− Bnt(w3)vh3

∣∣∣
χC

+

∫
ΓD1

w3T3(vh3 ) dΓ +

∫
ΓD2

Bnn(vh3 )θn(w3) dΓ− Bnt(v
h
3 )w3

∣∣∣
χC

+
η3ECpen,1

6h3

∫
ΓD1

vh3w3 dΓ +
η3ECpen,2

6h

∫
ΓD2

θn(vh3 )θn(w3) dΓ.

(6.56)

Observe we can bound:

aKLP (vh3 , w3) +
η3ECpen,1

6h3

∫
ΓD1

vh3w3 dΓ +
η3ECpen,2

6h

∫
ΓD2

θn(vh3 )θn(w3) dΓ ≤ ‖vh3‖UhKLP ‖w3‖UhKLP .

(6.57)

Next, we bound the remaining terms via:

∫
ΓD1

vh3T3(w3) dΓ ≤ ‖vh3‖0,Γ‖T3(w3)‖0,Γ

≤
√

1

h3
‖vh3‖20,Γ

√
h3‖T3(w3)‖20,Γ

≤ ‖vh3‖UhKLP ‖w3‖UhKLP

(6.58)

and

∫
ΓD2

Bnn(vh3 )θn(w3) dΓ ≤ ‖Bnn(vh3 )‖0,Γ‖θn(w3)‖0,Γ

≤
√
h‖Bnn(vh)‖20,Γ

√
1

h
‖θn(w3)‖20,Γ

≤ ‖vh3‖UhKLP ‖w3‖UhKLP

(6.59)

and lastly, the boundary evaluation via:

Bnt(w3)vh3

∣∣∣
χC
≤
(
|Bnt(w3)|

∣∣∣
χC

)(∣∣∣vh3 ∣∣∣ ∣∣∣
χC

)
≤
√
h2 |Bnt(w3)|2

∣∣∣
χC

√
1

h2

∣∣vh3 ∣∣2∣∣∣
χC

≤ ‖vh3‖UhKLP ‖w3‖UhKLP .

(6.60)
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Clearly, this inequalities hold for the symmetric counterpart of this terms. Collecting this inequal-

ities yields:

ahKLP (vh3 , w3) ≤ Ccont,KLP ‖vh3‖UhKLP ‖w3‖UhKLP (6.61)

with Ccont,KLP = 7.

Next, we prove the coercivity of the bilinear form with respect to ‖ · ‖UhKLP in the following lemma:

Lemma 12. The following coercivity statement holds:

ahKLP (vh3 , v
h
3 ) ≥ Ccoer,KLP ‖vh3‖2UhKLP , ∀ vh3 ∈ VhKLP (6.62)

Proof. Let vh3 ∈ VhKLP , ε1 > 6Ctr,TCinv,T , ε2 > 6Ctr,B, ε3 > 6Ctr,MCinv,B, and observe that by

Cauchy-Schwarz and Young’s inequalities:

∫
ΓD1

vh3T3(vh3 ) dΓ ≤ ‖vh3‖0,Γ‖T3(vh3 )‖0,Γ ≤
η3Eε1

12h3
‖vh3‖20,Γ +

3h3

η3Eε1
‖T3(vh3 )‖20,Γ (6.63)

and

∫
ΓD2

Bnn(vh3 )θn(vh3 ) dΓ ≤ ‖Bnn(vh3 )‖0,Γ‖θn(vh3 )‖0,Γ ≤
3h

η3Eε2
‖Bnn(vh3 )‖20,Γ +

η3Eε2

12h
‖θn(vh3 )‖20,Γ

(6.64)

Utilizing (5.20) and (5.21), we obtain the following estimate for the boundary evaluation:

Bnt(v
h
3 )vh3

∣∣∣
χC
≤
(∣∣∣Bnt(vh3 )

∣∣∣2∣∣∣∣
χC

)(∣∣∣vh3 ∣∣∣2∣∣∣∣
χC

)
≤ 3hCtr,M

η3Eε3
‖Bnt(vh3 )‖20,Γ +

η3Eε3Ctr,uΓ

12h3
‖vh3‖20,Γ

(6.65)

Therefore, utilizing (6.63), (6.64), (6.65), (5.16) through (5.21), (5.25), and for Cpen,1 > 1/2 +

6Ctr,TCinv,T + 6Ctr,MCtr,BCtr,uΓ and Cpen,2 > 1/2 + 6Ctr,B, we have the following:
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ahKLP (vh3 , v
h
3 ) ≥

∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2
B
− 2

∫
ΓD1

vh3T3(vh3 ) dΓ− 2

∫
ΓD2

Bnn(vh3 )θn(vh3 ) dΓ− 2 Bnt(v
h
3 )vh3

∣∣∣
χC

+
η3ECpen,1

6h3
‖vh3‖20,Γ +

η3ECpen,2
6h

‖θn(vh3 )‖20,Γ

≥
∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2

B
−
(
η3Eε1

6h3
‖vh3‖20,Γ +

6h3

η3Eε1
‖T3(vh3 )‖20,Γ

)
−
(

6h

η3Eε2
‖Bnn(vh3 )‖20,Γ +

η3Eε2

6h
‖θn(vh3 )‖20,Γ

)
−
(

6hCtr,M
η3Eε3

‖Bnt(vh3 )‖20,Γ +
η3Eε3Ctr,uΓ

6h3
‖vh3‖20,Γ

)
+
η3ECpen,1

6h3
‖vh3‖20,Γ +

η3ECpen,2
6h

‖θn(vh3 )‖20,Γ

≥
(

1− Ctr,TCinv,T
ε1

− Ctr,B
ε2
− Ctr,MCtr,B

ε3

) ∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2
B

+
η3E (Cpen,1 − ε1 − ε3Ctr,uΓ)

6h3
‖vh3‖20,Γ +

η3E (Cpen,2 − ε2)

6h
‖θn(vh3 )‖20,Γ

≥ 1

2

(∣∣∣∣∣∣∣∣∣vh3 ∣∣∣∣∣∣∣∣∣2
B

+
η3ECpen,1

6h3
‖vh3‖20,Γ +

η3ECpen,2
6h

‖θn(vh3 )‖20,Γ
)

≥ Ccoer,KLP ‖vh3‖2UhKLP
(6.66)

where Ccoer,KLP = 1
2

(
1 + max

[
Ctr,TCinv,T + (1 + Ctr,M )Ctr,B,

Ctr,uΓ
Cpen,1

])−1
and we have made use

of (6.54) in the last inequality.

6.2.8 A Priori Error Estimates

Before proceeding with discretization-dependent approximation theorems, we have the fol-

lowing corollary to Theorem 3.

Corollary 13. Let u3 and uh3 denote the unique solutions of problems (6.37) and (6.49), respec-

tively. Furthermore, suppose the hypotheses of Theorem 1 and Theorem 3 are satisfied. Then,

‖u3 − uh3‖UhKLP ≤
(

15 + 14 max

[
Ctr,TCinv,T + (1 + Ctr,M )Ctr,B,

Ctr,uΓ

Cpen,1

])
inf

wh3∈UhKLP
‖u3 − wh3‖UhKLP .

(6.67)
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Proof. Recall Theorem 3 and the estimate provided therein. Then the result follows immediately

by the continuity and coercivity constants defined in Lemma 11 and Lemma 12 and the consistency

inherent to Nitsche’s variational formulation for the Kirchhoff-Love plate.

6.3 Linearized Kirchhoff-Love Shell

In the previous two sections, we have independently derived and devised Nitsche’s method for

the problems of linear elasticity and the Kirchhoff-Love plate. Herein, we employ the techniques

presented in those sections to arrive at Nitsche’s method for the Kirchhoff-Love shell. In this

setting, the presence of intrinsic curvatures introduces a coupling between membrane and bending

displacement modes.

6.3.1 Kirchhoff-Love shell formulation

Shell models simulate the structural response of a three-dimensional immersed manifold sub-

ject to both in-plane and out-of-plane loadings. These models are similarly idealized through a

midsurface model with linearized through-thickness displacement profiles. Moreover, the Kirchhoff-

Love shell paradigm assumes there is no transverse shearing strain through-thickness which leads

linear elasticity-type PDE over the in-plane displacements, a Kirchhoff-Love plate-type PDE over

the out-of-plane displacements, and a coupling between the two due to intrinsic curvatures present

in the curved manifold.

6.3.2 Work and Energy

As we will see in the following derivations, the displacement solution field for the Kirchhoff-

Love shell require that at least one derivative be integrable along the convective manifold coordi-

nates while at least two derivatives be integrable in the direction of the midsurface normal director,

in the interior of Ω. Moreover, we will require that at least one derivative be integrable on the

boundary Γ. We then strongly enforce the Dirichlet boundary conditions for displacements and
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B
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Figure 6.3: An arbitrary shell domain. All positive conventions for degrees of freedom and applied
loadings are depicted.

rotations while weakly enforcing the Neumann boundary conditions. However, these derivatives are

not classical derivatives since they are over a manifold. Therefore, to define our spaces of admissible

test and trial functions, we must first define the auxiliary spaces M̂ and M which which imposes

the appropriate regularity on classical derivatives and the required smoothness associated with the

geometric mapping, respectively. Let

M̂ := H1(Ω̂)×H1(Ω̂)×H2(Ω̂) (6.68)

and

M :=
{
u : Ω→ R3 : u ◦ x ∈ M̂ and x ∈ H2(Ω̂)×H2(Ω̂)×H3(Ω̂)

}
(6.69)

Then, we formally define the spaces of admissible and virtual displacements as
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UKLS :=
{
u ∈M : u|ΓD1

= û and θn(u)|ΓD2
= θ̂n

}
VKLS :=

{
v ∈M : v|ΓD1

= 0 and θn(u)|ΓD2
= 0
}
.

(6.70)

The energy balance of the system between internal energies and external loadings yields a

weak formulation through the principle of virtual work for the Kirchhoff-Love shell. As in the

case of the flat plate, there are portions of the boundary which will have either displacements,

rotations, or both constrained, while other portions will have the energetically-conjugate applied

tractions. Therefore, we decompose these conditions into Dirichlet and Neumann parts, i.e. Γ =

ΓD ∪ ΓN , respectively. Moreover, we can further decompose these conditions as ΓD = ΓD1 ∪ ΓD2

and ΓN = ΓN1 ∪ ΓN2 such that ΓDα ∩ ΓNα = ∅ for α = 1, 2. Physically, ΓD1 is the boundary

with a fixed displacement, ΓD2 is the boundary with a fixed rotation, ΓN1 is the boundary with

applied shear forces, and ΓN2 is the boundary with an applied bending moment. Similarly, we

can define Γ1 := ΓD1 ∪ ΓN1 and Γ2 = ΓD2 ∪ ΓN2 . Note that necessarily, Γ = Γ1 = Γ2. Physically,

displacements and work-conjugate applied shear forces are elements of Γ1 while rotations and work-

conjugate applied moments are elements of Γ2. Given a displacement field u, the internal energy

of the system is given by

Πint,KLS(u) =
1

2
|||u|||2A +

1

2
|||u|||2B (6.71)

and the external work done on the system is given by

Wext,KLS(u) =

∫
B
f · u dB +

∫
∂B
τ̂ · u d (∂B) +

∫
∂B
B̂ · θ(u) d (∂B)

= η

∫
Ω
f · u dΩ + η

∫
ΓN

τ̂ · u dΓ + η

∫
ΓN

τ3u3 dΓ + η

∫
ΓN

B̂ntθt(u) dΓ

+ η

∫
ΓN

B̂nnθn(u) dΓ.

(6.72)

Here f = f + f3a
3 is a distributed loading, τ̂ = τ̂ + τ3a3 is the boundary traction, and B̂ =

B̂nnn + B̂ntt is the applied moment. Moreover, τ3 is an applied transverse shear force, τ is an

in-plane membrane loading, B̂nt is an applied twisting moment, and B̂nn is an applied bending
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moment. For the shell system to be in static equilibrium, the internal energy must equal the

external work. Furthermore, the system must assume a minimal potential energy configuration.

The Lagrangian of the system is given by:

LKLS(u) = Wext,KLS(u)−Πint,KLS(u). (6.73)

6.3.3 The Euler-Lagrange Equations and the Variational Formulation

To arrive at the variational formulation of the Kirchhoff-Love shell, we must take a variation

of this Lagrangian and find the stationary solution which corresponds to the minimum potential

energy configuration:

δLKLS(u) = δWext,KLS(u)− δΠint,KLS(u)

= η

∫
Ω
f · δu dΩ + η

∫
ΓN

τ · δu dΓ + η

∫
ΓN

τ3 (δu3) dΓ + η

∫
ΓN

B̂ntθt(δu) dΓ

+ η

∫
ΓN

B̂nnθn(δu) dΓ−
∫

Ω
A(u) : γ (δu) dΩ−

∫
Ω
B(u) : κ (δu) dΩ

(6.74)

which follows immediately by the linearity of our constitutive model. The variational form is the

extremal value of the Lagrangian corresponding to the root of the variation. Therefore letting

v = δu and utilizing our stress-strain relationship, we have the following variational form:

∫
Ω
A(u) : γ (v) dΩ +

∫
Ω
B(u) : κ (v) dΩ = η

∫
Ω
f · v dΩ + η

∫
ΓN

τ · v dΓ + η

∫
ΓN

τ3v3 dΓ

− η
∫

ΓN

B̂nt

[
(∇v)T a3

]
· t dΓ + η

∫
ΓN

B̂nnθn(v) dΓ

(6.75)

where we have utilized (4.23) to obtain θt(v) explicitly in terms of the displacement field.

Similar to (6.34), we only have the ability to enforce two boundary conditions while this varia-

tional formulation requires the enforcement of three boundary conditions: displacement, tangential

derivatives, and normal derivatives. Analogously to the Kirchhoff-Love plate, we must construct
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the equivalent ersatz forces for the Kirchhoff-Love shell where in this scenario the boundary inte-

gration by parts of the tangential derivative introduces a modified shearing term with both in-plane

and transverse contributions. Observe, using integration by parts along ∂Γ

∫
ΓN

B̂nt

[
(∇v)T a3

]
· t dΓ = B̂ntv3

∣∣∣
χCN

−
∫

ΓN

v3

(
∇B̂nt · t

)
dΓ +

∫
ΓN

B̂ntv b t dΓ (6.76)

where the last term follows since ∇a3 = −b.

Therefore, the tangential boundary rotation is in fact energetically-conjugate to the boundary

displacement. Therefore, this quantity is a Γ1-entity, in contrast to the normal rotation which is

a Γ2-entity. Analogous to the plate setting, we have presented χC which are the set of non-

differentiable loci, e.g. corners, of Γ1, in addition to the set ∂ΓN1∪∂ΓD1 , e.g. the contour endpoints

of ΓD1 and ΓD2 , respectively. We will require subsets of χC in the derivation of Nitsche’s method,

which we define here. Namely, (i) χCN := χC ∩ ΓN1 and (ii) χCD := χC ∩ ΓD1 . The notation ·|χC
should be understood as an integral evaluation. In particular, if x ∈ int(χC), the evaluation has

both “left” and “right” points, while contour endpoints only have their evaluation from the interior.

Intuitively, this evaluation adds corner forces to the non-differentiable points which prevent

an artificial lifting of the response surface. As we will present in the strong form of the Kirchhoff-

Love plate, we weakly impose the constraint B+
nt(v3) = B−nt(v3) on int (χCN ) which nullifies the

application of these corner forces where two edges of the same BC type meet. Therefore, the only

portion of the boundary where these corner forces truly appear are those which the boundary

condition transitions from a Neumann-1 type to Dirichlet-1 type, or vice-versa. The variational

form is now well-posed requiring the satisfaction of only two boundary conditions. Therefore, the

infinite-dimensional Kirchhoff-Love plate problem statement is written as With the presentation of

these forces, we can concisely write the variational form as

∫
Ω
A(u) : γ (v) dΩ +

∫
Ω
B(u) : κ (v) dΩ = η

∫
Ω
f · v dΩ + η

∫
ΓN1

T̂ · v dΓ− ηB̂ntv3

∣∣∣
χC

+ η

∫
ΓN2

B̂nnθn(v) dΓ.

(6.77)
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Here we have introduced the applied ersatz force which is defined as

T̂ =
[
τ3 +∇B̂nt · t

]
︸ ︷︷ ︸

T̂3

a3 + τ̂ − B̂ntb t︸ ︷︷ ︸
T̂

. (6.78)

The full tensor form of the membrane and bending strains will prove useful for the necessary

mathematical manipulations to arrive at a Nitsche’s method for the Kirchhoff-Love shell. Namely,

Green’s identities extend naturally to the manifold setting wherein the differential operators behave

in an analogous manner to a general region in R2. It should be noted that γ(u) and κ(u) are not

“truly” surface tensors in the form that they are written in (4.24). This is because they contain

differential operators that, after acting upon the convective coordinate system, introduce out-of-

plane contributions. However, in the context of shells, and more generally energy principles, we

always contract these tensors with constitutive models which are surface tensors. Therefore, these

out-of-plane tensor components arising through differentiation will vanish due to their mutual

orthogonality.

The infinite-dimensional Kirchhoff-Love shell problem statement is written as:
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Find u ∈ UKLS such that

aKLS(v,u) = aLE(v,u) + aKLP (v,u) = `KLS(v) (6.79)

for all v ∈ VKLS where

aLE(v,u) = η

∫
Ω
Cαβλµγαβ(v)γλµ(u) dΩ (6.80)

aKLP (v,u) =
η3

12

∫
Ω
Cαβλµκαβ(v)κλµ(u) dΩ (6.81)

and

`KLS(v) = η

∫
Ω
f · v dΩ + η

∫
ΓN1

T̂ · v dΓ− ηB̂ntv3

∣∣∣
χCN

+ η

∫
ΓN2

B̂nnθn(v) dΓ. (6.82)

Variational Formulation for the Kirchhoff-Love Shell

With the presentation of this weak formulation, we have the following theorem regarding the

existence and uniqueness of the weak solution u ∈ UKLS .

Lemma 14. Suppose that for the Lebesgue measure λ(·) and Lebesgue-measurable sets ΓD1 and

ΓD2, one of the following hold:

(i) λ(ΓD1) > 0 and b(ΓD1) 6= 0

(ii) λ(ΓD1) > 0, λ(ΓD2) > 0, and λ(ΓD1 ∩ ΓD2) > 0

Then there exists a unique weak solution to (6.79). If λ(ΓD1) = ∅, then the solution is unique up

to a constant.

Proof. The proof follows through the combination of Lemma 4 and Lemma 9. In particular,

b(ΓD1) 6= 0 ensures that ΓD1 is not colinear and the proof follows immediately.
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6.3.4 The Strong Formulation for the Kirchhoff-Love Shell

We apply (5.34) to the shell equations. Beginning with the membrane energy, and dropping

the explicit dependence on u for notational brevity, we have for every v ∈ VKLS :

∫
Ω
A : γ(v) dΩ =

∫
Γ
n A v dΓ−

∫
Ω

(
∇ ·A

)
v dΩ−

∫
Ω

(
A : b

)
v3 dΩ. (6.83)

The bending energy is more involved, regardless, the same procedure is followed

∫
Ω
B : κ(v) dΩ = −1

2

∫
Ω
B :

(
aT3 (∇ ∇v) + (∇ ∇v)T a3

)
dΩ

= −
∫

Ω
B : ∇

(
aT3 (∇v)

)
dΩ−

∫
Ω

(
b B
)

: (∇v) dΩ

=

∫
Γ
Bnnθn(v) dΓ−

∫
Γ
Bntθt(v) dΓ +

∫
Ω

(
∇ ·B

)
·
(
aT3 (∇v)

)
dΩ

−
∫

Γ
n
(
b B
)
v dΓ +

∫
Ω

(
∇ ·
(
b B
))

v dΩ +

∫
Ω

(
B : c

)
v3 dΩ

=

∫
Γ
Bnnθn(v) dΓ−Bntv3

∣∣∣
χC
−
∫

Γ
Bnt

(
b t
)
v dΓ +

∫
Γ

(∇Bnt · t) v3 dΓ

+

∫
Ω

(
∇ ·B

)
· ∇v3 dΩ +

∫
Ω
b
(
∇ ·B

)
v dΩ−

∫
Γ
n
(
b B
)
v dΓ

+

∫
Ω

(
∇ ·
(
b B
))

v dΩ +

∫
Ω

(
B : c

)
v3 dΩ

=

∫
Γ
Bnnθn(v) dΓ−Bntv3

∣∣∣
χC

+

∫
Γ

[
n
(
∇ ·B

)
+ (∇Bnt · t)

]
v3 dΓ

+

∫
Ω

[
B : c−∇ ·

(
∇ ·B

)]
v3 dΩ +

∫
Ω
b
(
∇ ·B

)
v dΩ

−
∫

Γ

[
Bnt

(
b t
)

+ n
(
b B
)]
v dΓ +

∫
Ω

(
∇ ·
(
b B
))

v dΩ

(6.84)

Combining these two results yields the following relationship
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∫
Ω
A : γ(v) dΩ +

∫
Ω
B : κ(v) dΩ =

∫
Γ2

Bnnθn(v) dΓ−Bntv3

∣∣∣
χC

+

∫
Γ1

[
n
(
∇ ·B

)
+ (∇Bnt · t)

]
v3 dΓ

+

∫
Γ1

[
n
(
A− b B

)
−Bnt

(
b t
)]
v dΓ

+

∫
Ω

[
B : c−∇ ·

(
∇ ·B

)
−A : b

]
v3 dΩ

+

∫
Ω

[
∇ ·
(
b B
)

+ b
(
∇ ·B

)
−∇ ·A

]
v dΩ

=

∫
Γ2

Bnnθn(v) dΓ−Bntv3

∣∣∣
χC

+

∫
Γ1

T (v) · v dΓ

+

∫
Ω

[
B : c−∇ ·

(
∇ ·B

)
−A : b

]
v3 dΩ

+

∫
Ω

[
∇ ·
(
b B
)

+ b
(
∇ ·B

)
−∇ ·A

]
· v dΩ.

(6.85)

We have also presented the equations using the following boundary quantities:

Bnn(u) = n B n (Bending traction)

Bnt(u) = n B t (Twisting traction)

T(u) =
[
n
(
∇ ·B

)
+ (∇Bnt · t)

]
︸ ︷︷ ︸

T3(u)

a3 + n
(
A− b B

)
−Bnt

(
b t
)

︸ ︷︷ ︸
T (u)

(Ersatz traction)

(6.86)

Note that the “corner” evaluation here has become χC because the integration by parts was carried

throughout Γ. Then, combining this result with the linear form `KLS(v) yields

0 = aKLS(v,u)− `KLS(v)

=

∫
Γ1

[
T (v)− ηT̂

]
· v dΓ−

[
Bnt − ηB̂nt

]
v3

∣∣∣
χC

+

∫
Ω

[
B : c−∇ ·

(
∇ ·B

)
−A : b− f3

]
v3 dΩ

+

∫
Γ2

[
Bnnθn(v)− ηB̂nn

]
dΓ +

∫
Ω

[({
∇ ·
(
B b
)

+
(
∇ ·B

)
b−∇ ·A

}
· aα

)
aα − f

]
· v dΩ.

(6.87)

The remaining boundary integrals over the Dirichlet-1 and Dirichlet-2 boundaries and over χCD

vanish due to strong homogeneous enforcement in the test space. However as is demonstrated
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shortly, these terms become the consistency terms in Nitsche’s method. Therefore, the following

strong form is inferred from the “reverse” integration by parts of the weak formulation above:

Find u : Ω→ R3 such that

[
∇ ·
(
b B(u)

)
+ b

(
∇ ·B(u)

)
−∇ ·A(u)

]
· aα = ηfα in Ω

B(u) : c−∇ ·
(
∇ ·B(u)

)
−A(u) : b = ηf3 in Ω

u = û on ΓD1

θn(u) = θ̂n on ΓD2

T (u) = ηT̂ on ΓN1

Bnn(u) = ηB̂nn on ΓN2

Bnt(u) = ηB̂nt on χCN

B+
nt(u) = B−nt(u) on int (χCN )

(6.88)

Strong Formulation for the Kirchhoff-Love Shell

As in the plate setting, for physical reasons it is convenient to split the domain boundary into

four disjoint parts Γ = ΓC ∪ΓSS ∪ΓS ∪ΓF each with zero BCs. Here, ΓC is the clamped portion of

the boundary, ΓSS is the simply-supported portion of the boundary, ΓS is the symmetric portion

of the boundary, and ΓF is the free portion of the boundary. Then the boundary conditions we

wish to prescribe are given via:

(clamped) u = 0, θn(u) = 0, on ΓC = ΓD1 ∩ ΓD2

(simply-supported) u = 0, Bnn(u) = 0, on ΓSS = ΓD1 ∩ ΓN2

(symmetric) θn(u) = 0, T (u) = 0, on ΓS = ΓN1 ∩ ΓD2

(free) T (u) = 0, Bnn(u) = 0, on ΓF = ΓN1 ∩ ΓN2

(6.89)

6.3.5 Nitsche’s Variational Form for the Linearized Kirchhoff-Love Shell

To begin the derivation of Nitsche’s method for the linearized Kirchhoff-Love shell, we define

the following discrete spaces of admissible and virtual displacements which accordingly release the
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strong-enforcement of the Dirichlet boundary conditions

VhKLS ≡ UhKLS

:=

{
uh ∈M : T (uh) ∈ L2(ΓD1), Bnn(uh) ∈ L2(ΓD2), and uh(x) =

n∑
i=1

ciNi(x)

}
.

(6.90)

We now present the following discrete formulation for the Kirchhoff-Love shell:
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Find uh ∈ UhKLS such that

ahKLS(vh,uh) = `hKLS(vh) (6.91)

for all vh ∈ VhKLS where

ahKLS(vh,uh) = aKLS(vh,uh)

−
∫

ΓD2

Bnn(uh)θn(vh) dΓ +Bnt(u
h)vh3

∣∣∣
χCD

−
∫

ΓD1

T (uh) · vh dΓ−
∫

ΓD1

T3(uh)vh3 dΓ︸ ︷︷ ︸
Consistency Terms

−
∫

ΓD2

Bnn(vh)θn(uh) dΓ +Bnt(v
h)uh3

∣∣∣
χCD

−
∫

ΓD1

T (vh) · uh dΓ−
∫

ΓD1

T3(vh)uh3 dΓ︸ ︷︷ ︸
Symmetry Terms

+
ηECpen,1

h

(
2

∫
ΓD1

uh · vh dΓ +
η2

6h2

∫
ΓD1

uh3v
h
3 dΓ

)
+
η3ECpen,2

6h

∫
ΓD2

θn(uh)θn(vh) dΓ︸ ︷︷ ︸
Penalty Terms

(6.92)

and

`hKLS(vh) = `KLS(vh)

−
∫

ΓD2

Bnn(vh)θ̂n dΓ +Bnt(v
h)û3

∣∣∣
χCD

−
∫

ΓD1

T (vh) · û dΓ−
∫

ΓD1

T3(vh)û3 dΓ︸ ︷︷ ︸
Symmetry Terms

+
ηECpen,1

h

(
2

∫
ΓD1

û · vh dΓ +
η2

6h2

∫
ΓD1

û3v
h
3 dΓ

)
+
η3ECpen,2

6h

∫
ΓD2

θ̂nθn(vh) dΓ︸ ︷︷ ︸
Penalty Terms

(6.93)

Nitsche’s Method for the Linearized Kirchhoff-Love Shell

6.3.6 Consistency of Nitsche’s Method

Once again, the symmetry of the discrete bilinear form arising through Nitsche’s method

(6.91) is obvious. We have the following lemma which details the proof of consistency of ahKLS(·, ·)

with the original strong form of the PDE, provided the exact solution u satisfies a reasonable
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regularity condition.

Lemma 15. Suppose the unique solution u of (6.91) is sufficiently regular such that T (u) ∈

L2(ΓD1) and Bnn(u) ∈ L2(ΓD2). Then:

ahKLS(vh,u) = `hKLS(vh) (6.94)

for all vh ∈ VhKLS

Proof. By a process identical to those performed in (6.83) - (6.85), it follows that:



82

ahKLS(u,vh)− `hKLS(vh) =

∫
Ω
B(u) : κ(vh) dΩ +

∫
Ω
A(u) : γ(vh) dΩ−

∫
ΓD2

Bnn(u)θn(vh) dΓ

−
∫

ΓD1

T (u) · vh dΓ−
∫

ΓD1

T3(u)vh3 dΓ +Bnt(v
h) [u3 − û3]

∣∣∣
χCD

−
∫

ΓD2

Bnn(vh)
[
θn(u)− θ̂n

]
dΓ−

∫
ΓD1

T (vh) · [u− û] dΓ

+
ηECpen,1

h

(
2

∫
ΓD1

[u− û] · vh dΓ +
η2

6h2

∫
ΓD1

[u3 − û3] vh3 dΓ

)

+
η3ECpen,2

6h

∫
ΓD2

[
θn(u)− θ̂n

]
θn(vh) dΓ− η

∫
Ω
f · vh dΩ

− η
∫

ΓN1

T̂ · vh dΓ− η
∫

ΓN2

B̂nnθn(vh) dΓ +Bnt(u)vh3

∣∣∣
χCD

=

∫
Ω

[
B(u) : c−∇ · ∇ ·B(u)−A(u) : b− ηf3

]
vh3 dΩ + ηB̂nt(u)v3

∣∣∣
χCN

+

∫
Ω

[{
∇ ·
(
B(u) b

)
+
(
∇ ·B(u)

)
b−∇ ·A(u)

}
· aα − ηfα

] (
vh
)α

dΩ

+Bnt(v
h)
[
u3 − ûh

] ∣∣∣
χCD

−
∫

ΓD1

T (vh) · [u− û] dΓ

+

∫
ΓN1

[
T (u)− ηT̂

]
· vh dΓ +

∫
ΓN2

[
Bnn(u)− ηB̂nn

]
θn(vh) dΓ

+
ηECpen,1

h

(
2

∫
ΓD1

[u− û] · vh dΓ +
η2

6h2

∫
ΓD1

[
u3 − ûh

]
· vh dΓ

)

+
η3ECpen,2

6h

∫
ΓD2

[
θn(u)− θ̂n

]
θn(vh) dΓ

−
∫

ΓD2

Bnn(vh)
[
θn(u)− θ̂n

]
dΓ +

[
Bnt(u)− ηB̂nt

]
vh3

∣∣∣
χCN

= 0

(6.95)

Hence the consistency with (6.88) is proven.
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6.3.7 Continuity and Coercivity of Nitsche’s Method for the linearized Kirchhoff-

Love Shell

To preface this section, we define the mesh-dependent norm with which we prove continuity,

coercivity, and later error estimates:

‖v‖2UhKLS := |||v|||2A + |||v|||2B +
ηECpen,1

h

(
2‖v‖20,Γ +

η2

6h2
‖v3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(v)‖20,Γ

+
6h3

η3E
‖T3(v)‖20,Γ +

h

2ηE
‖T (v)‖20,Γ +

6h

η3E
‖Bnn(v)‖20,Γ +

6h2

η3E
|Bnt(v)|2

∣∣∣
χC

+
η3E

6h2
|v3|2

∣∣∣
χC

(6.96)

Note that (6.96) is indeed a norm over VhKLS since it is a combination of ‖ · ‖UhLE and ‖ · ‖UhKLP . Ad-

ditionally, by (5.15), (5.16), (5.17), (5.20), and (5.25), this norm satisfies the following relationship

∀ vh ∈ VhKLS with C−1
` ≥ 1 + max

[
Ctr,A, Ctr,TCinv,T +

(
η2

6 ‖b‖20,Ω + 1 + Ctr,M

)
Ctr,B,

Ctr,uΓ
Cpen,1

]
:

‖vh‖2UhKLS ≤
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

B
+
ηECpen,1

h

(
2‖vh‖20,Γ +

η2

6h2
‖vh3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(vh)‖20,Γ

+
6h2Ctr,T
η3E

‖T3(vh)‖20,Ω

+
Ctr,A
2ηE

‖A(vh)‖20,Ω +
‖b‖20,ΩCtr,B

ηE
‖B(vh)‖20,Ω +

6Ctr,B
η3E

‖B(vh)‖20,Ω

+
6hCtr,M
η3E

‖Bnt(vh)‖20,Γ +
η3ECtr,uΓ

6h3
‖vh3‖20,Γ

≤ (1 + Ctr,A)
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+

(
1 + Ctr,TCinv,T +

(
η2

6
‖b‖20,Ω + 1 + Ctr,M

)
Ctr,B

) ∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
B

+
η3ECpen,2

6h
‖θn(vh)‖20,Γ +

2ηECpen,1
h

‖vh‖20,Γ +
η3E

6h3
(Cpen,1 + Ctr,uΓ) ‖vh3‖20,Γ

≤ 1

C`

[∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

B
+
ηECpen,1

h

(
2‖vh‖20,Γ +

η2

6h2
‖vh3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(vh)‖20,Γ

]
.

(6.97)

Now that we have demonstrated that ‖·‖UhKLS is indeed a norm, we are able to prove the continuity,

that is the boundedness, of the mesh-dependent bilinear form ahKLS(·, ·) in the following lemma.
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Lemma 16. The following continuity statement holds:

ahKLS(vh,w) ≤ Ccont,KLS‖vh‖UhKLS‖w‖UhKLS (6.98)

for all vh ∈ VhKLS and w such that T (w) ∈ L2(ΓD1) and Bnn(w) ∈ L2(ΓD2).

Proof. To prove the continuity estimate, we first write:

ahKLS(vh,w) = aKLS(vh,w)−
∫

ΓD2

Bnn(w)θn(vh) dΓ + Bnt(w)vh3

∣∣∣
χC
−
∫

ΓD1

T (w) · vh dΓ

−
∫

ΓD1

T3(w)vh3 dΓ−
∫

ΓD2

Bnn(vh)θn(w) dΓ +Bnt(v
h)w3

∣∣∣
χC
−
∫

ΓD1

T (vh) · w dΓ

−
∫

ΓD1

T3(vh3 )w3 dΓ +
ηECpen,1

h

(
2

∫
ΓD1

w · vh dΓ +
η2

6h2

∫
ΓD1

w3v
h
3 dΓ

)

+
η3ECpen,2

6h

∫
ΓD2

θn(w)θn(vh) dΓ.

(6.99)

Observe we can bound:

aKLS(vh,w) +
ηECpen,1

h

(
2

∫
ΓD1

w · vh dΓ +
η2

6h2

∫
ΓD1

w3v
h
3 dΓ

)

+
η3ECpen,2

6h

∫
ΓD2

θn(w)θn(vh) dΓ

≤ ‖vh‖UhKLS‖w‖UhKLS .

(6.100)

Next, we bound the in-plane ersatz traction via

∫
ΓD1

T (w) · vh dΓ ≤ ‖vh‖0,Γ‖T (w)‖0,Γ

≤
√

1

h
‖vh‖20,Γ

√
h‖T (w)‖20,Γ

≤ ‖vh‖UhKLS‖w‖UhKLS

(6.101)

and the transverse component by
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∫
ΓD1

T3(w)vh3 dΓ ≤ ‖vh3‖0,Γ‖T3(w)‖0,Γ

≤
√

1

h3
‖vh3‖20,Γ

√
h3‖T3(w)‖20,Γ

≤ ‖vh‖UhKLS‖w‖UhKLS .

(6.102)

The bending moment term is bounded via

∫
ΓD2

Bnn(w)θn(vh) dΓ ≤ ‖Bnn(w)‖0,Γ‖θn(vh)‖0,Γ

≤
√
h‖Bnn(w)‖20,Γ

√
1

h
‖θn(vh)‖20,Γ

≤ ‖vh‖UhKLS‖w‖UhKLS

(6.103)

and lastly, the boundary evaluation via

Bnt(w)vh3

∣∣∣
χC
≤
(
|Bnt(w)|

∣∣∣
χC

)(∣∣∣vh3 ∣∣∣ ∣∣∣
χC

)
≤
√
h2 |Bnt(w)|2

∣∣∣
χC

√
1

h2

∣∣vh3 ∣∣2∣∣∣
χC

≤ ‖vh‖UhKLS‖w‖UhKLS .

(6.104)

Clearly, these inequalities hold for their symmetric counterparts. Collecting these inequalities yields

ahKLS(vh,w) ≤ Ccont,KLS‖vh‖UhKLS‖w‖UhKLS (6.105)

with Ccont,KLS = 9.

Next, we prove the coercivity of the bilinear form with respect to the ‖·‖UhKLS -norm in the following

lemma.

Lemma 17. The following coercivity statement holds:

ahKLS(vh,vh) ≥ Ccoer,KLS‖vh‖2UhKLS , ∀ vh ∈ VhKLS (6.106)
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Proof. Let vh ∈ VhKLS , ε1 > max
(

2Ctr,A, 16η2Ctr,B‖b‖20,Ω
)

, ε2 > 8Ctr,TCinv,T , ε3 > 8Ctr,B, ε4 >

8Ctr,MCtr,B, and observe that by Cauchy-Schwarz and Young’s inequalities:

∫
ΓD1

T (vh) · vh dΓ ≤ ‖vh‖0,Γ‖T (vh)‖0,Γ ≤
ηEε1

h
‖vh‖20,Γ +

h

4ηEε1
‖T (vh)‖20,Γ (6.107)

and

∫
ΓD1

T3(vh)vh3 dΓ ≤ ‖vh3‖0,Γ‖T3(vh)‖0,Γ ≤
η3Eε2

12h3
‖vh3‖20,Γ +

3h3

η3Eε2
‖T3(vh)‖20,Γ. (6.108)

Next, the moments and conjugate rotations

∫
ΓD2

Bnn(vh)θn(vh) dΓ ≤ ‖Bnn(vh)‖0,Γ‖θn(vh)‖0,Γ ≤
3h

η3Eε3
‖Bnn(vh)‖20,Γ +

η3Eε3

12h
‖θn(vh)‖20,Γ.

(6.109)

Lastly, utilizing (5.20) and (5.21), we obtain the following estimate for the boundary evaluation:

Bnt(v
h)vh3

∣∣∣
χC
≤
(

3h2

η3Eε4

∣∣∣Bnt(vh)
∣∣∣2∣∣∣∣

χC

+
η3Eε4

12h2

∣∣∣vh3 ∣∣∣2∣∣∣∣
χC

)

≤ 3hCtr,M
η3Eε4

‖Bnt(vh)‖20,Γ +
η3Eε4Ctr,uΓ

12h3
‖vh3‖20,Γ.

(6.110)

Therefore, utilizing (6.107), (6.108), (6.109), (6.110), (5.15) through (5.21), (5.25), and for

Cpen,1 >
1

2
+ max

[
2Ctr,A, 16η2Ctr,B‖b‖20,Ω, 8 (Ctr,TCinv,T + Ctr,MCtr,BCtr,uΓ)

]
(6.111)

and Cpen,2 >
1
2 + 8Ctr,B, we have the following:
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ahKLS(vh,vh) ≥
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

B
− 2

∫
ΓD2

Bnn(vh)θn(vh) dΓ− 2 Bnt(v
h)vh3

∣∣∣
χC

− 2

∫
ΓD1

T (vh) · vh dΓ− 2

∫
ΓD1

T3(vh) · vh3 dΓ

+
ηECpen,1

h

(
2‖vh‖20,Γ +

η2

6h2
‖vh3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(v)‖20,Γ

≥
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

A
+
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

B
−
(

6h

η3Eε3
‖Bnn(vh)‖20,Γ +

η3Eε3

6h
‖θn(vh)‖20,Γ

)
−
(

6hCtr,M
η3Eε4

‖Bnt(vh)‖20,Γ +
η3Eε4Ctr,uΓ

6h3
‖vh3‖20,Γ

)
−
(

2ηEε1

h
‖vh‖20,Γ +

h

2ηEε1
‖T (vh)‖20,Γ

)
−
(
η3Eε2

6h3
‖vh3‖20,Γ +

6h3

η3Eε2
‖T3(vh)‖20,Γ

)
+
ηECpen,1

h

(
2‖vh‖20,Γ +

η2

6h2
‖vh3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(v)‖20,Γ

≥
(

1− Ctr,A
ε1

) ∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
2ηE

h
(Cpen,1 − ε1) ‖vh‖20,Γ +

η3E

6h
(Cpen,2 − ε3) ‖θn(v)‖20,Γ

+

1−
2η2Ctr,B‖b‖20,Ω

ε1
− Ctr,TCinv,T

ε2
− Ctr,B

ε3
− Ctr,MCtr,B

ε4

∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
B

+
η3E

6h3
(Cpen,1 − ε2 − Ctr,uΓε4) ‖vh3‖20,Γ

≥ 1

2

(∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2
A

+
∣∣∣∣∣∣∣∣∣vh∣∣∣∣∣∣∣∣∣2

B
+
ηECpen,1

h

(
2‖vh‖20,Γ +

η2

6h2
‖vh3‖20,Γ

)
+
η3ECpen,2

6h
‖θn(vh)‖20,Γ

)
≥ Ccoer,KLS‖vh‖2UhKLP

(6.112)

where Ccoer,KLS = 1
2

(
1 + max

[
Ctr,A, Ctr,TCinv,T +

(
η2

6 ‖b‖20,Ω + 1 + Ctr,M

)
Ctr,B,

Ctr,uΓ
Cpen,1

])−1

6.3.8 A Priori Error Estimates

Before proceeding with discretization-dependent approximation theorems, we have the fol-

lowing corollary to Theorem 3.

Corollary 18. Let u and uh denote the unique solutions of problems (6.79) and (6.91), respectively.

Furthermore, suppose the hypotheses of Theorem 1 and Theorem 3 are satisfied. Then,
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‖u− uh‖UhKLP ≤ C̃KLP inf
wh∈UhKLS

‖u−wh‖UhKLS . (6.113)

where

C̃KLS =

(
18 + 19 max

[
Ctr,A, Ctr,TCinv,T +

(
η2

6
‖b‖20,Ω + 1 + Ctr,M

)
Ctr,B,

Ctr,uΓ

Cpen,1

])
(6.114)

Proof. Recall Theorem 3 and the estimate provided therein. Then the result follows immediately

by the continuity and coercivity constants defined in Lemma 16 and Lemma 17 and the consistency

inherent to Nitsche’s variational formulation for the Kirchhoff-Love plate.

6.4 Numerical Results

In this section, we demonstrate the effectiveness of Nitsche’s formulation for the linearized

Kirchhoff-Love shell formulation presented in previous sections. Note that we do not provide

explicit examples for the linear-elastic membrane or Kirchhoff-Love plate since the Kirchhoff-Love

shell encompasses both of these scenarios. In all of our examples, we employ uniform biquadratic,

bicubic, and biquartic B-spline discretizations. Moreover, we present the so-called shell obstacle

course, as presented in [11], as a validation of the discretization.

6.4.1 The Shell Obstacle Course

The shell obstacle course is comprised of three problems: (i) the Scordelis-Lo roof [5, 107],

(ii) the pinched cylinder [44, 50, 78], and (iii) the pinched hemisphere [82, 84].

6.4.1.1 The Scordelis-Lo Roof

The Scordelis-Lo roof is a section of a cylindrical shell supported at its ends by a rigid

diaphragm while the remaining boundary of the cylinder is free. The roof is subject to a uniform

gravitational loading across the entire domain. By the symmetry of the problem, only one quarter
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of the physical domain is modeled and symmetric boundary conditions are imposed accordingly. A

more detailed problem configuration is provided in Figure 6.4.

Problem Setup

L = 50
R = 25
η = 0.25
ϕ = 40◦

E = 4.32× 108

ν = 0.0

f̂ = 90.0/η
Γ1 : u2 = θn = 0
Γ2 : u1 = u3 = 0
Γ3 : free
Γ4 : u1 = θn = 0

Γ1

Γ2 Γ3

Γ4

ξ1
ξ2

R L/2

Ω

ϕ

Figure 6.4: The Scordelis-Lo Roof problem setup and configuration.

The criterion for convergence is the vertical displacement of the free edge of the roof. The

converged numerical solution from our discretization is u = 0.3006. This value is lower than

u = 0.3024, that is reported in [5, 107], however it is in exact accordance with [72]. For this

problem, numerical convergence is observed almost immediately for cubic and quartic B-splines

while the quadratic counterpart exhibits locking on coarse meshes, as is shown in Figure 6.5.

0 5 10 15
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0.1

0.15

0.2
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0.3
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15
20
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-20
0

-10020 10

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

Figure 6.5: The Scordelis-Lo Roof displacement criterion is shown across the range of refinements
considered in this paper (left). The z-displacement field is shown on the contour plot (right).
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6.4.1.2 The Pinched Cylinder

The Pinched Cylinder problem is supported by rigid diaphragms at either end and subjected

to two opposite point loads directed inward at the cylinder center. Once again, due to problem

symmetry, only one eighth of the cylinder is modeled and symmetric boundary conditions are

imposed accordingly. The problem setup and configuration is provided in Figure 6.6

Problem Setup

H = 600
R = 300
η = 3.0
E = 3.0× 106

ν = 0.3
f = 1/η

Γ1 : u2 = θn = 0
Γ2 : u2 = u3 = 0
Γ3 : u2 = θn = 0
Γ4 : u1 = θn = 0

Γ1

Γ2

Γ3

Γ4
f̂

ξ1

ξ2

R

H/2

Ω

Figure 6.6: The Pinched Cylinder problem setup and configuration.

The criterion for convergence of this problem is once again a point displacement however in

this instance it is at the point of load application. The reference displacement is u = 1.8248× 10−5

as given in [44, 50, 78]. Convergence to this value is demonstrated for biquadratic, bicubic, and

biquartic B-splines in Figure 6.7.

6.4.1.3 The Pinched Hemisphere

The Pinched Hemisphere problem is minimally-supported as to prevent rigid-body motion.

The boundaries of the hemisphere are completely free and are subject to two opposing point loads

directed either inwards or outwards. Once again, due to problem symmetry, only one quarter of the

hemisphere is modeled and symmetric boundary conditions are imposed accordingly. The problem
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Figure 6.7: The Pinched Cylinder displacement criterion shown across the range of refinements
considered in this paper (left). The y-displacement field is shown on the contour plot (right).

setup and configuration is provided in Figure 6.8

The criterion for convergence of this problem is once again a point displacement at the point

of load application. The reference displacement is u = 0.0924 as given in [82, 84]. Convergence to

this value is demonstrated for biquadratic, bicubic, and biquartic B-splines in Figure 6.9.
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Problem Setup

R = 10
η = 0.04
E = 6.825× 107

ν = 0.3
f = 2/η

Γ1 : u2 = θn = 0
Γ2 : u1 = θn = 0
Γ3 : free

R

Ω

Γ1

Γ3

Γ2

f̂ f̂

ξ1

ξ2

Figure 6.8: The Pinched Hempisphere problem setup and configuration.
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Figure 6.9: The Pinched Hemisphere displacement criterion shown across the range of refinements
considered in this paper (left). The z-displacement field is shown on the contour plot (right). Note
this is symmetric to the x-displacement field due to the symmetry of the loading configuration.



Chapter 7

Design Space Exploration

7.1 Parametric Partial Differential Equations & Families of Geometries

The seamless connection between CAD geometry and analysis in IGA allows us to define a

unique relationship between design parameters and the corresponding CAD geometry. These

parameters define the control points and weights associated with a geometric configuration. How-

ever it should be noted that, in general, control points are not individual design parameters to be

tuned. Instead, we seek a reduced set of these design parameters which describe features and the

overall shape of the design, in contrast to specific control point locations. For instance, these design

parameters may be the radius of hole or fillet, the thickness of a load-bearing plate, or the Lamé

parameters which relate stress and strain through a constitutive relationship.

Let us now formalize the above concepts. Namely, let us construct a design space D ⊂ Rdµ ,

where dµ is the dimension of the parametric space associated with design parameters. We refer to

each member of D, denoted as µ ∈ D, as a design variable, and it contains a selection of design

parameters governing the material and geometric properties for a given design as discussed above.

We assume throughout the dissertation that D is a hyperrectangle, that is, a Cartesian product

of intervals: D = (a1, b1) × (a2, b2) × . . . × (adµ , bdµ). This will allow us to easily adopt existing

sampling-based surrogate modeling approaches as shown in a later subsection. With the above

terminology established, we connect a CAD geometry to the design space through the notion of a

family of geometries:
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A family of geometries {Ωµ}µ∈D is a set of open domains Ωµ ⊂ Rdµ defined from a family of

geometric mappings:

xµ(ξ) =
∑
i

Pi(µ)R̂i(ξ) ∀ ξ ∈ Ω̂ (7.1)

That is, Ωµ = xµ(Ω̂) for every µ ∈ D.

Definition: Family of Geometries

Note that in the above definition, we have implicitly defined the control mesh to be a function

of the design variable. To make the concept of a family of geometries clear, consider the example

of a Scordelis-Lo roof, as illustrated in Figure 7.1. The design variable:

µ = (L,R, ϕ, t, E, ν) (7.2)

completely describes the Scordelis-Lo Roof family of geometries. In other words, we are able to

generate the unique control points and weights as a function of the design variable (7.2).

L

R
𝜑

𝑡, 𝐸,𝜈

Figure 7.1: The Scordelis-Lo Roof Family

In parametrized IGA for a family of geometries, we consider the effect of changing

geometry on the resulting solution. In particular, we parametrize the partial differential equation

(2.5) in terms of the design variable µ:

L (u(µ);µ) = F (µ) ∀ x ∈ Ωµ

B (u(µ);µ) = G (µ) ∀ x ∈ ∂Ωµ

(7.3)
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𝜉"

𝜉#

xµ1
(⇠)

xµ2
(⇠)

xµ3
(⇠)

Figure 7.2: A representative sample of Scordelis-Lo Roof geometries belonging to the same family.
Notice that after defining the appropriate mapping xµi

(ξ), the same parametric domain can be
mapped to various geometries seamlessly.

Leveraging the concepts (2.6) and (2.7), we claim that the discrete solution to such a problem can

be expressed as:

uh(x,µ) =
∑
i

di(µ)Ri(x) =
∑
i

di(µ)︸ ︷︷ ︸
unknown

R̂i

(
x−1
µ (x)

)︸ ︷︷ ︸
known

(7.4)

The effect of µ on the physical basis functions is known through the isoparametric concept. With

the concept of geometric families defined, the terms di(µ) in (7.4) are determined by a set of

nonlinear algebraic equations:

R (µ,d(µ)) = 0 ∀ µ ∈ D (7.5)

where R(µ,d(µ)) is a vector of residuals and d(µ) is a solution vector collecting the unknown

control variables. In the linear setting, this system reduces to solving the system:
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K(µ) d(µ) = F(µ) ∀ µ ∈ D (7.6)

The discretized PDE systems (7.5) and (7.6) provides a vessel to explore the design space.

Namely, for every µ, the solution d(µ) is the parametric system response. However, every time µ

is changed, one must not only solve the system, but also assemble it. For an effective rapid design

space exploration paradigm, we want to construct a framework for determining the solution for a

family of geometries in a neighborhood about some nominal design, rather than for one particular

design, so it is greatly desirable to reduce the computational expense of solving (7.5) and (7.6).

There exists two primary approaches to reduce this computational expense through the con-

struction of suitable surrogate models:

1. Dimensionality Reduction of the Spatial Approximation: In this instance, a lin-

ear system of the form (7.6) for every parametric instance of µ is assembled and solved.

However, the associated computational expense is reduced by employing a reduced-order

model. This approach utilizes techniques such as reduced basis methods [83] and proper

orthogonal decompositions [95] for the surrogate model construction.

2. Dimensionality Reduction of the Parametric Representation: In this instance,

rather than solving a linear system for every parametric instance of µ, we solve the full

system (7.6) for a set {µi}i and extrapolate the obtained solutions throughout the design

space to effectively construct a surrogate model.

In this dissertation, we consider the second approach listed above due to ease of implemen-

tation. More specifically, the second approach allows us to build sampling-based surrogate models

using a wrapper about existing IGA simulation technologies. It should be mentioned that the

parametrized analysis paradigm that we have presented here is quite difficult to implement within

a classical finite element analysis framework. This is because changes to the geometry require a

complete re-meshing within standard design-through-analysis platforms built on finite elements.
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Consequently, most existing design space exploration environments allow users to visualize only

quantities of interest such as max displacement, von Mises stress, or power consumption [71, 123].

By contrast, our environment allows users to visualize full system response.

We now transition to a discussion of surrogate modeling techniques including both sampling

and construction.

7.2 Design Space Collocation for Parametrized IGA

In this section, we present a number of techniques of constructing a surrogate model for

the solution manifold in parametrized IGA. To set the stage, recall that the displacement field in

parametrized structural mechanics takes the form:

u (x,µ) =
∑
i

di(µ)Ri(x)

The basis functions Ri(x) are known while the control variables di(µ) are unknown functions of

the design parameters. In our surrogate modeling approach, we approximate the solution vector of

(7.6) using a basis expansion of the form:

d(µ) =
∑
i

ciΨi(µ)

where {Ψi(µ)}i is a finite-dimensional set of orthogonal basis functions scaled by the coefficients

ci.

There are many suitable choices of basis functions but we only consider two herein. In partic-

ular, our choice of basis functions lie in the realms of nodal and modal manifold representations. A

nodal paradigm considers the familiar Lagrange basis, which interpolates nodal data at sampling

points while intermediate data is obtained through a linear combination of such basis functions

scaled by their corresponding nodal values [6]. On the other hand, a modal representation consid-

ers a truncated spectral expansion of a function. An orthogonal polynomial series is first specified

in which to represent the function. The modal coefficients are then associated with the terms in this

series. Each coefficient quantifies the modal behavior intrinsic to the aggregate solution field. For
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both the nodal and modal approaches, we employ parametric sampling to obtain approximations

of the coefficients ci. In this manner, our surrogate modeling approach is non-intrusive in that our

modeling methodology may be used as a “black box” in conjunction with existing IGA packages.

This dramatically simplifies implementation as compared with intrusive approaches such as the

parametric Galerkin method.

Before proceeding with the derivation of such polynomial surrogate models, we formally

introduce the concept of a multi-index, since it greatly simplifies the notation in following sections

and will establish a uniform language to be used consistently throughout this dissertation. A

multi-index is an array of indices used to reference the dimensions present in a variable. Consider

the multi-index i = (i1, i2, ..., id). We can then enumerate a variable in several dimensions as

µi = (µi1 , µi2 , ..., µid). It is often times convenient to introduce the concept of a multi-index norm.

In this dissertation, the two norms of interest will be the sup-norm and 1-norm given by:

∞− norm: ‖i‖∞ = max
k
|ik|

1-norm: ‖i‖1 =
d∑

k=1

|ik|
(7.7)

respectively. Moreover, after specification of a multi-index norm and a given non-negative integer

k, we can define the following multi-index spaces:

Isotropic: Pd
k :=

{
i ∈ (Z∗)d | 0 ≤ ‖i‖1 ≤ k

}
Tensor-product: Qd

k :=
{

i ∈ (Z∗)d | 0 ≤ ‖i‖∞ ≤ k
}
.

(7.8)

The meaning of this terminology will be made clear in a moment when we define polynomial spaces

associated with these spaces of multi-indices. Note that these multi-index spaces are nested, specif-

ically Pd
k ⊆ Qd

k, and we can simply write summations and products over multivariate quantities

using multi-index notation. For example, the tensor-product summation and product operations

can be expressed compactly as:
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Summation:
∑
i∈Qd

`

f(µi) =
∑̀
i1=1

∑̀
i2=1

. . .
∑̀
id=1

f(µi1 , µi2 , ..., µid)

Product:
∏
i∈Qd

`

f(µi) =
∏̀
i1=1

∏̀
i2=1

. . .
∏̀
id=1

f(µi1 , µi2 , ..., µid)

(7.9)

With the above multi-index notation established, we can now define what we mean by

isotropic polynomial and tensor-product polynomial. Specifically, we define the respective spaces

of isotropic and tensor-product polynomials of degree p for the domain D ⊂ Rd via:

Isotropic: Pp(D) :=
{
f ∈ L2(D) | f(µ) =

∑
i∈Pd

p

fiµ
i1
1 µ

i2
2 . . . µ

id
d

}

Tensor-product: Qp(D) :=
{
f ∈ L2(D) | f(µ) =

∑
i∈Qd

p

fiµ
i1
1 µ

i2
2 . . . µ

id
d

} (7.10)

At this juncture, it is not quite clear what we mean by “isotropic.” This is made clear by

recognizing that if f ∈ Pp(D) and ν : D → Rd is an affine mapping, then the composition mapping

g = f ◦ν is also a member of Pp(D)1 . Consequently, the space of isotropic polynomials is invariant

under an affine change of coordinates. By contrast, this is not the case for the space of tensor-

product polynomials. The concepts and formalism associated with constructing nodal and modal

representations of the solution manifold from the tools discussed in heretofore are presented in the

following sections.

7.2.1 Nodal Solution Manifold Representation

With a nodal manifold representation, we approximate the control variables as:

d(µ) ≈
∑
i

d (µi)Ni(µ) (7.11)

where {µi}i are a set of interpolation nodes and {Ni}i are a set of interpolating polynomials

satisfying:

1 Here, we have used a slight abuse of notation in extending the domain of f to all of Rd.
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Ni(µj) =

 1, if i ≡ j

0, otherwise

(7.12)

where equivalence of multi-indices is understood in the component-wise sense, i.e., ik = jk k =

1, 2, . . . , d. In the univariate setting, we build the interpolating polynomials from a set of p + 1

unique interpolation nodes {µi}p+1
i=1 which construct the Lagrange interpolants:

Ni(µ) =

p+1∏
j=1
j 6=i

µ− µj
µi − µj

(7.13)

For the multivariate setting, we must take a bit more care. First of all, we do not allow the

interpolation nodes to be defined in an arbitrary manner. Instead, we enforce them to be defined

via a tensor-product of one-dimensional sets of unique interpolation nodes. Then each interpolation

node takes the form:

µi =
(
µ

(1)
i1
, µ

(2)
i2
, . . . , µ

(d)
id

)
∀ i ∈ Qd

p (7.14)

for a desired tensor-product polynomial approximation of degree p. We build the corresponding

interpolating polynomial as:

Ni(µ) =

d⊗
k=1

N (k)
ik

(µk) =

d⊗
k=1

pk+1∏
jk=1
jk 6=ik

µ
(k)
k − µ

(k)
jk

µ
(k)
ik
− µ(k)

jk

(7.15)

Note that the solution coefficients d(µi) are the collocated values of the control variables at the

interpolation nodes. Thus, they are obtained by running an IGA simulation for a select number of

design instances.

The choice of interpolation nodes to use with such an interpolating scheme remains to be

discussed. It is worth noting that an interpolatory representation of the solution manifold, such as

the one described in this section, exhibits behavior dependent on the choice of sampling scheme.

For example, a uniformly-distributed collection of collocation points results in a solution manifold

suffering from the Runge phenomenon, providing acceptable function approximations in the interior



101

1 1

0

xy

0.50.5

N
i(
x
;y

)

0.5

0 0

1

-1
11

-0.5

y x

0.5 0.5

f
h
(x

;y
)

0

00

0.5

Figure 7.3: A representative tensor-product Lagrange interpolating basis function (left) and an
interpolatory representation of the function f(x, y) = sin(πx) sin(πy) − e−x2−4y2

using equispaced
nodes and tensor-product Lagrange polynomials (right).

of the design space while exhibiting poor approximability near the boundaries. On the other hand,

a Chebyshev distribution of sample points, where the node density is larger near the boundaries of

the domain, distributes the error more uniformly throughout the surrogate solution manifold.

For the purposes of design space exploration, we consider the tensor-product Gauss-Legendre

quadrature scheme for nodal collocation points. This selection is made due to the high-fidelity

of the resulting surrogate model while minimizing the required number of points. In particular,

the nodal expansion which interpolates the Gauss abscissa is equivalent to a spectral expansion in

terms of a Legendre orthogonal polynomial series, maintaining the same fidelity therein [31].

Note that in using the above procedure, we have built an interpolating basis for the tensor-

product approximation space Qp(D). We can build an interpolating basis for the alternative mul-

tivariate approximation space Pp(D) in an analogous manner, but a stable choice of interpolation

nodes for Pp(D) is not known at this time. One may also resort to other forms of multi-dimensional

interpolation such as radial basis functions, but such an approach is beyond the scope of this dis-

sertation.
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7.2.2 Modal Solution Manifold Representation

With a modal manifold representation, we first write the control variables in terms of the

infinite sum:

d(µ) =
∑

‖i‖∞<∞

aiMi(µ) (7.16)

where {ai}i are a set of spectral coefficients defined as:

ai =

∫
D

W(µ)di(µ)Mi(µ)dD (7.17)

and {Mi}i are a set of orthonormal polynomial basis functions satisfying:

〈Mi,Mj〉w =

∫
D

W(µ)Mi(µ)Mj(µ)dD =

 1, if i ≡ j

0, otherwise

(7.18)

where 〈·, ·〉w is the weighted L2 inner product and W(µ) ≥ 0 is a pre-defined weighting function. A

spectral representation of the solution manifold provides a characterization of the various sensitivies

with respect to the design parameters. Namely, the average displacement throughout the design

space is given by a0 while the magnitude of the following spectral coefficients, ai, quantify the

prominence of particular higher-order modes in the aggregate solution manifold. In this dissertation,

we consider the case when W(µ) ≡ 1, in which case the corresponding orthonormal basis functions

coincide with tensor-product Legendre polynomials. For instance, when D = (−1, 1)d, we have

that:

Mi(µ) =

d⊗
k=1

Lik(µk) (7.19)

where {Ln}∞n=0 are the univariate Legendre polynomials.

In practice, our infinite sum representation must obviously be truncated after some finite

number of terms, resulting in a computationally tractable surrogate model. We consider two such
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approximations herein, an isotropic polynomial approximation and a tensor-product polynomial

approximation. An isotropic polynomial approximation takes the form:

d(µ) =
∑

i∈P
dµ
p

aiMi(µ) (7.20)

while a tensor-product polynomial approximation takes the form:

d(µ) =
∑

i∈Q
dµ
p

aiMi(µ) (7.21)

Since Pp(D) ⊆ Qp(D), the isotropic approximation includes less terms than the tensor-

product approximation, but both isotropic and tensor-product approximations are spectral ap-

proximations exhibiting exponential convergence rates. Hence, the isotropic approximation is often

preferred due to its comparatively lower computational expense.

From Figure 7.4, it is clear that such a modal representation cannot be interpreted analogously

to an interpolation. In the latter case, exact function values are realized at collocation points

whereas the former is a least-squares approximation to the function. Note that in order for us

to recover both the isotropic and tensor-product approximations, we must compute the spectral

coefficients:

ai = 〈d,M〉w =

∫
D

W(µ)d(µ)Mi(µ) dD (7.22)

This presents a challenge for two reasons: (i) We often do not know how to perform the

integration analytically and (ii) we do not know the exact form of d(µ) as it is the unknown we are

trying to solve for. To overcome these issues, we turn to numerical quadrature. Briefly speaking,

we approximate:

ai =

∫
D

W(µ)d(µ)Mi(µ) dD ≈
∑
q

d(µq)M(µq)wq (7.23)

where {µq}q is a set of quadrature points and {wq}q is a set of corresponding quadrature weights.

We refer to the resulting design space approximation as a pseudospectral approximation since
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Figure 7.4: The 1st row of the figure shows the Legendre polynomial basis sets for p = 2 and p = 3.
The 2nd row shows the 1-dimensional pseudospectral approximation of f(x) = cos(πx/2) using the
above sets of Legendre polynomials, requiring 5 points and 9 points, respectively, for accurate in-
tegration using the univariate Clenshaw-Curtis quadrature rule over the domain D = (−1, 1). The
3rd row shows the pseudospectral representation of the function f(x, y) = e−x

2−y2
using a tensor-

product Clenshaw-Curtis quadrature rule in a tensor-product Legendre basis, requiring 25 points
and 81 points respectively, resulting in 2nd and 3rd degree tensor-product polynomial approxima-
tions over the domain D = (−1, 1)2. The 4th row shows the pseudospectral representation of the
function f(x, y) using a Delayed Smolyak Clenshaw-Curtis quadrature rule in the isotropic Legen-
dre basis, requiring 13 points and 29 points respectively, resulting in 2nd and 3rd degree isotropic
polynomial approximations over the domain D = (−1, 1)2.

the exact spectral coefficients have been approximated. With quadrature, we avoid the need for

analytical integration and we also only need to determine d(µ), that is, sample the solution space,

at a set of quadrature points. In the next section, we provide an overview of quadrature schemes

one may utilize including tensor-product quadrature and sparse quadrature.
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7.2.3 Design Space Sampling and Numerical Integration

It remains to select sampling schemes and quadrature rules to recover the interpolated values

in the nodal manifold representation and the spectral coefficients in the modal manifold representa-

tion. Our objective is to obtain sampling and quadrature schemes which not only lead to accurate

surrogate models but are also computationally efficient. Since our selection of interpolation nodes

in the nodal manifold representation follows a quadrature scheme, all of our schemes begin with a

univariate quadrature rule which is then extended to the multivariate setting.

7.2.3.1 Univariate Quadrature

A general univariate quadrature scheme takes the form:

I1
wf =

∫ b

a
W (x)f(x)dx ≈ U (1)

nq f =

nq∑
q=1

wqf(xq) (7.24)

where (a, b) is the integration domain, f : (a, b) → R is the function to be integrated,

W(x) ≥ 0 is a specified weighting function, nq is the number of quadrature points, {xq}nqq=1 are

the quadrature points, and {wq}nqq=1 are the quadrature weights. We have used the notation Unq

to denote a univariate scheme with nq points. There are a great many number of univariate

quadrature schemes to choose from, each with their own sets of pros and cons. We consider three

herein: Gauss-Legendre quadrature [55], Clenshaw-Curtis quadrature [29], and Kronrod-Patterson

quadrature [91]. The Gauss-Legendre scheme is ideal in that it employs a minimal number of

quadrature points for a desired level of polynomial accuracy. On the other hand, the Clenshaw-

Curtis and Kronrod-Patterson schemes exhibit a so-called nestedness property, to be described later,

which alleviates the computational expense associated with an increase in the model polynomial

fidelity in the multi-dimensional setting. Each of the three aforementioned schemes consist of not

only one quadrature rule but rather a family of quadrature rules. We refer to the `th member of

a given family as the `th level, and it contains n` quadrature points and weights and exhibits a

polynomial degree accuracy of p`. That is, the quadrature rule Un` exactly integrates polynomials
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of degree p`. Table 7.1 characterizes the Gauss-Legendre, Clenshaw-Curtis, and Kronrod-Patterson

schemes and their properties.

Table 7.1: A comparison between the Gauss-Legendre, Clenshaw-Curtis, and Kronrod-Patterson
quadrature schemes considered in this dissertation.

Univariate Scheme Nested? n` p`

Gauss-Legendre 7 ` 2n` − 1

Clenshaw-Curtis 3

{
1, ` = 1

2`−1 + 1, ` ≥ 2

{
n`, n` even

n` + 1, n` odd

Kronrod-Patterson 3 2` − 1 1/2 (3n` − 1)

We are now ready to define what we mean by nested. Namely, a family of quadrature rules is

nested if ∪`−1
k=0{xq}k ⊆ {xq}` where {xq}` is the set of quadrature nodes of level `. This property

will allow us to build highly efficient quadrature schemes in the multi-dimensional setting using the

so-called Smolyak method.

7.2.3.2 Tensor-Product Multivariate Quadrature

We define a tensor-product multivariate quadrature rule as a tensor-product of univariate

quadrature rules. In particular, given a set of n`-point univariate quadrature rules, {U (i)
n` }di=1, each

associated with the `th level of a family of quadrature rules, we construct the multivariate rule:

Fd` f =

d⊗
i=1

U (i)
n`
f (7.25)

for f : D → R where D ⊂ Rd is a hyperrectangle. Then, to approximate the integral of a function,

we write:

IdW f =

∫
Ω
W1(x1)W2(x2) · · ·Wd(xd)f(x1, x2, . . . , xd)dΩ

≈ Fd` f =

n∑̀
i1=1

n∑̀
i2=1

· · ·
n∑̀
id=1

wi1wi2 · · ·widf(xi1 , xi2 , . . . , xid)

(7.26)

Figure 7.5 shows the tensor-product collocation schemes for Clenshaw-Curtis and Gauss-Legendre

quadrature rules for two-dimensional integration.
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Figure 7.5: Two-dimensional tensor-product Clenshaw-Curtis (left) and Gauss-Legendre (right)
quadrature rules for the integration domainD = (−1, 1)2. The `th-level Clenshaw-Curtis quadrature
rule is capable of integrating f ∈ Qp`(D) with p` = 2`−1 + 1 for ` > 1 exactly while each Gauss-
Legendre grid level ` is capable of integrating f ∈ Qp`(D) with p` = 2`− 1 exactly.

Using tensor-product quadrature, we are able to obtain suitable interpolation points for the

nodal manifold representation as well as suitable approximations of the spectral coefficients for both

isotropic and tensor-product modal manifold approximations. In the nodal setting, we determine

the polynomial order of the set of Lagrange basis functions by selecting the appropriate number
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of collocation points, i.e., p = n − 1 ≥ 0 where n is the number of univariate sample points. The

selection of these points, and hence the polynomial order, are dictated by the error bound given by

the Taylor series truncation error [6]. On the other hand, in the modal setting we seek to accurately

represent the integrals defining the spectral coefficients using numerical integration:

ai =

∫
D

W(µ)d(µ)Mi(µ)dD ≈ Fd` d =
∑
i∈Qd

`

d(µi)Mi(µi)wi. (7.27)

In this case, we select ` such that p` = 2p where p is the desired polynomial degree of the modal

manifold representation, i.e., p = max
i

deg (Mi). This has been shown to yield a stable and accurate

numerical integration scheme [51, Chapter 4], and when d(µ) is a tensor-product polynomial of

degree p, the numerical integration scheme is exact.

Unfortunately it should be noted that a tensor-product quadrature rule suffers from the so-

called curse of dimensionality. Particularly, each additional dimension, i.e. design parameter,

causes an exponential increase in the number of required quadrature points. This sampling

approach scales as N` = nd` , where N` is the total number of collocation points for level `, n` is the

number of points associated with a univariate quadrature rule of level `, and d is the dimension

of the design space. Therefore, as the complexity of the design space grows, this approach quickly

becomes intractable.

7.2.3.3 Sparse Multivariate Quadrature

To alleviate the curse of dimensionality associated with tensor-product quadrature, we con-

sider sparse quadrature schemes obtained through the use of Smolyak sparse grids. Our objective

is the construction of a numerical integration scheme capable of integrating a multi-dimensional

isotropic polynomial with a minimal number of quadrature points. Recall that here isotropic

refers to a polynomial with total degree ‖p‖1 ≤ p for some p ≥ 0. To begin, we define difference

operators for each parametric dimension from a family of quadrature rules via:
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∆
(i)
j =

 U (i)
n1 , if j = 1

U (i)
nj+1 − U (i)

nj , otherwise

(7.28)

Then, the corresponding level ` Smolyak quadrature scheme is defined for f : P → R as:

Sd` f =
∑
α∈Pd

`

d⊗
i=1

∆
(i)
αi+1f (7.29)

The above quadrature rule is exact for at least all isotropic polynomials of degree less than or

equal to p`, though it is not quite exact for tensor-product polynomials of degree p`. Consequently,

Smolyak quadrature should be employed for isotropic polynomial approximations. However, as we

shall see, Smolyak quadrature schemes employ far fewer quadrature points than tensor-product

schemes.

It is often times convenient, especially for implementation, to represent the Smolyak scheme

in terms of the univariate quadrature operators U (i)
n` . After algebraic manipulation, we arrive at

the representation:

Sd` f =
∑

`≤||k||1≤d+`−1

(−1)d+`−||k||1−1

(
d− 1

||k||1 − `

) d⊗
i=1

U (i)
nki
f (7.30)

From the above expression, we see that a Smolyak scheme is simply comprised of many tensor-

product univariate quadrature schemes. If these schemes happen to exhibit nestedness, then there

is an interlacing of quadrature points in between levels which provides additional accuracy with a

minimal increase in required function evaluations. Consequently, we only consider nested quadra-

ture families when building sparse quadrature rules for design space exploration.

As see in Table 7.1, the number of quadrature points n` and corresponding degree p` with the

univariate Clenshaw-Curtis and Kronrod-Patterson schemes increases exponentially fast with the

level `. Unfortunately, this means this is also the case for Smolyak quadrature rules built from these

families. This exponential growth per level is not ideal for application to design space exploration

since we ultimately desire an economical, low-fidelity surrogate model. Fortunately, as presented
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Figure 7.6: Smolyak collocation schemes for the delayed, two-dimensional Clenshaw-Curtis (left)
and Kronrod-Patterson (right) quadrature rules for the integration domain D = (−1, 1)2. Both
delayed Clenshaw-Curtis and Kronrod-Patterson grids are capable of integrating f ∈ Pp`(D) with
p` = 2` − 1 exactly. Note that the nestedness of the Clenshaw-Curtis naturally permits Smolyak
implementation, contrary to the Gauss-Legendre scheme which requires the Kronrod extension and
Patterson’s recursion.

in [92, 24], these exponentially-growing sequences can be delayed to slow the growth in required

sampling data. In these delayed sequences, some of the quadrature rules are repeated to lower the

rank of approximation and hence the required number of univariate quadrature points. With this
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in mind, the delayed Clenshaw-Curtis rule is defined as:

UCC,delayed` = UCCk` , k` =

 1, ` = 1

dlog2(`− 1) + 1e+ 1, ` > 1

(7.31)

while the delayed Kronrod-Patterson univariate rule is defined as:

UKP,delayed` = UKPk`
, log2

(
4`

3

)
≤ k` ≤ log2

(
8`− 1

3

)
(7.32)

where, for simplicity of presentation, the subscripts ` and k` refer to the level rather than the

number of quadrature points. Because of the presence of the logarithmic factors in the definitions

of the delayed univariate rules, the number of quadrature points n` associated with the univariate

sequences increases only linearly with the level `. Consequently, the number of quadrature points

n` associated with Smolyak quadrature schemes built from these sequences increases algebraically

with the level `. This is illustrated in Figure 7.6 which displays the Smolyak quadrature points for

the delayed Clenshaw-Curtis and Kronrod-Patterson quadrature rules for levels ` = 3, 4, 5.

It should be mentioned that the delayed Clenshaw-Curtis and Kronrod-Patterson sequences

were constructed such that the associated Smolyak quadrature schemes built from these sequences

exhibit a polynomial accuracy of p` ≥ 2`−1 for ` ≥ 1, and for relatively low levels, p` = 2`−1. This

guides the selection of sparse grid quadrature rules for the computation of spectral coefficients for

isotropic polynomial coefficients. Recall that to accurately compute the coefficients for an isotropic

polynomial of degree p, we should employ a quadrature rule with accuracy 2p. Therefore, we can

use a level ` = p+1 Smolyak quadrature scheme built from one of the two delayed sequences. With

this in mind, and recalling the rules displayed in Figures 7.5 and 7.6, we see that these Smolyak

quadrature schemes employ fewer quadrature points for a desired polynomial accuracy than their

tensor-product counterparts, as contended earlier, and this reduction becomes far more dramatic

with an increase in the dimensionality of the design space.

As a final remark, it is worth noting that the tensor-product quadrature scheme can be

expressed in terms of the difference operators defining the Smolyak scheme. Namely, we have:
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Fd` f =
∑
α∈Qd

`

d⊗
i=1

∆
(i)
αi+1f =

d⊗
i=1

U (i)
n`
f (7.33)

Consequently, the primary difference between the tensor-product and Smolyak schemes lies

in the specification of the multi-index spaces Pd
` and Qd

` .

7.2.4 Numerical Results

This section contains a selection of numerical examples illustrating the convergence behavior

of the aforementioned methodology. In particular, we consider: (i) the Scordelis-Lo roof, (ii) a

flat L-bracket, and (iii) an NREL 5MW wind turbine blade. Each subsection begins with a brief

description of the methodologies discussed in previous sections with application to the problem

under consideration. A convergence analysis is presented thereafter, where we will consider the

effect of the polynomial order on the expansion to quantify the accuracy of our sampling-based

surrogate modeling methodology as well as the effect of a change in the number of quadrature points,

which assess the accuracy of the modal coefficients computed through the discrete integration.

Lastly, we will numerically demonstrate the capability of design optimization facilitated through

the design space exploration paradigm by maximizing or minimizing quantities of interest over a

pre-specified design space for the Scordelis-Lo roof.

7.2.4.1 Scordelis-Lo Roof

Earlier in this dissertation, the Scordelis-Lo roof was introduced as a canonical shell code

validation problem. Due to the relatively simple design-variable description of this shell, it is a

premier problem choice for demonstrating the concepts presented in this dissertation. As such,

we will study all aspects of our methodology using this problem, including: (i) the effectiveness

of both nodal and modal solution manifold representations, (ii) the effectiveness of both isotropic

and tensor-product polynomial approximations in the design space, and (iii) the accuracy of both

tensor-product and sparse grid quadrature schemes as applied in design space exploration.
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Figure 7.7: The computational domain of the Scordelis-Lo Roof. For sake of computational expense,
only a quarter of the roof is modeled with symmetry boundary conditions. Therefore, refinement
with respect to this geometry occurs only in this quadrant. This particular geometry has 16
elements.

7.2.4.2 Problem Formulation and Methodology

For the following discussion, the design space Droof ⊂ R4 is specified as:

Droof :=
{
µ = (L,R, t, ϕ)

∣∣45 ≤ L ≤ 55, 20 ≤ R ≤ 30, .2 ≤ t ≤ .3, 35◦ ≤ ϕ ≤ 45◦
}

(7.34)

Note that this design space is restricted in the sense that E = 550MPa and ν = 0.05 are held

fixed and moreover are not treated as design parameters, in comparison with our earlier discussion.

The computational domain used for analysis is shown in Figure 7.7. Due to the symmetry of

the cylindrical shell geometry, only one quarter of the domain is analyzed. Homogeneous Dirichlet

boundary conditions are applied to the cylindrical part of the free boundary while the remaining

straight portion of the free boundary is unconstrained. Symmetry boundary conditions are applied

by enforcing homogeneous normal derivatives, as well as zero in-plane displacement, across the

symmetric boundary. The shell is loaded by a uniform gravitational field g = (0, 0,−90)T . Two

tensor-product meshes of 16 and 64 elements are considered to assess convergence of the sampling-

based surrogate modeling strategy under mesh refinement.

Both modal and nodal representations of the solution manifold to this design space are con-

structed with both tensor-product and sparse sampling. For ease of user interaction and demonstra-

tion, the results were compiled into a Graphical User Interface (GUI), which convey the properties
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Figure 7.8: The “nominal” Scordelis-Lo roof geometry. A sparse, level 5 Kronrod-Patterson grid is
used to compute the pseudospectral coefficients of the surrogate displacement field in the isotropic
Legendre basis.

of this design approach in comparison to conventional design methodologies. Figures 7.8 and 7.9

below show screenshots of such a GUI.

7.2.4.3 Convergence Analysis

We continue our discussion by analyzing convergence behavior. In particular, we consider

the error, eh = uhIGA − uhsurrogate, in both the L2 and energy norms:

‖eh‖20,Ω =

∫
Ω
|eh|2dΩ and

∣∣∣∣∣∣∣∣∣eh∣∣∣∣∣∣∣∣∣2
A

+
∣∣∣∣∣∣∣∣∣eh∣∣∣∣∣∣∣∣∣2

B
= aKLS(eh, eh) (7.35)

effectively assessing the accuracy of the displacement field and the strain energy, respectively. To

ensure the accuracy of the figures presented, the L2 and energy norms are computed for a total

of 10 randomly-selected admissible geometries in the design space and then averaged. It should

be noted that we do not compare our solution to the exact solution as we are only assessing the

effectiveness of our surrogate modeling strategy. Instead, we are comparing the results obtained

from our surrogate model to those obtained from IGA.

The first numerical test performed is shown in Table 7.2 below. In this instance, we use
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Figure 7.9: An admissible geometry to the design space specified above. In this particular example,
a full (tensor-product), level 5 Gauss-Legendre grid is used to construct a nodal representation of
the displacement field using a tensor-product Lagrange basis in the design space.

n` Gauss-Legendre quadrature nodes in each parametric direction to construct a tensor-product

Lagrange polynomial of degree p` which interpolates the solution manifold at the Gauss-Legendre

collocation points. From the table we see that the error decreases exponentially fast as the polyno-

mial degree p` is increased. However, as the nodal manifold representation employs a tensor-product

polynomial approximation in the design space, the number of required interpolation points increases

very quickly with polynomial degree. Note moreover that the error behavior is the same for both

the 16 element mesh and the 64 element mesh.

The second numerical test, shown in Table 7.3, uses a modal solution manifold representation

with a tensor-product polynomial approximation in the design space. The pseudospectral coeffi-

cients are computed using the Gauss-Legendre quadrature scheme. Recall that in this case, the

polynomial order of the basis function set is characterized as a tensor-product of univariate polyno-

mial basis functions of degree p` = `− 1. Again, we see that the error decreases exponentially fast

as the polynomial degree p` is increased, and in fact, the reported errors in Tables 7.2 and 7.3 are

nearly identical. Consequently, these nodal and modal approaches exhibit very similar behavior for

tensor-product polynomial approximations of the solution manifold.
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The last numerical test employs the sparse collocation framework through Smolyak grids,

presented earlier. Both the delayed Kronrod-Patterson and delayed Clenshaw-Curtis Smolyak

schemes are used to assess the numerical properties of the sparse modal representation of the

solution manifold. The results are presented in Table 7.4 in which the aforementioned collocation

schemes are employed to compute the pseudospectral coefficients for the sparse Legendre basis

contained in Pp(Droof).

In Table 7.4, we see that both the delayed Kronrod-Patterson and Clenshaw-Curtis schemes

exhibit similar convergence rates as a function of level `. However, the required number of quadra-

ture points to achieve the same accuracy using Clenshaw-Curtis is approximately three times that

of Kronrod-Patterson. For both rules, the error behavior is the same for both the 16 element mesh

and the 64 element mesh.

It is also important to assess the accuracy of computation of the sparse pseudospectral coeffi-

cients. To determine this accuracy, the sparse coefficients of Pp(Droof) are computed for 0 ≤ p ≤ 4

using a tensor-product univariate quadrature rule, in contrast to the sparse quadrature rule used

in Table 7.4. The results of this analysis are depicted in Table 7.5. From this table, we can see

that the tensor-product Gauss-Legendre scheme overall performs better in the computation of the

sparse pseudospectral coefficients in comparison to the sparse integration rule. However, the results

are only marginally better but with a significant increase in computational cost. This suggests that

the sparse rules can and should be employed in practice.

The results from Tables 7.2, 7.3, 7.4, and 7.5 are summarized in Figures 7.10 and 7.11.

In Figure 7.10, the L2 error is plotted against the required number of samples n` while Figure

7.11 depicts the Energy error against required number of samples. Once again, note that the

tensor-product Gauss-Legendre quadrature scheme using a Nodal surrogate model produces similar

results to its modal equivalent. Additionally, we see that the isotropic surrogate model with sparse

quadrature performs similarly to the full sampling. With increasing design space dimensionality,

we predict the attractiveness of sparse Kronrod-Patterson with an isotropic polynomial basis to be

much more pronounced. This is due to the curse of dimensionality which will exponentially increase
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the number of required function evaluations for a tensor-product quadrature rule.

7.2.4.4 Design Optimization and Comparison with Exact Optima

The design space exploration paradigm presented in this dissertation allows the user to pose

a multi-constraint optimization problem, for which the solution can be approximated after the

surrogate model has been constructed. In particular, we can specify an objective functional that is

to be minimized through a constrained optimization routine. For example, consider the functional

which combines the effects of midpoint displacement and root strain:

F(α1, α2;µ) = α1dz(µ) + α2ε1(µ) (7.36)

Here, ε1 is the largest principle strain at the clamped end of the roof, dz is the displacement

of the midpoint of the free edge, and α1, α2 are weights which describe the significance of each

quantity in the optimization routine.

Without our design space exploration framework, a functional such as the one above can be

minimized, or maximized, through a constrained optimization code. However, each iteration in

such a routine requires a complete system construction, assembly, and solve. In the design space

exploration paradigm, each iteration is simply a function call to the surrogate model of the solution

manifold that has been constructed. Although the output of the optimization routine in this

context is an approximation to the true value, it provides a refined search window for additional,

high-fidelity design space exploration tools to converge on the true optimum.

For the Scordelis-Lo roof, we employ a constrained optimization routine and compare results

of a full system construction and solution to the design space exploration surrogate model. The

design space is identical to that used in the previous sections and the initial guess to the opti-

mization routine is a random geometry in this design space. For these simulations, we use the 64

element mesh and consider two surrogate models: (i) a tensor-product polynomial approximation

interpolating the solution at Gauss-Legendre quadrature points, and (ii) a pseudospectral isotropic

polynomial approximation where spectral coefficients are computed with the delayed Kronrod-
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Figure 7.10: The L2 error in the displacement field for the various surrogate models considered
applied to the Scordelis-Lo roof problem. The first half of each legend entry refers to the sampling
scheme employed while the second half refers to the surrogate model used. Note here that TP de-
notes “Tensor-Product”, GL denotes “Gauss-Legendre”, KP denotes “Kronrod-Patterson”, and CC
denotes “Clenshaw-Curtis”. Additionally, “Nodal” indicates the use of the Lagrange polynomials
as an interpolating basis while “Modal” denotes the use of the Legendre orthogonal polynomials.
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Figure 7.11: The energy error in the displacement field for the various surrogate models considered
applied to the Scordelis-Lo roof problem. The first half of each legend entry refers to the sampling
scheme employed while the second half refers to the surrogate model used. Note here that TP de-
notes “Tensor-Product”, GL denotes “Gauss-Legendre”, KP denotes “Kronrod-Patterson”, and CC
denotes “Clenshaw-Curtis”. Additionally, “Nodal” indicates the use of the Lagrange polynomials
as an interpolating basis while “Modal” denotes the use of the Legendre orthogonal polynomials.
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Patterson quadrature rule. The results of this optimization routine are shown in Tables 7.6, 7.7,

and 7.8.

For convergence criteria, we assert that the quantities of interest are within 1% of their true

value. We observe that the interpolatory surrogate model converges to the optimal design location

quickly in that it generally converges by ` = 2, except for (α1, α2) = (1, 0), where it converges

by ` = 4. On the other hand, the isotropic polynomial surrogate model converges to the optimal

design location slower, typically by ` = 3, except for (α1, α2) = (2/3, 1/3). Recall however, that

the computational expense associated with constructing the isotropic polynomial surrogate model

is lower than the tensor-product polynomial approximation. We also consider the convergence of

the surrogate model predicted max principal stress to that of the IGA solution. In the case of the

interpolating surrogate model, note that the stress generally converges by ` = 3, slightly slower

than the rate of convergence to the optimal design location. In the case of the isotropic polynomial

surrogate model, the max principal stress generally converges to the true value by ` = 5.

7.2.5 Flat L-Bracket

We next consider application of our design space exploration framework to the analysis of a

flat L-Bracket. The L-bracket is a linear-elastic model with a 17-dimensional design space, demon-

strating the versatility of the proposed design space exploration framework. Moreover, full tensor-

product sampling with either nodal or modal solution manifold representations is not feasible due

to the high-dimensionality of this problem. For example, a linear, tensor-product pseudospectral or

interpolatory model of the solution manifold would require 217 = 131, 072 samples. Therefore, we

resort to the sparse collocation schemes presented in previous sections, which capture the modes

described by the total order of the underlying polynomial basis set. Additionally, the analysis

model is constructed from 28 C0-continuous NURBS patches, demonstrating the applicability of

this exploration framework in the multi-patch setting.
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7.2.5.1 Problem Formulation and Methodology

Figure 7.12 below shows the design parameters for the L-Bracket as well as the patch layout

used for analysis. Figure 7.13 below shows the boundary conditions and forcing used in the design

space exploration problem. The mutli-patch model is discretized and refined to a 480-element mesh.

Additionally, the holes described by a1 and a2 are constrained to zero displacement, effectively

simulating a bolt. The remaining hole has an applied loading of P = 30 × 106, directed upwards

at a 45◦ angle and cosine-distributed across the boundary.

In reference to Figure 7.12, the design space of the L-bracket is is characterized by the design

variable:

DL := {µ = (M,N,L1, H3, Rf , a1, e1, t1h, t1k, a2, e2, t2h, t2k, a3, e3, t3h, t3k)
∣∣µ ∈ R17} (7.37)

which is comprised of the 17 design parameters associated with the L-bracket, as illustrated in

Figure 7.12. We construct two design spaces of the form (7.37) for the L-Bracket geometry. The

parameters defining the spaces are shown below.
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Figure 7.12: The design parameters associated with the Flat L-Bracket problem (left) and the
patches associated with implementing a multi-patch isogeometric linear-elastic solver (right).
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Figure 7.13: The boundary conditions and applied loading used in the L-Bracket problem. The
lower and center L-Bracket holes are constrained with homogeneous Dirichlet boundary conditions.
The loading on the remaining hole is cosine distributed for −π/4 ≤ θ ≤ 3π/4 and is applied as a
Neumann traction.
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DL,minor =



5.5 ≤M ≤ 6.5

3 ≤ N ≤ 4

1 ≤ L1 ≤ 1.5

1 ≤ H3 ≤ 1.5

0.15 ≤ Rf ≤ 0.25

0.15 ≤ a1 ≤ 0.3

0 ≤ e1 ≤ 0.2

−0.2 ≤ t1h ≤ 0.2

−0.2 ≤ t1k ≤ 0.2

0.15 ≤ a2 ≤ 0.3

0 ≤ e2 ≤ 0.2

−0.2 ≤ t2h ≤ 0.2

−0.2 ≤ t2k ≤ 0.2

0.15 ≤ a3 ≤ 0.3

0 ≤ e3 ≤ 0.2

−0.2 ≤ t3h ≤ 0.2

−0.2 ≤ t3k ≤ 0.2



DL,extreme =



5.5 ≤M ≤ 6.5

3 ≤ N ≤ 4

1 ≤ L1 ≤ 1.5

1 ≤ H3 ≤ 1.5

0.15 ≤ Rf ≤ 0.25

0.15 ≤ a1 ≤ 0.35

0 ≤ e1 ≤ 0.3

−0.6 ≤ t1h ≤ 0.6

−0.6 ≤ t1k ≤ 0.6

0.15 ≤ a2 ≤ 0.35

0 ≤ e2 ≤ 0.3

−0.6 ≤ t2h ≤ 0.6

−0.6 ≤ t2k ≤ 0.6

0.15 ≤ a3 ≤ 0.35

0 ≤ e3 ≤ 0.3

−0.6 ≤ t3h ≤ 0.6

−0.6 ≤ t3k ≤ 0.6


The first design space is “minor” in the sense that the admissible design parameter perturba-

tions lie in a localized neighborhood about a nominal design. The second design space is “extreme”

since much larger perturbations and imperfections are admissible in this space. The two spaces are

considered to assess the moderate dimensionality of the problem on the effectivity of the design

space exploration paradigm. Representative geometries from these two design spaces are depicted

in Figures 7.14 and 7.15 respectively.

To ensure that only sensical geometries live in these design spaces, we define the position of the

L-Bracket holes’ center through a dimensionless design parameter which designates the percentage

offset from the true center. The tih and tik, i = 1, 2, 3 parameters above define the hole offset via a
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Figure 7.14: A sample geometry contained within Pp`(DL,minor) (left) along with the resulting Von
Mises stress field (right).
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Figure 7.15: A sample geometry within Pp`(DL,extreme) (left) along with the resulting Von Mises
stress field (right).
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convex combination of related design parameters, for example h1(t1h) = (a1 − L1/2)t1h + L1/2. The

remaining quantities of k1, h2, k2, h3, k3, are defined in a similar manner.

It should be noted that the L-Bracket problem is motivated by the design space exploration

problem of identifying suitable geometric tolerances for manufacturing. That is, one is often inter-

ested in the design question: How large may we allow a set of tolerances to be without

compromising performance? Our framework allows one to address this question in a direct and

efficient manner. Moreover, as well will see in the following chapter, we have devised an in-depth

methodology for addressing this question.

7.2.5.2 Convergence Analysis

A convergence analysis is performed for the pseudospectral model of the solution manifold

with the Flat L-Bracket. In particular, we measure the error in both the L2 and energy-norms to

assess the convergence of the displacement and strain energy fields, respectively. These norms are

given by:

‖eh‖20,Ω =

∫
Ω
|eh|2 dΩ and

∣∣∣∣∣∣∣∣∣eh∣∣∣∣∣∣∣∣∣2
A

= aLE(eh, eh) (7.38)

The results of the convergence analysis are shown below for the DL,minor and DL,extreme in

Tables 7.9 and 7.10, respectively. To ensure the accuracy of the figures presented, the L2 and

energy norms are computed for a total of 10 randomly-selected admissible geometries in the design

space and then averaged.

From these tables, we see that our surrogate modeling strategy quickly converges as the

polynomial degree p` is increased. Similar to the Scordelis-Lo roof, the L2-error converges quicker

than the energy error. The effectiveness of our surrogate modeling strategy is portrayed through

these tables since quick convergence is seen for geometries in both DL,minor and DL,extreme.
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7.2.6 Wind Turbine Blade

As has been the theme of this dissertation, the inconsistent geometric descriptions used in

design and analysis models constitute a significant rift in modern engineering work flows. While

IGA addresses this issue fundamentally, many industrial design strategies remain disconnected and

iterative, requiring repetitive user interaction. Typically, a designer first develops a CAD model

using a particular software platform. The model can then be uploaded into a CAE platform

to convert the geometry model information into mesh information suitable for analysis. Upon

completing analysis, if the user wishes to change a design parameter, the entire process is repeated.

Previous work addressed this challenge by constructing a computational framework capable of

performing NURBS-based parametric design, isogeometric analysis, and result visualization seam-

lessly in a single software environment. The framework is unique in that it is capable of utilizing

complex, CAD-based geometric operations to generate parametric models for IGA. Basic heuris-

tic methods were employed to perform optimization of a subset of design variables of an NREL

5MW wind turbine blade, a complex geometry defined by many design variables in [65]. However,

given the seamlessness of the framework, it can be readily modified to incorporate design space

discretization techniques, demonstrating the viability of such techniques for industrial applications.

7.2.6.1 Problem Formulation and Methodology

Here we consider application of our surrogate modeling methodology to the parametric de-

sign and analysis of an NREL 5MW wind turbine blade within the aforementioned design space

exploration framework. Our goals are twofold: (i) to demonstrate that our surrogate modeling

strategy seamlessly extends to the nonlinear and time-dependent settings and (ii) to demonstrate

the effectiveness of our methodology in the context of an industrial-strength application.

Wind turbine blade geometries are typically defined by a set of parameters at discrete lo-

cations, or “stations,” along the length of the blade. The usual parameters are radial location of

the section along the blade, chord length, airfoil shape, and twist degree. These parameters define
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Figure 7.16: Simplified composite layup used for wind turbine optimization. Green color (top)
indicates base uni-directional carbon across entire blade, blue color (middle) indicates root buildup
of SNLTriax, and purple color (bottom) indicates spar cap region made up of additional uni-
directional carbon.

the shape and orientation of each two-dimensional station in three-dimensional space; lofting all

airfoil profiles produces a wind turbine blade shell geometry. In [69] a complete definition of a wind

turbine blade geometry intended for use in 5MW offshore applications.

For this dissertation, all geometries are considered to have the same loading configuration.

The root edge of the blade is clamped by eliminating all motion of the two innermost rings of

control points, and a uniform flapwise traction of 250 Pa is applied in the reference configuration.

The wind turbine blade is modeled as a nonlinear Kirchhoff-Love shell with a composite material

model. A simplified composite layup is also used, shown in Figure 7.16. The blade is constructed

primarily of a thin shell of uni-directional carbon, indicated by green, covering the entire blade,

with additional uni-directional carbon thickness in the spar cap zone, indicated by purple, and

buildup of SNLTriax on the root, indicated by blue. See [99] for details about material properties.

Moreover, the T-spline analysis model is comprised of 1440 elements. From the traction loading,

the shell model is iteratively solved until reaching its maximum tip displacement. The resulting

displacement field in this state is the output which is used in our design space exploration surrogate

modeling paradigm.
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Figure 7.17: The basic layout of the isogeometric PDO framework, laid out in Grasshopper 3D, a
visual programming plugin for Rhino, configured for iterative use.

7.2.6.2 Implementation

For implementation, we employed and extended an isogeometric Parametric Design Opti-

mization (PDO) framework based on the CAD software Rhinoceros 3D (Rhino) [65]. Rhino has a

NURBS-based geometry kernel, making it an attractive choice for IGA, and also features Grasshop-

per, a visual programming interface that enables parametric design within Rhino. The basic struc-

ture of the isogeometric PDO framework configured for iterative use is shown in Figure 7.17.

As Figure 7.17 demonstrates, each of the stages in the entire design and analysis work flow

are contained within a single software platform. The rectangular components in Figure 7.17 are

referred to as Grasshopper “clusters” and each contains a subset of predifined Grasshopper func-

tions and C# scripting components. The “Design” cluster, for example, contains the appropriate

geometric functions, such as point interpolation, curve rotation and translation, and lofts, necessary

to construct a NURBS-based engineering model. The exact contents of the “Design” cluster will

of course depend on the engineering application. The “Analysis” cluster contains functions that

output the geometry, without performing meshing, and call the analysis code. The analysis code in

these examples is IGA-based and seeks the midsurface displacement of a composite Kirchhoff-Love

shell, originally formulated in [10] and reproduced in [65]. The results are then directly read and

visualized within the Rhino viewport using the components inside the “Visualization” cluster.

The approach described above unites the paradigms of parametric design and high-fidelity

FEA, allowing seamless design and analysis of complex engineering models within a single workspace.
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Figure 7.18: The isogeomtric PDO framework configured for use with the design space explo-
ration methodology, including analysis-heavy, iterative offline stage (top) and GUI-driven, rapidly
evaluated design exploration stage (bottom).

In the configuration shown in Figure 7.17, however, the approach is limited in that it relies heavily

on iteration. Hence, a designer cannot actively interrogate a particular point in the design space.

Instead, once a point is selected, analysis results are available only after the entire structural anal-

ysis is completed.

In this work, the Grasshopper-based isogeometric PDO framework is reconfigured for use

with the design space discretization methodology presented in the previous sections. As Figure

7.18 illustrates, the “Design” and “Analysis” clusters can first be used to automatically analyze the

displacements d(µi) at a predetermined set of collocation points µi. This analysis information is

then utilized to construct the surrogate model which approximates the solution manifold d(µ). In

particular, given a design variable µ, the associated displacement vector can be efficiently produced

via evaluation of the solution manifold. As shown in Figure 7.18, this displacement vector is

provided to the Grasshopper interface such that visualization of the solution, based on the original

geometry’s position and nodal displacements, is performed. The designer can therefore use the

GUI to select a design point of interest and quickly see the resultant geometry and any other

post-processed results within the Rhino viewport, as shown in Figure 7.18.
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We emphasize that, in the workflow demonstrated by Figure 7.18, only the initial, offline

stage requires relatively computationally expensive finite element calculations. Once the results of

these analyses have been used to construct the surrogate model however, a GUI can be used to

rapidly explore the entirety of the design space and associated high-fidelity analysis results.

The NREL 5MW wind turbine blade in the PDO framework uses 19 radial locations, the

parameters described in [69], each with independent chord lengths and airfoil cross-sections, to

generate a turbine blade geometry. To reduce the dimensionality of the design space, we construct

a quadratic B-spline with 4 parametric degrees of freedom which describes the chord line, c, as a

function of radial position, r, as our design variable. Moreover, we do not consider the effect of

varying airfoil cross-section on the displacement field and instead hold these nominal specifications

constant. We define the turbine blade design space Dturb ⊂ R4 via:

Dturb :=
{
µ ∈ R4

∣∣9 ≤ P5x ≤ 13, 4.1 ≤ P5y ≤ 4.7, 22 ≤ P7x ≤ 30, 4.2 ≤ P7y ≤ 4.6
}

where these parameters define the control variables P3 and P5 which describe the B-spline curve

given by

cµ(r) =
8∑
i=1

Pi(µ)Ni(r)

Figure 7.19 depicts the chord line of design space, Dturb, for the wind turbine blade.

In addition to the design space presented in Figure 7.19, a representative set of geometries in

this design space are shown in Figures 7.20 and 7.21. These figures demonstrate how altering the

chord design parameter affects the resulting geometry.

7.2.6.3 Convergence Analysis

Similar to before, we perform a convergence analysis and assessment on the wind turbine blade

using a nodal representation of the solution manifold. This choice of surrogate model was informed

by the results of the Scordelis-Lo roof namely, a nodal surrogate modeling strategy is preferred

for a low-dimensional design space. In particular, we measure the errors in the displacement
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Figure 7.19: The chord line describing design space of an NREL 5MW wind turbine blade, Dturb.
The chord line as a function of radial location is constructed using a piecewise quadratic B-spline.
The two red control points in the dashed box, P5 and P7 are the design parameters for the turbine
blade, which are free to move within the box. The B-spline curve shown is the nominal configuration
for the turbine blade.

Figure 7.20: A sample geometry contained in Dturb. This design has a tip wise shift in the maximal
chord location.
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Figure 7.21: A sample geometry contained in Dturb. This design has a smaller maximal chord
location.
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Figure 7.22: In the left plots, we present representative chord lines associated with geometries
admissible to Dturb. The blue lines correspond to the nominal turbine geometry while the red
lines are the chord lines associated with a turbine geometry present in the design space under
consideration. In the right column of plots, the corresponding strain fields for the exact IGA
solution, as well as the nodal surrogate model for levels 1 through 4, are shown.
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field and maximum in-plane strain field, both of which are measured in the L2-norm. For eh =

uhIGA − uhsurrogate and ε(eh) = ε(uhIGA)− ε(uhsurrogate), these fields are given by:

‖eh‖20,Ω =

∫
Ω
|eh|2 dΩ and ‖eh‖2ε = ‖ε(eh)‖20,Ω (7.39)

where the ε-norm is the L2-norm of the strain as defined in [73]. These norms effectively assess the

accuracy of the surrogate model’s capability of representing the displacement field as well as the

corresponding strain field. Table 7.11 below depicts the convergence behavior of the nodal surro-

gate model constructed using the Lagrange polynomials with the tensor-product Gauss-Legendre

sampling scheme.

We see that both the L2 and ε errors decrease very quickly from the first level to the third

level. In fact, both errors drop by over an order of magnitude from the first level to the third level.

However, it should be noted that the convergence rates slow by the fourth level. This is because the

coarse-scale solution behavior across the design space has been resolved while a high polynomial

degree is required to accurately capture the remaining fine-scale solution features. Nonetheless,

the average L2 and ε errors are quite small and acceptable by the 4th level. In addition to the

convergence table above, we present the strain fields for a representative set of turbine geometries

present in Dturb in Figure 7.22. This figure demonstrates that our surrogate modeling strategy is

very effective in resolving the solution fields of interest in nonlinear structural mechanics, namely

the strain and stress fields.
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Table 7.2: Results for the Scordelis-Lo roof with a Nodal solution manifold representation using
a full tensor-product interpolation scheme with the Gauss-Legendre quadrature nodes. In the
table below, ` is the level parameter, p` is the polynomial order of the Lagrange basis used to
represent the solution manifold, n` is the number of interpolation points used to attain the specified
representation, and ndof is the number of basis functions in Qp`(Droof).

Collocation
Scheme

Number
of

Elements
` p` ndof n`

Average L2

error

Average
Energy
Error

Gauss-Legendre

16

1 0 1 1 1.6377× 10−1 7.1909× 101

2 1 16 16 3.2600× 10−2 2.3733
3 2 81 81 2.2544× 10−3 7.8076× 10−1

4 3 256 256 4.3639× 10−4 7.3727× 10−2

5 4 625 625 6.9755× 10−5 9.9253× 10−3

64

1 0 1 1 1.3030× 10−1 4.6528× 101

2 1 16 16 2.2413× 10−2 2.1955
3 2 81 81 3.7941× 10−3 3.4959× 10−1

4 3 256 256 5.2635× 10−4 1.0806× 10−1

5 4 625 625 7.1170× 10−5 1.2703× 10−2

Table 7.3: Results for the Scordelis-Lo roof with a Modal solution manifold representation using a
tensor-product Gauss-Legendre quadrature scheme for numerical computation of the pseudospectral
coefficients. In the table below, ` is the level parameter, p` is the polynomial order of the Legendre
basis used to represent the solution manifold, n` is the number of quadrature points used to attain
the specified representation, and ndof is the number of basis functions in Qp`(Droof).

Quadrature
Scheme

Number
of

Elements
` p` ndof n`

Average L2

error

Average
Energy
Error

Gauss-Legendre

16

1 0 1 1 1.6377× 10−1 7.1909× 101

2 1 16 16 3.2600× 10−2 2.3733
3 2 81 81 2.2544× 10−3 7.8076× 10−1

4 3 256 256 4.3639× 10−4 7.3727× 10−2

5 4 625 625 6.9755× 10−5 9.9253× 10−3

64

1 0 1 1 1.3030× 10−1 4.6528× 101

2 1 16 16 2.2413× 10−2 2.1955
3 2 81 81 3.7941× 10−3 3.4959× 10−1

4 3 256 256 5.2635× 10−4 1.0806× 10−1

5 4 625 625 7.1170× 10−5 1.2703× 10−2
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Table 7.4: Results for the Scordelis-Lo roof with a modal solution manifold representation us-
ing sparse, delayed Kronrod-Patterson and Clenshaw-Curtis schemes for the computation of the
sparse pseudospectral coefficients in the isotropic Legendre basis. In the table below, ` denotes
the level parameter, n` is the number of function evaluations required to accurately capture the
pseudospectral coefficients, and ndof is the number of basis functions in Pp`(Droof).

Quadrature
Scheme

Number
of

Elements
` ndof n`

Average L2

error

Average
Energy
Error

Delayed
Kronrod-
Patterson

16

1 1 1 1.6377× 10−1 7.1909× 101

2 5 9 5.1812× 10−2 1.7968× 101

3 15 33 9.5744× 10−3 3.9784
4 35 81 3.3485× 10−3 9.8703× 10−1

5 70 193 1.2528× 10−3 2.1011× 10−1

6 126 385 3.0431× 10−4 6.8352× 10−2

7 210 641 1.1234× 10−4 1.8871× 10−2

8 330 1217 2.2538× 10−5 5.8715× 10−3

9 495 1985 1.0071× 10−5 1.3624× 10−3

10 715 2881 2.7734× 10−6 4.9535× 10−4

64

1 1 1 1.3030× 10−1 4.6528× 101

2 5 9 2.1879× 10−2 7.0638
3 15 33 9.3368× 10−3 2.5295
4 35 81 2.1281× 10−3 7.0158× 10−1

5 70 193 6.4161× 10−4 1.2545× 10−1

6 126 385 1.8277× 10−4 4.9450× 10−2

7 210 641 7.4230× 10−5 8.9910× 10−3

8 330 1217 1.9857× 10−5 3.5557× 10−3

9 495 1985 8.4778× 10−6 6.4857× 10−4

10 715 2881 2.3575× 10−6 2.9674× 10−4

Delayed
Clenshaw-Curtis

16

1 1 1 1.6377× 10−1 7.1909× 101

2 5 9 5.1394× 10−2 1.8089× 101

3 15 41 1.1524× 10−2 4.0875
4 35 137 5.2109× 10−3 1.1882
5 70 369 1.8731× 10−3 3.8849× 10−1

6 126 849 6.9447× 10−4 1.6440× 10−1

7 210 1777 2.0808× 10−4 3.4681× 10−2

8 330 3377 7.1409× 10−5 1.0398× 10−2

9 495 5953 1.3878× 10−5 2.4518× 10−3

10 715 9857 2.9136× 10−6 5.5005× 10−4

64

1 1 1 1.3030× 10−1 4.6528× 101

2 5 9 2.4812× 10−2 7.2903
3 15 41 6.8846× 10−3 3.1244
4 35 137 3.6722× 10−3 7.7122× 10−1

5 70 369 1.5087× 10−3 3.3838× 10−1

6 126 849 3.1583× 10−4 1.0724× 10−1

7 210 1777 1.0943× 10−4 4.3432× 10−2

8 330 3377 8.2457× 10−5 7.9000× 10−3

9 495 5953 1.0503× 10−5 2.0733× 10−3

10 715 9857 2.0608× 10−6 3.4954× 10−4
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Table 7.5: Results for the Scordelis-Lo roof with a modal solution manifold representation using an
isotropic Legendre basis with a tensor-product univariate Gauss-Legendre quadrature scheme. In
the table below, ` denotes the level parameter, n` is the number of function evaluations required
to accurately capture the pseudospectral coefficients, and ndof is the number of basis functions in
Pp`(Droof).

Quadrature
Scheme

Number
of

Elements
` ndof n`

Average L2

error

Average
Energy
Error

Gauss-Legendre

16

1 1 1 1.6377× 10−1 7.1909× 101

2 5 16 4.8885× 10−2 1.8471× 101

3 15 81 8.0005× 10−3 3.9283
4 35 256 2.6645× 10−3 8.6922× 10−1

5 70 625 1.0542× 10−3 1.6657× 10−1

64

1 1 1 1.3030× 10−1 4.6528× 101

2 5 16 2.4659× 10−2 7.4684
3 15 81 7.2669× 10−3 2.2228
4 35 256 2.0511× 10−3 5.7762× 10−1

5 70 625 5.2271× 10−4 1.1514× 10−1

Table 7.6: Optimization of the functional presented in this section using the full IGA model through-
out the design space.

Model α1 α2

Optimal Design
Parameters
(L, R, t, ϕ)

Function
Calls

σ1 dz ε1

Isogeometric
Solution

1 0 (45, 20, 0.3, 45) 215 -841.1226 -0.0501 -0.3414
2⁄3 1⁄3 (55, 30, 0.2, 38.35) 321 -1524.0956 -0.2687 -1.4085
1⁄2 1⁄2 (55, 30, 0.2, 35) 243 -1644.8266 -0.3010 -1.4606
1⁄3 2⁄3 (55, 30, 0.2, 35) 180 -1644.8448 -0.3010 -1.4606
0 1 (55, 30, 0.2, 35) 150 -1644.9230 -0.3011 -1.4607
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Table 7.7: Optimization of the functional presented in this section for varying level and αi for a
tensor-product, interpolating surrogate model.

Model α1 α2 p

Optimal Design
Parameters
(L, R, t, ϕ)

Function
Calls

σ1 dz ε1

Interpolatory
with

Gauss-
Legendre

1 0

0 (45.7, 24, 0.3, 41.9) 5 -1564.7212 -0.1214 -0.6749
1 (45, 20, 0.3, 35) 282 -873.3413 -0.0495 -0.3130
2 (45, 20, 0.3, 35) 236 -902.2156 -0.0509 -0.3212
3 (45, 20, 0.3, 45) 212 -840.5739 -0.0501 -0.3411
4 (45, 20, 0.3, 45) 181 -841.1787 -0.0501 -0.3414

2⁄3 1⁄3

0 (55, 30, 0.3, 45) 186 -947.7444 -0.1214 -0.8791
1 (55, 30, 0.2, 37.05) 195 -1536.1837 -0.2698 -1.4058
2 (55, 30, 0.2, 37.79) 176 -1530.2811 -0.2687 -1.4061
3 (55, 30, 0.2, 38.46) 167 -1518.8445 -0.2674 -1.4051
4 (55, 30, 0.2, 38.37) 187 -1523.7463 -0.2686 -1.4084

1⁄2 1⁄2

0 (55, 30, 0.3, 45) 141 -947.7431 -0.1214 -0.8791
1 (55, 30, 0.2, 35) 157 -1595.2322 -0.2903 -1.4453
2 (55, 30, 0.2, 35) 132 -1639.3973 -0.2984 -1.4600
3 (55, 30, 0.2, 35) 160 -1643.2761 -0.3006 -1.4591
4 (55, 30, 0.2, 35) 178 -1645.0724 -0.3011 -1.4607

1⁄3 2⁄3

0 (55, 30, 0.3, 45) 133 -947.7425 -0.1214 -0.8791
1 (55, 30, 0.2, 35) 128 -1595.2309 -0.2903 -1.4453
2 (55, 30, 0.2, 35) 154 -1639.4217 -0.2984 -1.4601
3 (55, 30, 0.2, 35) 133 -1643.3374 -0.3006 -1.4591
4 (55, 30, 0.2, 35) 139 -1645.1882 -0.3011 -1.4608

0 1

0 (55, 30, 0.3, 45) 123 -947.7419 -0.1214 -0.8791
1 (55, 30, 0.2, 35) 111 -1595.2319 -0.2903 -1.4453
2 (55, 30, 0.2, 35) 142 -1639.4180 -0.2984 -1.4601
3 (55, 30, 0.2, 35) 115 -1643.3302 -0.3006 -1.4591
4 (55, 30, 0.2, 35) 131 -1645.1909 -0.3011 -1.4608
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Table 7.8: Functional optimization for varying level and αi for a sparse, isotropic surrogate model.

Model α1 α2 `

Optimal Design
Parameters
(L, R, t, ϕ)

Function
Calls

σ1 dz ε1

Pseudospectral
with

Delayed
Kronrod-
Patterson

1 0

1 (47.4, 20, 0.2, 43.4) 5 -1620.7782 -0.1214 -0.6987
2 (45, 20, 0.3, 45) 90 -525.6763 -0.0133 -0.2302
3 (45, 20, 0.3, 35) 147 -815.8440 -0.0436 -0.2969
4 (45, 20, 0.3, 45) 136 -813.3066 -0.0479 -0.3363
5 (45, 20, 0.3, 45) 140 -847.3026 -0.0507 -0.3431
6 (45, 20, 0.3, 45) 125 -840.7822 -0.0501 -0.3413
7 (45, 20, 0.3, 45) 136 -841.3068 -0.0501 -0.3414
8 (45, 20, 0.3, 45) 162 -841.0824 -0.0501 -0.3414
9 (45, 20, 0.3, 45) 148 -841.1001 -0.0501 -0.3414
10 (45, 20, 0.3, 45) 133 -841.1252 -0.0501 -0.3414

2⁄3 1⁄3

1 (55, 30, 0.3, 45) 126 -947.7444 -0.1214 -0.8791
2 (55, 30, 0.2, 45) 88 -1333.4704 -0.2011 -1.2796
3 (55, 30, 0.2, 41.56) 113 -1408.0096 -0.2360 -1.3363
4 (55, 30, 0.2, 39.22) 123 -1493.7329 -0.2607 -1.3921
5 (55, 30, 0.2, 38.56) 150 -1518.9885 -0.2675 -1.4071
6 (55, 30, 0.2, 38.37) 130 -1524.1443 -0.2687 -1.4087
7 (55, 30, 0.2, 38.35) 106 -1524.0718 -0.2687 -1.4085
8 (55, 30, 0.2, 38.35) 95 -1524.2580 -0.2687 -1.4086
9 (55, 30, 0.2, 38.35) 131 -1524.1108 -0.2687 -1.4085
10 (55, 30, 0.2, 38.36) 129 -1524.1015 -0.2687 -1.4085

1⁄2 1⁄2

1 (55, 30, 0.3, 45) 165 -947.7431 -0.1214 -0.8791
2 (55, 30, 0.2, 45) 90 -1333.4712 -0.2011 -1.2796
3 (55, 30, 0.2, 36.39) 108 -1521.7261 -0.2737 -1.3933
4 (55, 30, 0.2, 35) 150 -1623.7197 -0.2969 -1.4484
5 (55, 30, 0.2, 35) 127 -1641.9099 -0.3005 -1.4600
6 (55, 30, 0.2, 35) 133 -1644.2682 -0.3009 -1.4603
7 (55, 30, 0.2, 35) 143 -1644.8948 -0.3011 -1.4607
8 (55, 30, 0.2, 35) 101 -1644.9328 -0.3011 -1.4607
9 (55, 30, 0.2, 35) 127 -1644.9215 -0.3011 -1.4607
10 (55, 30, 0.2, 35) 110 -1644.9249 -0.3011 -1.4607

1⁄3 2⁄3

1 (55, 30, 0.3, 45) 143 -947.7425 -0.1214 -0.8791
2 (55, 30, 0.2, 45) 91 -1333.4715 -0.2011 -1.2796
3 (55, 30, 0.2, 35) 117 -1541.9198 -0.2823 -1.4008
4 (55, 30, 0.2, 35) 99 -1623.9744 -0.2970 -1.4485
5 (55, 30, 0.2, 35) 107 -1641.9102 -0.3005 -1.4600
6 (55, 30, 0.2, 35) 97 -1644.2650 -0.3009 -1.4603
7 (55, 30, 0.2, 35) 118 -1644.9110 -0.3011 -1.4607
8 (55, 30, 0.2, 35) 109 -1644.9338 -0.3011 -1.4607
9 (55, 30, 0.2, 35) 92 -1644.9182 -0.3011 -1.4607
10 (55, 30, 0.2, 35) 99 -1644.9260 -0.3011 -1.4607

0 1

1 (55, 30, 0.3, 45) 144 -947.7419 -0.1214 -0.8791
2 (55, 30, 0.2, 45) 127 -1333.4718 -0.2011 -1.2796
3 (55, 30, 0.2, 35) 95 -1541.9196 -0.2823 -1.4008
4 (55, 30, 0.2, 35) 110 -1623.9775 -0.2970 -1.4485
5 (55, 30, 0.2, 35) 102 -1641.9127 -0.3005 -1.4600
6 (55, 30, 0.2, 35) 98 -1644.2677 -0.3009 -1.4603
7 (55, 30, 0.2, 35) 126 -1644.9140 -0.3011 -1.4607
8 (55, 30, 0.2, 35) 109 -1644.9364 -0.3011 -1.4607
9 (55, 30, 0.2, 35) 120 -1644.9208 -0.3011 -1.4607
10 (55, 30, 0.2, 35) 132 -1644.9289 -0.3011 -1.4607
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Table 7.9: Results for the Flat L-Bracket with a modal solution manifold representation of the
DL,minor using the sparse, delayed Kronrod-Patterson with an isotropic Legendre basis. In the
table below, ` denotes the level parameter, ndof are the number of basis functions contained in
Pp`(DL,minor) and n` are the number of function evaluations required to accurately capture the
pseudospectral coefficients.

Collocation
Scheme

Number
of

Elements
` ndof n`

Average L2

error

Average
Energy
Error

Kronrod-Patterson 480

1 1 1 2.3589× 10−5 1.3782× 102

2 18 35 5.3034× 10−6 4.8530× 101

3 171 579 1.4566× 10−6 1.7515× 101

4 1140 6087 4.9801× 10−7 3.5950

Table 7.10: Results for the Flat L-Bracket with a modal solution manifold representation of the
DL,extreme using the sparse, delayed Kronrod-Patterson with an isotropic Legendre basis. In the
table below, ` denotes the level parameter, ndof are the number of basis functions contained in
Pp`(DL,extreme) and n` are the number of function evaluations required to accurately capture the
pseudospectral coefficients.

Collocation
Scheme

Number
of

Elements
` ndof n`

Average L2

error

Average
Energy
Error

Kronrod-Patterson 480

1 1 1 1.9409× 10−5 2.3368× 102

2 18 35 9.9425× 10−6 1.0326× 102

3 171 579 4.0818× 10−6 5.2883× 101

4 1140 6087 1.4370× 10−6 2.2798× 101

Table 7.11: Results for an NREL 5MW with a nodal discretization of the design space using
tensor-product Gauss-Legendre nodes. These results use 10 randomly chosen design variables and
compares the isogeometric solution to the solution predicted by the nodal surrogate design space
representation. In the table below, ` denotes the level parameter, ndof are the number of basis
functions contained in Qp`(Dturb) and n` are the number of function evaluations.

Collocation
Scheme

Number
of

Elements
` ndof n`

Average L2

error

Average ε
Error

Gauss-Legendre 1440

1 1 1 3.8484× 10−1 3.0465× 10−3

2 16 16 5.2918× 10−2 3.3269× 10−4

3 81 81 2.1019× 10−2 1.4241× 10−4

4 256 256 9.0516× 10−3 9.7949× 10−5



Chapter 8

Physics-Informed Tolerance Allocation

The problem considered emanates naturally from the aforementioned isogeometric design

space exploration methodology presented in Chapter 7. In contrast to the design space exploration

framework, rather than a full-system response, we are instead interested in the system perfor-

mance Q(µ), a scalar-valued function which provides a quantity of interest, e.g. maximum stress,

maximum displacement, etc., as a function of design. Although we ground this topic in examples

pertaining to the elastic problems considered in Chapters 6.1, 6.2, and 6.3, the methodology can

easily be extended to a wide array of parametric partial differential equations.

8.1 Problem Statement

We are particularly interested in controlling allowable geometric deviations such that the de-

sign conforms to a prescribed performance constraint, which we denote Qallow. In the spirit of clas-

sical tolerance practices, we define the tolerance variable τ ∈ Rdµ+ which employs a performance-

based tolerance about a nominal design, which we denote µ̂ ∈ Rdµ . In this instance, any varied

geometry about the nominal design can be represented via the relationship µ̃ = µ̂± τ . We wish to

determine an optimal tolerance τ̂ ∈ Rdµ+ such that for all µ̃ with |µ̂i − µ̃i| ≤ τi for i = 1, 2, . . . , dµ,

it follows that Q(µ̃) ≤ Qallow. However, since we are no longer concerned with a single design but

rather a space of designs, we must define the tolerance hyperrectangle centered at µ̂ by:

Dµ̂(τ ) :=
{
µ ∈ Rdµ : |µi − µ̂i| ≤ τi, i = 1, 2, . . . , dµ

}
. (8.1)
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This hyperrectangle formally characterizes the space of designs which deviate from a nominal design

µ̂ within some threshold τ . Note that sequences of hyperrectangles of this type are in fact nested. In

particular, given some µ̂ and tolerance variables τ1, τ2 such that if (τ1)i ≤ (τ2)i for i = 1, 2, . . . , dµ,

it necessarily follows that Dµ̂(τ1) ⊆ Dµ̂(τ2).

The quantity Q(µ) provides a characteristic of only one design. Instead, we would like to

understand the behavior of this quantity over an entire space of designs, in particular the space of

designs within a specified tolerance hyperrectangle. This necessitates the direct manipulation of

the tolerance variable τ , rather than the design variable µ. Therefore, we define the performance

measure G(τ ) which will be used as our constraint in the optimization problem:

G(τ ) := max
µ∈Dµ̂(τ )

Q(µ) (8.2)

elucidating the equivalent constraint on the tolerance variable of G(τ ) ≤ Qallow. That is, all

candidate tolerance variables in our selection procedure must satisfy the criterion that the “worst-

case” design within the corresponding tolerance hyperrectangle must be in compliance with the

performance constraint.

There are a variety of approaches to arrive at an optimal tolerance variable, which we refer

to herein as τ̂ , satisfying the above criteria. For our applications, it is desirable that τ̂ be maximal

with respect to some measure, denoted F(τ ), which we refer to colloquially herein as the tolerance

measure. Moreover, it is preferable that the choice of the tolerance measure will ultimately provide

the most flexibility in design as well as inform design considerations such as cost or manufacturabil-

ity. With the appropriate mathematical formalism in place, we can pose our general optimization

problem:
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Given µ̂ ∈ Rdµ+ , find τ̂ such that

τ̂ = argmax
τ∈Tallow

F(τ ) where Tallow :=
{
τ ∈ Rdµ+ : G(τ ) ≤ Qallow

}
(8.3)

Optimal Tolerance Allocation

With this problem formulation, there are four outstanding concerns:

1. Each function call to G(τ ) is a demanding optimization over µ, how do we mitigate this

seemingly unavoidable computational expense?

2. How do we construct the tolerance “search space” Tallow in a computationally feasible, yet

exhaustive manner?

3. Our choice of F(τ ) may dramatically affect the resulting τ̂ , what is an appropriate choice

for this measure?

4. How do we arrive at τ̂ , the solution to the optimization problem Eq. (8.3) which we have

outlined above?

We address these issues in the following subsections and present our solutions to each.

8.1.1 A Low-Rank, Separated Representation for System Performance

Recall Eq. (8.2), the worst-case constraint function over a tolerance hyperrectangle. Given a

tolerance variable τ , G(τ ) searches the corresponding tolerance hyperrectangle for the entry which

maximizes the performance constraint Q(µ), a rather costly optimization procedure. This is due to

the necessity of a global system construction and subsequent solve of the isogeometric discretization

for each µ. Moreover, this computational cost is only compounded in optimization routines over

the tolerance variable, in which G(τ ) must be evaluated several times. The goal of this subsection

is to construct an economical and numerically stable model for the quantity Q(µ).

To alleviate this inherent computational expense, we resort to constructing a surrogate model

to Q(µ), analogous to those considered in [14]. However, the nodal and modal surrogate models
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considered therein suffer from the notorious curse of dimensionality, where a linear increase in model

fidelity demands an exponential increase in required sample realizations. Additionally, high-fidelity

orthogonal polynomial expansions are comprised of many terms, consequently increasing compu-

tational expense for each evaluation. Furthermore, the cardinality of these orthogonal polynomial

basis sets in moderate dimensions present stability concerns in floating-point arithmetic. Therefore,

we instead adopt a technique emanating from the uncertainty quantification community known as

a low-rank, separated representation. That is, a representation of the form:

Q(µ) ≈ Q̃r,p(µ) =

r∑
`=1

s`G`,p(µ) where G`,p(µ) =

dµ∏
i=1

gi`,p(µi) (8.4)

for a surrogate model to Q(µ). The separation rank, r, is chosen to be relatively small, mitigating

the stability and economic concerns presented above while the polynomial degree p is chosen suffi-

ciently large to effectively resolve nonlinearities. The coefficients s` are constants which enforce any

normalization preferences e.g. ‖gi`,p‖ = 1. These basis functions provide a better approximation

to Q(µ) at the expense of the orthogonality that is ensured by an orthogonal polynomial series.

Determining the basis set
{
gi`,p(µi)

}r
`=1

for i = 1, 2, . . . , dµ is a nonlinear optimization problem

with various solution approaches as outlined in [15, 42]. One approach utilizes an alternating least-

squares routine, e.g. see [75, 20, 34, 111], which minimizes the usual least-squares error between N

data points
{(
µ(j),Q(j)

)}N
j=1

and the minimizer Q̃r,p(µ):

‖{(µ(j),Q(j))}Nj=1 − Q̃r,p(µ(j))‖2 =

N∑
j=1

(Q(j) − Q̃r,p(µ(j)))2 (8.5)

where µ(j) = (µ
(j)
1 , µ

(j)
2 , . . . , µ

(j)
dµ

) and Q(j) = Q(µ(j)). This is accomplished by determining the

coefficients ci`,j in an orthogonal polynomial expansion, e.g. the Legendre polynomials, of the form:

gi`,p(µi) ≈
M∑̀
j=1

ci`,jLj,p(µi), i = 1, 2, . . . , dµ, ` = 1, 2, . . . , r (8.6)
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effectively approximating the non-polynomial basis function set. Alternative approaches for deter-

mining the coefficients ci`,j exist, including compressive sensing [122, 127] and adding regularization

terms to the error [117, 42]. Moreover, other orthogonal polynomials, e.g. Hermite, may be

employed to consequently induce a non-uniform weighting on the sample space. Note that this

representation is particularly appealing for our purposes due to the variety of existing optimization

algorithms for determining G(τ ) from function representations of this form, e.g. [100]. Additionally,

the low-rank nature of these separated representations affords its numerically stable and economical

evaluation, since they are comprised of relatively few terms in comparison to potentially thousands

in the interpolatory or spectral counterpart.

8.1.2 Construction of the Tolerance Search Space

The question of over which space to construct the surrogate model, that is Tallow, naturally

arises after the presentation of our surrogate model construction strategy. Constructing this space

too expansively will render Q̃r,p(µ) a poor approximation of the true performance constraint Q(µ)

while a conservative construction of Tallow will limit our tolerance allocation capabilities. Given

certain regularity and smoothness assumptions on the performance constraint Q(µ), we can convert

the problem of sizing the tolerance search space Tallow into a set of dµ, one-dimensional root-finding

problems. In particular, we define qi(µ) := Q(µ̂ + µei). Then, if qi(µ) ∈ C1, we can assert that

(Tallow)i = |µ∗i − µ̂i| where:

µ∗i = argmin
µ

1

2
|µ− µ̂i|2 such that

 qi(µ) = Qallow

dqi(µ)
dµ · sgn (µ− µ̂i) > 0

(8.7)

for i = 1, 2, . . . , dµ. We rigorously ground this concept in the following proposition:
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Proposition 19. The tolerance hyperrectangle Tallow with dimensions defined by Eq. (8.7)

contains all solutions to Eq. (8.3).

Proof. Suppose ∃ τ ∗ satisfying Eq. (8.3) such that G(τ ∗) = Qallow but τ∗i > (Tallow)i for some

i ∈ [1, dµ]. Then by the monotonicity asserted by Eq. (8.7) it follows that for some τ ∈ Tallow:

Qallow = G(τ ∗) ≥ G(τ ) = Qallow

In the case of a strict inequality, the contradiction is apparent. However in the case of

equality, G(τ ∗) = G(τ ) implies that
dqi(µ

∗
i )

dµ (µ∗i − µ̂i) ≤ 0 due to monotonicity, contradicting the

the condition presented in Eq. (8.7).

Existence and Optimality of Attained Tolerance

We have thus far presented a methodology for sizing the upper bounds, τmax, of the toler-

ance hyperrectangle. However, in practice it may be desirable to additionally enforce lower bounds

τmin, ensuring that boundary solutions to Eq. (8.3) still allocate some prescribed minimum, nonzero

tolerance to every design parameter. The only requirement in this case is that G(τmin) ≤ Qallow,

where, in the case of equality τmin = τ̂ . Moreover, assignment of τmin does not affect the afore-

mentioned construction of τmax.

8.1.3 Tolerance Measures

In Section 8.2 section of this dissertation, we consider the following three tolerance measures

for optimization. Each measure is used to emulate the cost, or inverse of cost in the instance

of the first two measures, associated with each tolerance. Intuitively, the more flexibility each

tolerance parameter has, the lower the associated cost, e.g. if τi is large, manufacturing costs

will be low given the loose tolerance. The tolerance measures presented in this section are by

no means exhaustive. However, they are perhaps the most relevant for the applications considered

herein while also demonstrating the versatility of our methodology with respect to matters of design

interest. For a list containing several other tolerance measures that are considered in practice, refer
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to [27, 13, 79, 115, 38].

1. The first measure considered, F1(τ ), is perhaps the simplest choice.

F1(τ ) :=

dµ∑
i=1

τi (8.8)

Note that, F1(τ ) ≡ ‖τ‖1. Intuitively, the selection of this tolerance functional will maxi-

mize the total tolerance available while complying to the performance constraint. However

this choice may lead to the sparsest solution in the presence of large discrepancies in the

magnitudes of design parameter sensitivities.

2. The second measure considered, Fµ(τ ), leverages the design variable sensitivities informed

through the performance measure surrogate model since the weighting: αi = |∂µi(µ̂)|

accounts for design parameter sensitivities revealed through the surrogate model.

Fµ(τ ) :=

dµ∑
i=1

∣∣∣∣ ∂Q∂µi (µ̂)

∣∣∣∣ τi (8.9)

With this selection, design parameters which are the most sensitive to perturbations are

given prevalence in the optimization routine.

3. The third and final measure considered, F−1(τ ), is a more drastic weighting than the

previous two. In particular, this measure will “isotropize” the allocated tolerance since

maximal values of the contours lie along the vector of ones.

F−1(τ ) :=

 dµ∑
i=1

1

τi

−1

(8.10)

Moreover, this measure coerces tolerance values away from the axes which, in the scenario

without minimum-allocated tolerances, prevents “wall solutions” from occuring.
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8.1.4 Manifold Traversal

The feasible region Tallow in the optimization problem Eq. (8.3) in fact describes a connected,

immersed manifold of codimension one, embedded in a dµ-dimensional space, specifically,

M :=
{
τ ∈ Rdµ+ : G(τ ) = Qallow

}
. (8.11)

The nestedness of the tolerance hyperrectangles granted by our construction ensures that

this manifold is monotonically increasing. Moreover in some instances, this manifold is also convex

suggesting an ascent-based optimization routine will excel. Classical optimization routines cannot

be directly employed, since each point of the manifold belongs to a different linear space. However,

many of these algorithms have been generalized to a manifold setting [2, 103] which are well-suited

for our optimization problem by introducing an affine connection between linear spaces. Common to

these algorithms is that for every iteration i, a linear space is constructed about the point τi, namely

the tangent space TτiM. If we define N (τ ) := span {∇τG(τ )}, then it follows that TτM = N (τ )⊥,

necessitating the computation of∇τG(τi) in an efficient and accurate manner. Moreover, since G(τ )

is an implicitly-defined manifold with potentially sharp gradients, finite-difference approaches lack

robustness in this regard. Instead, we resort to an analytic gradient by first defining the set of

candidate µ-maximizers which define G(τ ), K(τ ) :=
{
µ ∈ Dµ̂(τ ) : Q(µ) = G(τ )

}
. The gradient is

then given by:

∂G
∂τi

(τ ∗) =


max

µ∈K(τ∗)
|µi−µ̂i|=τ∗i

∂Q
∂µi

(µ) · sgn(µi − µ̂i), K(τ ) 6= ∅

0, K(τ ) = ∅
(8.12)

Necessarily, Rdµ = N (τ )⊕TτM for every τ ∈M. Let {ti}dµ−1
i=1 ∈ Rdµ denote an orthonormal

basis of TτM and define T =
[
t1|t2| · · · |tdµ−1

]
. Then for every τ ∈ Rdµ , there exists b ∈ R and

ξ ∈ Rdµ−1 such that τ = η+bn̂ where n̂ = G(τ )/‖G(τ )‖ and η = Tξ. Intuitively, n̂ is the manifold

normal at τ and η is a vector in the tangent space with coordinates ξ in the T basis.
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M

∇τG(τi)

TτM

ξ1

ξ2

t1

t2 ∇τF(τi)

τi

τ∗

R(τ∗)

TT (∇τF(τi))

Figure 8.1: An example manifold with a graphical illustration of the differential geometric tools
presented in this section.

It is through this decomposition that we are capable of performing manifold optimization

solely in terms of tangent-space entities. Then, we project ∇F(τ ) into the tangent space which

provides the direction of steepest ascent. An illustration of such a manifold, along with the necessary

differential geometric tools to perform optimization, are shown in Fig. 8.1.

Any finite traversal in TτM away from τ will no longer reside in the manifold due to the lack

of a covariant gradient in the definition our tangent space basis. Moreover, we are unable to readily

define the necessary Christoffel symbols because the manifold is implicitly defined. Therefore, we

resort to determining an operator which transforms elements of TτiM into elements ofM. A smooth

mapping R : TM → M, colloquially referred to as a retraction in the manifold optimization

community, is well suited for our purposes and is formalized in the following definition. For further

details, the reader is referred to [3, 112].
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Definition 1. A smooth mapping R : TM→M is said to be a retraction if it satisfies the

following properties. Let Rτ = R|TτM denote the restriction of R to TτM.

(i) Rτ (0η) = τ where 0η is the zero element of TτM.

(ii) DRτ (0η) = idTτM where idTτM is the identity mapping on TτM, e.g. DRτ (0η)[ξ] = ξ

Manifold Retraction

A retractor induces a retraction provided it satisfies Definition 1. A retraction operation

is an approximation to the Riemannian exponential map, that is, a local parametrization of M

in a neighborhood of τ ∈ M in terms of of tangent-space entities η. There are several retrac-

tors available which are classified depending on their approximation capability of the Riemannian

exponential map. In particular, a retraction is referred to as 1st-order of it approximates the Rie-

mannian exponential map to the first order and similarly, it is 2nd-order retraction if it agrees with

this map up to second order. Retractor classifications are thoroughly discussed in [3] and the reader

is referred here for further details. For our purposes we use the first-order retractor:

vτ (η) =

 (τ + η)− τmin, G(τ + η) ≥ Qallow

τmax − (τ + η), G(τ + η) < Qallow

(8.13)

Note that this retractor doesn’t exactly satisfy the definitions of Definition 1. However,

it is shown in [3, Definition 4.1, Theorem 4.2] that if Rτ (0η) is transverse to TτM, that is

Rτ (0η)∩ TτM = 0η, Rτ (η) is indeed a retraction. This retraction operator plays a pivotal role in

our algorithm as well as many others in the manifold optimization community since it enables the

evaluation of the objective functional on the manifold solely through the tangent-space coordinates.

This feature elucidates an equivalent formulation of the optimization problem Eq. (8.3) namely,

τ̂ = argmax
η∈TM

F(R(η)) = argmax
ξ∈M

F̂(ξ) (8.14)

Note here that the feasible region Tallow is now implicitly embedded in the restriction η ∈ TM, and

similarly ξ ∈ M. The function F̂(ξ) denotes the pullback of F through the retraction R, i.e. the

objective functional in terms of the curvilinear manifold coordinates ξ ∈ M, or more specifically
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F̂τ (ξ) for the restricted pullback associated with Rτ . Additionally, property (ii) of Definition 1

facilitates the vector-transport of η along ξ through the differentiated retraction operator:

Tξη = ∇ξR(η). (8.15)

This ability enables vector-field differentiation in terms of manifold coordinates through an affine

connection between nearby tangent spaces. With the introduction of the aforementioned entities, we

are now capable of introducing the manifold ascent algorithm. Herein we consider two algorithms

for manifold ascent: (i) bound-constrained manifold gradient ascent and (ii) bound-constrained

manifold conjugate gradients. As is with the Euclidean setting, the manifold gradient ascent

algorithm suffers from slow convergence in the presence of large disparity between eigenvalues;

the manifold conjugate gradients algorithm somewhat restores the expected convergence rates.

Next, we provide pseudocode for the manifold traversal in efforts to algorithmically combine the

aforementioned entities in a computationally tractable manner.

8.1.5 Algorithm Pseudocode

Manifold traversal begins with an initial guess, τ0 ∈M which may be obtained in a manner

analogous to retraction. In our algorithm we begin at the origin, or τmin, and construct a ray from

this point along the direction of ∇τF(τmin), or ∇τF(0). We then traverse this ray until the point

of manifold intersection, τ0, the initial guess to start the gradient ascent or conjugate gradients

algorithm. Heretofore, the remainder of the algorithm is iterative until convergence. Therefore for

the sake of generality, we employ the notation of τi throughout the remainder of this discussion.

At the point τi, we compute ∇G(τi) through (8.12), providing us the normal director to

M at the point τi. Thereafter, we construct a basis to the tangent space TτiM by determining

the orthogonal complement of ∇G(τi). With the construction of a basis for the tangent space, we

then project ∇F into the tangent bundle to obtain the steepest ascent direction and hence the

direction for the line search. In the case of conjugate gradients, there are additional terms in the

ascent direction which are informed through previous iterates of the algorithm. A line search is
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then performed over this search direction, between wall boundaries, and the maximal value is set

to τi+1. This line search process utilizes the retraction operation since every function evaluation

on the manifold is equivalent to an evaluation of a retracted tangent-space entity.

Note that in every step of the algorithm when constructing TτiM, we must employ a check

which will determine if τi lies on a boundary of the hyperrectangle. If so, then we check if ∇F

has increasing normal derivative out of the hyperrectangle. If both of these conditions are met, the

components of the tangent basis which exit the hyperrectangle are set to zero, effectively projecting

the manifold trace onto the tolerance hyperrectangle boundary. The monotonicity of the manifold

ensures that this component has been maximized and no further optimization in that direction

is necessary. Note that the first iteration of conjugate gradients is simply gradient ascent and

every new “boundary projection” effectively restarts the conjugate gradients algorithm, this flag is

denoted by CG in the algorithm pseudocode.

Algorithm 1 Manifold retraction operation

1: function manifoldRetraction(τ0,η)
2: if G(τ0 + η) ≥ Qallow then . τ0 + η is above manifold
3: v = (τ0 + η)− τmin . Retractor per Eq. (8.13)
4: else . τ0 + η is below manifold
5: v = τmax − (τ0 + η) . Retractor per Eq. (8.13)
6: end if
7: τv(s) = sv + (τ0 + η) . Line from tangent space along retractor to manifold
8: Find s∗ such that G(τv(s∗)) = Qallow . Determine manifold intersection
9: return τv(s∗)

10: end function

8.2 Numerical Tests

In the following section, we apply the aforementioned methodology to the setting of linear

elasticity. We consider a suite of problems including: (i) a plate with hole parametrized by two

design parameters, (ii) a plate with hole parametrized by six design parameters, (iii) an L-Bracket

parametrized by 17 design parameters. These problems are chosen to demonstrate the robust-

ness and effectiveness of the algorithm with respect to dimensionality over complex and intricate
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Algorithm 2 Build tangent space

1: function buildTangentSpace(τ0, τmin, τmax)
2: CG = 1
3: T = [∇τG(τ0)]⊥ . T =

[
t1|t2| · · · |tdµ−1

]
4: for k = 1, 2, . . . , dµ do
5: if (τ0)k == (τmin)k or (τ0)k == (τmax)k then . Check if τ0 is on wall
6: if F(tk) · nk ≥ 0 then . nk is unit outward normal to wall k.
7: CG = 0 . New wall intersection
8: for m = 1, 2, . . . , dµ − 1 do
9: Tkm = 0 . Project out kth component of search

10: end for
11: end if
12: end if
13: end for
14: return [T,CG]
15: end function

Algorithm 3 Bound-constrained manifold gradient ascent

1: function manifoldGradientAscent(τ0, τmin, τmax)
2: i = 0
3: while i < N do
4: T = buildTangentSpace(τi, τmin, τmax) . Get tangent space to τi
5: v = TT∇F(τi) . Project ∇F(τi) into tangent space
6: j` = argmin

j>0

∣∣vj/(τmin)
j

∣∣ . Index of first ray intersection with lower bound

7: ju = argmin
j>0

∣∣vj/(τmax)
j

∣∣ . Index of first ray intersection with upper bound

8: Set α` = vj`/(τmin)
j`

. Lower bound of search
9: Set αu = vju/(τmax)

ju
. Upper bound of search

10: Find α∗ = argmax
α`≤α≤αu

F(Rτi(αv)) . Line search for optimal step in ascent direction

11: τi+1 = α∗v + τi . Compute τi+1

12: i = i+ 1 . Increment counter
13: end while
14: end function
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Algorithm 4 Bound-constrained manifold nonlinear conjugate gradients

1: function manifoldConjugateGradients(τ0, τmin, τmax)
2: i = 0
3: CG = 0 . First iteration is gradient ascent
4: while i < N do
5:

[
T(i),CG

]
= buildTangentSpace(τi, τmin, τmax) . Get T and check for new wall

intersection
6: v(i) =

(
T(i)

)T ∇F(τi) . Project ∇F(τi) into tangent space
7: if CG and i > 1 then
8:

[
T(i−1),CG

]
= buildTangentSpace(τi−1, τmin, τmax) . Get T(i−1)

9: v(i−1) =
(
T(i−1)

)T ∇F(τi−1) . Project ∇F(τi) into tangent space

10: v(i) = v(i) + βiTαi−1v(i−1)(v(i−1)) . Add vector transport to search direction
11: end if
12: j` = argmin

j>0

∣∣vj/(τmin)
j

∣∣ . Index of first ray intersection with lower bound

13: ju = argmin
j>0

∣∣vj/(τmax)
j

∣∣ . Index of first ray intersection with upper bound

14: Set α` = vj`/(τmin)
j`

. Lower bound of search
15: Set αu = vju/(τmax)

ju
. Upper bound of search

16: Find α∗ = argmax
α`≤α≤αu

F(Rτi(αv)) . Line search for optimal step in ascent direction

17: τi+1 = α∗v + τi . Compute τi+1

18: i = i+ 1 . Increment counter
19: end while
20: end function
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geometric configurations.

In each of our numerical tests, we will begin by constructing the appropriately-sized tolerance

hyperrectangle as discussed in the previous subsection. From here, we are capable of building

surrogate models over a variety of polynomial degrees and ranks using the separated representation

methodology presented in an earlier section. These models are constructed from a database of

realizations from uniformly-distributed Monte Carlo samples corresponding to geometries which

reside in the predetermined hyperrectangle. Both the mean

‖er,p‖M :=
1

Nc

Nc∑
i=1

∣∣∣∣∣Qexact,i − Q̃r,p(µi)
Qexact,i

∣∣∣∣∣ (8.16)

and maximum

‖er,p‖∞ := max
1≤i≤Nc

∣∣∣∣∣Qexact,i − Q̃r,p(µi)
Qexact,i

∣∣∣∣∣ (8.17)

relative errors in the surrogate models, as a function of polynomial degree and separation rank,

are considered in this section. Here, Nc is the number of compared samples, none of which are

used in the construction of Q̃r,p(µ). The average relative error provides a notion of surrogate model

convergence while the maximum error is the pointwise quantity we wish to accurately capture, since

the “worst member” in the set of designs indicates compliance to the system performace. Tables

containing these errors will be presented and leveraged in our choice of surrogate model construction.

Moreover, our proposed methodology allows the user to effectively “tune” the surrogate model to

be within their desired fidelities through this approach.

Throughout these numerical tests, we allocate tolerances while considering the effect of de-

sign parameter variations on the maximum stress at specified areas, effectively characterizing part

failure. In the two-dimensional case, we also consider the total strain energy of the design configu-

ration, providing a notion of overall geometric stiffness. To assess the algorithm’s effectiveness, we

consider the three following measures throughout our numerical results. First, we consider
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εr,p = τ̂ − τr,p (8.18)

which is the error between the obtained tolerance of a low-fidelity surrogate model and the true

optimal value, which comes from either a dense sampling or a high-fidelity surrogate model. In

particular, we examine ‖εr,p‖∞ which, in cases where the manifold is indeed convex, we expect

convergence with respect to this measure. However, this is generally not the case therefore we also

consider

ϕA (τr,p) =
|FA (τ̂ )−FA (τr,p)|

FA (τ̂ )
(8.19)

which is the relative error in the objective functional with respect to the true optimal value. If

A = 1, this corresponds to the 1-norm, Eq. (8.8), if A = µ, this corresponds to the µ-norm, Eq.

(8.9), and if A = −1, this corresponds to the −1-norm, Eq. (8.10). Since this is the objective

functional, we can expect some sort of convergence with respect to this measure. However, the

non-convexity in the general setting does not guarantee convergence, since local optima may exist

throughout the manifold. Therefore in this case, we lastly consider the following measure

γA (τr,p) =
|QA,allow − GA(τr,p)|

QA,allow
(8.20)

that is the relative error in the constraint functional with respect to the performance constraint.

If A = SE, this corresponds to the strain energy measure, and if A = M , this corresponds to

the maximum stress measure, as defined in (8.22). This measure assess the convergence of the

surrogate model to the the true model in the optimization routine. We do expect convergence with

respect to this measure, since it is our manifold definition. Before proceeding with the presentation

of numerical results, we briefly discuss the linear-elastic theory, in its parametric form, which is

employed throughout the remainder of this section.
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8.2.1 Application to Linear Elasticity

From the solution vector u to (6.14), we can construct the surrogate models to the aforemen-

tioned system performances we consider throughout the numerical tests. In particular:

Maximum Stress Strain Energy

QM(µ) = max
ξ∈P

σ(xµ(ξ);µ) QSE(µ) =

∫
Ωµ

σ(xµ;µ) : ε(xµ;µ) dΩµ

(8.21)

for a set P ⊂ Ω̂ specified a priori. Moreover, the corresponding performance measures are given by

Maximum Stress: GM(τ ) = max
µ∈Dµ̂(τ )

QM (µ) Strain Energy: GSE(τ ) = max
µ∈Dµ̂(τ )

QSE(µ)

(8.22)

Finally, analogous to Eq. (8.3), we have in this setting the following optimization problem:

Given µ̂, find τ̂ such that

τ̂ = argmax
τ∈Tallow

F(τ ) where Tallow :=
{
τ ∈ Rdµ : GA(τ ) ≤ Qallow

}
(8.23)

where A = M or SE in the case of maximum stress and strain energy, respectively.

Linear Elasticity Tolerance Allocation

8.2.2 Two-dimensional plate with hole

In this section we consider the plate with hole problem with loading and boundary conditions

as depicted in Fig. 8.2. We consider the design parameters of horizontal and vertical translations

of the hole which we denote µh and µk, respectively, which are depicted in Fig. 8.2. Moreover, we

consider the effects of variations in hole placement on (i) the maximum Von-Mises stress occurring

at either the top or bottom of the hole and (ii) the strain energy of the plate configuration. The

nominal configuration of this problem is with the hole centered in the plate:
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µ̂ =

 µ̂h

µ̂k

 =

 0

0


The height and width of the plate is 1.5 with a circular hole radius of 0.35. The corresponding

Von-Mises stress distribution is shown in Fig. 8.2. The plate with hole is a 512-element, multi-

patch isogeometric analysis model parametrized with quadratic NURBS functions. This choice of

analysis model accurately represents the circular hole and additionally provides a natural parametric

modeling framework for obtaining quantities of interest as a function of design variable.

Figure 8.2: (left) Two-dimensional plate with hole geometric configuration where variations of the
horizontal and vertical positions of the hole are considered. (center) The loading and boundary
conditions associated with the plate with hole problem. A uniform loading of P = 30 MPa is applied
to the right and the left side of the plate has zero-displacement boundary conditions. (right) Von
Mises stress distribution in the plate with hole in the nominal configuration.

This problem is thoroughly investigated since, due to the low-dimensional nature of the

problem, an “exact” optimal tolerance is obtainable through a dense sampling of the design space.

Through this approach, we are capable of comparing the accuracy of the tolerance obtained through

the aforementioned algorithms to this optimum as a function of polynomial degree and rank of the

chosen surrogate.

The process begins by tolerance hyperrectangle sizing in accordance with the techniques

described in Section 8.1.2. The sizing process was accomplished using the performance constraints of

QM,allow = 210MPa, corresponding to approximately a 10% deviation from the nominal stress, and

QSE,allow = 760kJ , which corresponds to approximately a 10% deviation from the nominal strain
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energy. Since we consider two separate quantities of interest, we must size two hyperrectangles

according to this methodology. In the two-dimensional case, no nonzero minimum tolerance was

prescribed. Given the nominal geometric configuration of the two-dimensional plate with hole,

namely a width and height of 1.5, hole radius of 0.35, and no eccentricity, this corresponds to the

feasible domain defined by:

τmax,M =

 τh,max,M

τk,max,M

 =

 0.263µH

0.098µL

 , τmax,SE =

 τh,max,SE

τk,max,SE

 =

 0.153µH

0.156µL


Note that these quantities are relative in that they are percentage deviations as a function of the

nominal plate width µH and plate height µL. Moreover, both scenarios utilized the origin as the

minimum allocable tolerance, i.e. τmin = 0.

To proceed with a demonstration of our methodology, we then construct a surrogate model

to the aforementioned quantities of interest. This was accomplished by constructing separated

representations of the system performances presented in Eq. (8.21). Determining the appropriate

polynomial degree and rank amounts to performing a survey of these parameters and selecting the

model which suits the desired fidelity. A set of N = 100 Monte-Carlo samples were used in the

construction of these surrogate models and their relative accuracy is computed using an additional

Nc = 500 samples not used in the model construction. Table 8.1 portrays this survey and moreover

exhibit the convergence of the separated representations with respect to the polynomial degree

and rank of the expansion. Due to the least-squares nature of the separated representations, we

only expect convergence in an L2-sense. However, the smoothness associated with these response

surfaces additionally provides convergence in Eq. (8.16) and Eq. (8.17).

With the construction of the surrogate models to Eq. (8.21), we are capable of employing

our tolerance allocation algorithm. For this two-dimensional problem, a dense sampling was used

to obtain an exact optimum tolerance and the following results reflect this choice. Fig. 8.3 depicts

the response surfaces from the surrogate for the system performances of strain energy and the

maximum stress between the top and bottom of the hole as well as their corresponding performance

measures restricted to the preconditioned tolerance hyperrectangle. Additionally, there are three
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representative hyperrectangles which are overlaid on the response surfaces along with the design

maximizer, denoted with a hollow marker of identical color. The collection of these maximizers

comprises the performance measure G(τ ). These markers are also shown on the figure depicting the

performance measure for clarity. Moreover, the manifold of tolerances which attain the performance

constraint is represented by the solid red line. This is the manifold over which our algorithm aims

to maximize the available tolerance. The “exact” tolerance values are tabulated in Table 8.2 for

each tolerance measure and the subsequent allocation results are compared to these values.

The manifolds arising from constraint equality in Fig. 8.3 are shown in Fig. 8.4 and Fig. 8.5

with norms Eq. (8.8), Eq. (8.9), and Eq. (8.10), overlaid. The optimal tolerance with respect to

these measures, i.e. τ̂ , are denoted by the black asterisk. Clearly, the location of this optimal is

dependent on the choice of norm however the traversal algorithm is agnostic with respect to this

choice. Once again, the low-dimensional nature of this problem allows us to numerically determine

the values of these optima. Therefore, we are able to assess the efficacy of the algorithm as a

function of the polynomial degree and rank of the underlying separated representations.

Tables 8.3, 8.4, and 8.5 depict the effectiveness of our algorithm with respect to polynomial

Table 8.1: The strain energy and maximum stress surrogate modeling errors for the two-dimensional
plate with hole problem constructed from N = 100 samples and Nc = 500.

Strain Energy Maximum Stress
p r = 1 r = 2 r = 3 r = 4 r = 1 r = 2 r = 3 r = 4

‖er,p‖∞

0 1.386e-1 2.030e-1
1 6.861e-2 6.793e-2 1.327e-2 8.633e-3
2 1.309e-3 5.232e-4 5.326e-4 8.071e-3 1.910e-3 2.236e-3
3 1.007e-3 8.625e-5 8.923e-5 8.965e-5 7.537e-3 1.602e-4 4.724e-4 4.969e-4
4 1.206e-5 6.635e-6 6.841e-6 1.432e-4 2.918e-5 2.198e-4
5 4.811e-6 1.438e-6 2.064e-5 2.014e-5
6 2.288e-6 4.958e-6

‖er,p‖M

0 5.194e-2 6.777e-2
1 2.618e-2 2.623e-2 2.410e-3 2.159e-3
2 2.870e-4 1.478e-4 1.474e-4 1.517e-3 4.241e-4 4.225e-4
3 2.617e-4 1.896e-5 1.893e-5 1.901e-5 1.542e-3 3.705e-5 3.946e-5 4.022e-5
4 2.131e-6 1.372e-6 1.375e-6 1.532e-5 4.088e-6 6.448e-6
5 2.401e-7 1.516e-7 1.654e-6 1.212e-6
6 9.288e-8 3.343e-7
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Table 8.2: Tolerance values obtained using a dense sampling of the tolerance hyperrectangle. These
values are treated as the “exact” optima and are used in our subsequent results. Bold numbers
indicate values lying on the boundary of the hyperrectangle.

Strain Energy Maximum Stress
F1(τ ) Fµ(τ ) F−1(τ ) F1(τ ) Fµ(τ ) F−1(τ )

τ̂h 0.114 0.153 0.100 0.263 0.263 0.100
τ̂k 0.081 0.000 0.093 0.061 0.000 0.061
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(a) (left) A contour plot of the strain energy and (right) the performance measure GSE(τh, τk).
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(b) (left) A contour plot of the maximum stress and (right) the performance measure GM(τh, τk).

Figure 8.3: The white asterisk at µh = 0 and µk = 0 denotes the nominal configuration of the two-
dimensional plate with hole problem. The three colored rectangles depict three different tolerance
hyperrectangles, τ (i), with hollow markers that indicate the location where the maximum of the
restricted system performance Q(µh, µk)|Dµ̂(τ (i)) is attained. The red contour line denotes the loci

of τ , that is the immersed manifold, such that G(τh, τk) = Qallow. Refer to the online article for
the colorized figure.

degree and rank of the surrogate model. As is clearly demonstrated, the accuracy of the obtained

tolerance behaves similar to the accuracy in the surrogate model construction. Note that the
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Figure 8.4: The one-dimensional manifold corresponding to the level set of G(τ ) = Qallow,SE for
strain energy with (left) the tolerance measure F1(τ ), (center) the tolerance measure Fµ(τ ), and
(right) the tolerance measure F−1(τ ). The black asterisk denotes the location of τ̂ with respect to
this norm.
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Figure 8.5: The one-dimensional manifold corresponding to the level set of G(τ ) = Qallow,M for
maximum stress with (left) the tolerance measure F1(τ ), (center) the tolerance measure Fµ(τ ),
and (right) the tolerance measure F−1(τ ). The black asterisk denotes the location of τ̂ with respect
to this norm.

optimal tolerances for maximum stress in both the 1-norm and the derivative-weighted norm are

identical and reside on the tolerance hyperrectangle boundary. On the other hand, the −1-norm has

an isotropized tolerance which is almost centered in the tolerance hyperrectangle. In these tables,

the error in the obtained tolerance is presented in the maximum norm, the cost of the optimal

tolerance, and the cost of the obtained tolerance. However, this is not the only important factor to

be considered in this analysis, the accuracy of the surrogate model, i.e. the manifold approximation,

is crucial for robustness since this is how the algorithm distinguishes the true optimal tolerance

from others present in the implicitly defined manifold. The columns nGA and nCG are the number
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of iterations until the increase in allocated tolerance size is within 10−6 or until the algorithm

detects the wall intersection for all dimensions of the manifold.

Table 8.3: Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ1 (τr,p) γSE (τr,p) nGA nCG ‖εr,p‖∞ ϕ1 (τr,p) γM (τr,p)

1

0 - - - - - - - - - -
1 2 2 7.462e-2 2.459e-1 6.568e-2 3 3 6.479e-4 2.455e-3 6.728e-4
2 3 3 2.311e-3 1.108e-3 1.664e-4 3 3 4.102e-3 1.583e-2 1.626e-3
3 3 3 1.657e-3 1.324e-3 1.836e-4 4 4 3.156e-14 1.199e-13 5.677e-16

2

1 2 2 7.462e-2 2.375e-1 6.371e-2 3 3 5.437e-4 2.061e-3 5.646e-4
2 3 3 8.492e-4 3.030e-4 3.764e-5 3 3 2.695e-3 1.034e-2 1.068e-3
3 3 3 1.130e-4 5.113e-5 5.322e-6 3 3 2.477e-4 9.417e-4 9.812e-5
4 3 3 9.023e-5 7.823e-6 2.463e-6 3 3 3.156e-14 1.199e-13 5.677e-16

3

2 3 3 8.271e-4 3.090e-4 3.862e-5 3 3 2.568e-3 9.850e-3 1.017e-3
3 3 3 1.212e-4 3.745e-5 3.520e-6 3 3 3.156e-14 1.199e-13 5.677e-16
4 3 3 7.976e-5 9.094e-6 2.631e-6 3 3 3.156e-14 1.199e-13 5.677e-16
5 3 3 7.949e-5 1.056e-5 3.720e-8 3 3 3.156e-14 1.199e-13 5.677e-16

4

3 3 3 1.242e-4 2.410e-5 1.759e-6 3 3 1.274e-4 4.840e-4 5.045e-5
4 3 3 8.051e-5 1.060e-5 2.830e-6 3 3 3.156e-14 1.199e-13 5.677e-16
5 3 3 7.938e-5 1.024e-5 7.970e-8 3 3 3.156e-14 1.199e-13 5.677e-16
6 3 3 7.845e-5 1.092e-5 1.019e-8 3 3 3.156e-14 1.199e-13 5.677e-16

Table 8.4: Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.

r p nGA nCG ‖εr,p‖∞ ϕµ (τr,p) γSE (τr,p) nGA nCG ‖εr,p‖∞ ϕµ (τr,p) γM (τr,p)

1

0 - - - - - - - - - -
1 3 3 4.963e-2 4.792e-1 3.397e-2 3 3 6.479e-4 2.391e-3 6.728e-4
2 8 8 1.769e-2 2.307e-5 1.329e-3 3 3 4.102e-3 1.583e-2 1.626e-3
3 9 9 1.558e-2 3.295e-5 1.030e-3 4 4 3.156e-14 1.156e-13 5.677e-16

2

1 3 3 4.984e-2 4.822e-1 3.410e-2 3 3 5.437e-4 2.013e-3 5.646e-4
2 9 9 1.097e-2 2.323e-5 5.111e-4 3 3 2.695e-3 1.034e-2 1.068e-3
3 12 12 2.481e-3 3.165e-7 2.618e-5 3 3 2.477e-4 9.417e-4 9.812e-5
4 13 13 1.581e-3 1.003e-7 1.065e-5 3 3 3.156e-14 1.161e-13 5.677e-16

3

2 9 9 1.095e-2 1.087e-5 5.087e-4 3 3 2.568e-3 9.850e-3 1.017e-3
3 12 12 2.615e-3 9.234e-7 2.908e-5 3 3 3.156e-14 1.163e-13 5.677e-16
4 13 13 1.324e-3 6.480e-8 7.474e-6 3 3 3.156e-14 1.162e-13 5.677e-16
5 14 14 5.283e-4 1.636e-9 1.199e-6 3 3 3.156e-14 1.161e-13 5.677e-16

4

3 12 12 2.575e-3 2.547e-6 2.821e-5 3 3 1.274e-4 4.840e-4 5.045e-5
4 13 13 1.308e-3 5.513e-8 7.290e-6 3 3 3.156e-14 1.162e-13 5.677e-16
5 14 14 5.263e-4 1.060e-9 1.190e-6 3 3 3.156e-14 1.161e-13 5.677e-16
6 14 14 3.716e-4 3.150e-9 5.961e-7 3 3 3.156e-14 1.161e-13 5.677e-16
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Table 8.5: Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ−1 (τr,p) γSE (τr,p) nGA nCG ‖εr,p‖∞ ϕ−1 (τr,p) γM (τr,p)

1

0 - - - - - - - - - -
1 2 2 2.908e-2 1.303e-1 2.322e-2 3 3 2.322e-3 1.081e-2 1.126e-3
2 4 4 9.884e-4 6.032e-3 8.173e-4 3 3 5.294e-4 2.545e-3 2.517e-4
3 4 4 2.881e-4 1.545e-3 2.032e-4 3 3 1.098e-3 6.728e-3 7.024e-4

2

1 2 2 2.483e-2 1.176e-1 2.024e-2 3 3 8.215e-4 6.452e-4 1.035e-4
2 4 4 1.062e-3 3.874e-3 5.193e-4 3 3 9.725e-4 5.157e-3 5.882e-4
3 4 4 2.810e-4 2.710e-4 2.648e-5 3 3 3.815e-4 1.530e-4 3.920e-5
4 4 4 1.975e-5 6.544e-5 2.025e-5 3 3 3.138e-4 3.604e-5 2.646e-5

3

2 4 4 1.140e-3 4.623e-3 6.235e-4 3 3 9.528e-4 5.186e-3 5.915e-4
3 4 4 5.129e-4 3.360e-4 3.547e-5 3 3 3.730e-4 1.583e-4 3.978e-5
4 4 4 1.320e-4 6.357e-4 7.673e-5 3 3 3.035e-4 4.272e-5 2.720e-5
5 4 4 3.208e-5 1.927e-4 1.562e-5 3 3 3.053e-4 1.355e-5 2.401e-5

4

3 4 4 2.054e-4 6.705e-4 8.161e-5 3 3 3.764e-4 1.722e-4 4.130e-5
4 4 4 2.382e-4 6.842e-4 8.332e-5 3 3 3.036e-4 4.447e-5 2.739e-5
5 4 4 2.434e-5 2.293e-4 2.068e-5 3 3 3.055e-4 1.451e-5 2.411e-5
6 4 4 8.573e-6 8.146e-5 1.700e-7 3 3 3.037e-4 7.077e-6 2.331e-5

Figure 8.6: Six-dimensional plate with hole geometric configuration where variations of the hori-
zontal and vertical positions of the hole, plate height and width, and hole radius and eccentricity
are considered.

8.2.3 Six-dimensional plate with hole

In this section, we consider an identical plate with hole problem as the previous section shown

in Fig. 8.2 however we include 4 additional design parameters. These include plate width, height,

hole radius, hole eccentricity, and the previously-presented horizontal and vertical hole offsets. The

nominal configuration of the six-dimensional plate with hole problem is
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µ̂H µ̂L µ̂h µ̂k µ̂a µ̂e

nom. 1.5 1.5 0 0 0.35 0

(8.24)

Moreover, using the same performance constraint of QM,allow = 210MPa corresponds to

an approximate allowable deviation of 10% in the maximum stress. Univariate root-finding with

this performance constraint constructs the feasible domain for the six-dimensional plate with hole.

Therefore, the feasible domain is given by:

τ̂H τ̂L τ̂h τ̂k τ̂a τ̂e

min 0.25 0.231 0.263µH 0.098µL 0.034 0.3

max 0.025 0.023 0.026µH 0.010µL 0.003 0.03

(8.25)

Note that similar to the two-dimensional case, τh and τk are relative tolerances, namely

percentage deviations from the center. However, in contrast to the two-dimensional case, the

parameters used in its definition are themselves design parameters, particularly, µH and µL.

From here, we are capable of constructing the surrogate model via separated representations

over a set of Monte-Carlo samples. For the six-dimensional plate with hole problem, we used 1500

samples and once again performed a survey over various polynomial degrees and ranks until a

desired surrogate model fidelity was obtained. The results of this survey are shown in Table 8.6

where the surrogate models’ accuracies are determined by comparison to an additional set of 500

samples not used in the construction of the surrogate model. As expected, the higher-dimensionality

of this problem necessitates the use of larger polynomial degrees and separation rank for comparable

accuracy to the two-dimensional setting. Regardless, as depicted in the results, the methodology

is still capable of representing the true response surface with excellent precision in a relatively few

number of samples as well as low polynomial degrees and rank.

To assess the algorithm’s convergence behavior, we construct a high-fidelity SR from 1500

samples of rank 20 and degree 4 to approximate τ̂ . This SR gives ‖e‖M = 4.837e− 5 and ‖e‖∞ =

3.649e − 4. The high-fidelity approximations to the optimal tolerances, which are treated as the
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Table 8.6: The maximum stress surrogate modeling errors for the six-dimensional plate with hole
problem constructed from N = 1500 samples and Nc = 500.

p r = 1 r = 2 r = 3 r = 4 r = 5 r = 6

‖er,p‖∞

0 4.918e-1
1 1.503e-1 8.576e-2
2 1.370e-1 3.982e-2 2.069e-2
3 1.420e-1 3.664e-2 1.853e-2 8.061e-3
4 3.774e-2 1.886e-2 1.234e-2 1.023e-2
5 1.907e-2 1.303e-2 1.129e-2 4.686e-3
6 1.374e-2 1.012e-2 5.192e-3
7 1.055e-2 4.804e-3
8 3.908e-3

‖er,p‖M

0 1.047e-1
1 2.788e-2 1.832e-2
2 2.159e-2 7.559e-3 3.355e-3
3 2.169e-2 7.563e-3 3.243e-3 1.416e-3
4 7.661e-3 3.278e-3 2.000e-3 1.127e-3
5 3.297e-3 2.033e-3 1.114e-3 5.916e-4
6 2.066e-3 1.167e-3 6.155e-4
7 1.221e-3 6.481e-4
8 6.330e-4

“exact” optimal over the various G(τ ) and F(τ ) are presented in Table 8.7.

Tables 8.8, 8.9, and 8.10 depict the effectiveness of our algorithm with respect to polynomial

degree and rank of the surrogate model. In these tables, the error in the obtained tolerance is

presented in the maximum norm, the cost of the optimal tolerance, and the cost of the obtained

tolerance. However, this is not the only important factor to be considered in this analysis, the

accuracy of the surrogate model, i.e. the manifold approximation, is crucial for robustness since this

is how the algorithm distinguishes the true optimal tolerance from others present in the implicitly

defined manifold. The columns nGA and nCG are the number of iterations until the increase in

allocated tolerance size is within 10−6 or until the algorithm detects the wall intersection for all

dimensions of the manifold.

8.2.4 17-dimensional L-Bracket

For the L-Bracket, we use a performance constraint of QM,allow = 260 MPa which corresponds

to an approximate allowable deviation of 10% in the maximum stress located at the top of the fillet.
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Table 8.7: Tolerance values obtained using a rank 20, degree 4 SR constructed from 7500 samples
of the maximum stress between the top and bottom of the plate with hole. These values are treated
as the “exact” optima and are used in our subsequent results. Bold numbers indicate values lying
on the boundary of the hyperrectangle.

F1(τ ) Fµ(τ ) F−1(τ )

τ̂H 0.073 0.050 0.044
τ̂L 0.058 0.080 0.032
τ̂h 0.088 0.080 0.035
τ̂k 0.010 0.010 0.023
τ̂a 0.003 0.003 0.013
τ̂e 0.117 0.030 0.136

Table 8.8: Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ1 (τr,p) γM (τr,p)

1

0 - - - - -
1 69 53 1.857e-2 1.720e-1 9.439e-3
2 78 25 3.088e-2 8.062e-2 9.840e-3
3 79 27 2.665e-2 8.111e-2 9.882e-3

2

1 73 54 1.306e-2 1.229e-1 3.746e-3
2 82 23 3.304e-2 4.604e-2 5.922e-3
3 83 23 2.974e-2 3.583e-2 4.703e-3
4 81 24 3.916e-2 4.985e-2 6.306e-3

3

2 83 59 3.903e-3 3.281e-2 3.925e-3
3 85 60 2.977e-3 1.807e-2 2.328e-3
4 85 60 3.103e-3 1.991e-2 2.525e-3
5 85 60 3.098e-3 2.132e-2 2.673e-3

4

3 86 61 3.049e-3 1.094e-2 1.302e-3
4 86 61 3.391e-3 8.553e-3 1.068e-3
5 88 60 4.338e-3 5.455e-3 7.665e-4
6 87 61 4.291e-3 2.801e-3 4.764e-4

5

4 88 62 3.809e-3 2.394e-3 3.132e-4
5 88 62 3.814e-3 3.252e-3 4.292e-4
6 87 62 3.738e-3 3.911e-3 5.049e-4
7 88 62 3.703e-3 2.895e-3 3.555e-4

6

5 88 62 4.089e-3 2.716e-4 2.573e-5
6 88 62 4.162e-3 6.215e-4 6.912e-7
7 88 62 4.146e-3 9.188e-4 4.253e-5
8 88 62 3.931e-3 1.062e-3 1.677e-4

The loading and boundary conditions associated with this problem are shown in Fig. 8.2. Univariate

root-finding with this performance constraint constructs the feasible domain. In this example,

we consider 17 design parameters which together completely describe an L-Bracket geometry, as

depicted in Fig. 8.7. The analysis model is comprised of 28 NURBS patches for a total of 1792
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Table 8.9: Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.

r p nGA nCG ‖εr,p‖∞ ϕµ (τr,p) γM (τr,p)

1

0 - - - - -
1 >100 82 2.698e-1 1.774e-1 4.194e-2
2 >100 >100 2.616e-1 9.630e-2 1.277e-2
3 >100 98 2.598e-1 1.172e-1 1.331e-2

2

1 33 22 1.398e-2 1.417e-1 1.570e-2
2 29 21 6.005e-3 5.504e-2 5.043e-3
3 29 22 4.661e-3 4.389e-2 4.004e-3
4 30 21 5.764e-3 5.902e-2 5.672e-3

3

2 29 19 3.986e-3 3.291e-2 3.143e-3
3 29 19 2.288e-3 1.525e-2 1.518e-3
4 29 19 2.794e-3 1.694e-2 1.627e-3
5 29 20 2.534e-3 2.018e-2 1.982e-3

4

3 28 19 1.781e-3 9.068e-3 8.758e-4
4 29 19 9.338e-4 6.433e-3 6.957e-4
5 28 20 1.087e-3 2.824e-3 3.928e-4
6 28 19 7.918e-4 3.853e-4 1.429e-4

5

4 28 20 7.466e-4 3.510e-3 2.860e-4
5 29 20 6.914e-4 4.599e-3 4.073e-4
6 29 19 4.488e-4 4.502e-3 4.077e-4
7 29 21 1.052e-3 4.078e-3 3.331e-4

6

5 28 20 7.449e-4 2.902e-4 4.453e-5
6 28 20 7.188e-4 3.603e-4 7.333e-5
7 28 22 8.143e-4 2.831e-4 1.011e-4
8 29 17 2.477e-2 2.276e-3 9.222e-5

elements. The nominal configuration is given by:

µ̂M µ̂N µ̂L1
µ̂H3

µ̂Rf
µ̂a1

µ̂e1
µ̂h1

µ̂k1
µ̂a2

µ̂e2
µ̂h2

µ̂k2
µ̂a3

µ̂e3
µ̂h3

µ̂k3

nom. 6 3.5 1.25 1.25 .2 .25 0 0 0 .25 0 0 0 .25 0 0 0

(8.26)

and through this parametrization, the feasible domain is given by:

τ̂M τ̂N τ̂L1
τ̂H3

τ̂Rf
τ̂a1

τ̂e1 τ̂∗h1
τ̂∗k1

τ̂a2
τ̂e2 τ̂∗h2

τ̂∗k2
τ̂a3

τ̂e3 τ̂∗h3
τ̂∗k3

min .5 .21 .25 .07 .04 .1 .3 .6 .6 .04 .3 .57 .47 .03 .3 .6 .6

max .05 .021 .025 .007 .004 .01 .03 .06 .06 .004 .03 .057 .047 .003 .03 .06 .06

(8.27)

Note that, similar to the cases of the two-dimensional and six-dimensional plate with hole

problems, the hole offsets are parametrized as relative quantities. For example, τ̂h1,max = 0.6

corresponds to a maximum allowable horizontal hole deviation of 60% of the parameter

µL1 . All quantities in this feasible region with a ∗ denote relative quantities. However, as the



169

Table 8.10: Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ−1 (τr,p) γM (τr,p)

1

0 - - - - -
1 >100 > 100 1.697e-2 1.514e-1 3.500e-3
2 > 100 > 100 7.262e-2 6.173e-2 6.260e-3
3 > 100 > 100 8.475e-3 4.499e-2 5.440e-3

2

1 > 100 > 100 1.453e-2 1.373e-1 1.846e-3
2 > 100 > 100 1.213e-2 5.940e-2 7.157e-3
3 > 100 > 100 1.233e-2 5.273e-2 6.224e-3
4 > 100 > 100 1.035e-2 5.445e-2 6.523e-3

3

2 > 100 > 100 3.080e-3 3.624e-2 4.342e-3
3 > 100 > 100 5.614e-2 4.055e-2 3.727e-3
4 > 100 > 100 1.897e-3 3.227e-2 3.891e-3
5 > 100 > 100 5.219e-3 3.483e-2 4.085e-3

4

3 > 100 > 100 1.254e-3 1.243e-2 1.440e-3
4 > 100 > 100 2.028e-3 1.368e-2 1.567e-3
5 > 100 > 100 2.091e-2 1.607e-2 1.358e-3
6 > 100 > 100 2.477e-2 1.711e-2 1.398e-3

5

4 > 100 > 100 2.366e-4 6.225e-3 7.327e-4
5 > 100 > 100 5.134e-4 7.612e-3 8.839e-4
6 > 100 > 100 4.924e-4 8.294e-3 9.653e-4
7 > 100 > 100 2.142e-4 6.807e-3 7.946e-4

6

5 > 100 > 100 4.009e-3 3.799e-3 3.356e-4
6 > 100 > 100 4.160e-3 4.955e-3 4.670e-4
7 > 100 > 100 1.620e-3 4.479e-3 4.777e-4
8 > 100 > 100 2.569e-4 4.664e-3 5.443e-4

design complexity grows, as well as the interaction between the design parameters, the expression

for these quantities are not as elegant which is why they are omitted.

To assess the algorithm’s convergence behavior, we construct a high-fidelity SR from 13500

samples of rank 20 and degree 4 to approximate τ̂ . This SR gives ‖e‖M = 1.926e− 4 and ‖e‖∞ =

1.120e − 3. The high-fidelity approximations to the optimal tolerances over the considered G(τ )

and F(τ ) are presented in Table 8.12.
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Table 8.11: The maximum stress surrogate modeling errors for the six-dimensional plate with hole
problem constructed from N = 13500 samples and Nc = 500.

p r = 9 r = 10 r = 11 r = 12 r = 13 r = 14 r = 15 r = 16

‖er,p‖∞

1 1.529e-1 1.093e-1
2 7.284e-3 4.351e-3 4.882e-3 6.154e-3
3 3.877e-3 3.611e-3 3.028e-3 2.314e-3
4 3.445e-3 3.561e-3 3.797e-3 3.721e-3
5 3.630e-3 2.662e-3

‖er,p‖M

1 1.309e-2 1.320e-2
2 1.056e-3 9.822e-4 9.246e-4 9.397e-4
3 5.101e-4 4.677e-4 3.162e-4 2.827e-4
4 4.697e-4 4.030e-4 3.427e-4 3.305e-4
5 4.072e-4 2.720e-4

Figure 8.7: (left) The 17-dimensional L-Bracket configuration where the various design parameters
are shown. (center) The loading and boundary conditions associated with the L-Bracket problem.
A uniform bearing pressure of P = 30 MPa is applied to the top-right hole while the other two holes
have zero-displacement boundary conditions. (right) Von Mises stress distribution in the L-Bracket
in the nominal configuration.
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Table 8.12: Tolerance values obtained using a rank 20, degree 4 SR constructed from 7500 samples.
These values are treated as the “exact” optima and are used in our subsequent results. Bold
numbers indicate values lying on the boundary of the hyperrectangle.

F1(τ ) Fµ(τ ) F−1(τ )

τ̂M 0.348 0.056 0.050
τ̂N 0.021 0.021 0.022
τ̂L1 0.025 0.036 0.028
τ̂H3 0.007 0.007 0.008
τ̂Rf 0.004 0.004 0.006

τ̂a1 0.100 0.010 0.012
τ̂e1 0.030 0.030 0.033
τ̂h1 0.600 0.060 0.067
τ̂k1 0.600 0.060 0.067
τ̂a2 0.004 0.004 0.006
τ̂e2 0.071 0.030 0.034
τ̂h2 0.057 0.167 0.063
τ̂k2 0.047 0.047 0.053
τ̂a3 0.003 0.003 0.005
τ̂e3 0.300 0.030 0.034
τ̂h3 0.060 0.090 0.060
τ̂k3 0.594 0.060 0.068

Table 8.13: Errors and convergence behavior of the tolerance allocation algorithm for the 1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ1 (τr,p) γM (τr,p)

9
1 66 62 4.931e-1 2.690e-2 3.334e-3
2 >100 >100 2.700e-1 4.591e-2 1.468e-4

10
2 >100 >100 2.700e-1 5.045e-2 2.244e-4
3 >100 74 5.340e-1 1.094e-3 2.271e-4

11
3 >100 >100 5.340e-1 1.381e-1 2.021e-4
4 >100 76 3.228e-1 1.112e-1 6.753e-5

12
4 >100 >100 2.043e-1 6.775e-2 1.370e-4
5 >100 69 2.700e-1 3.035e-2 1.029e-4

13
1 66 61 4.978e-1 2.670e-2 3.277e-3
2 >100 42 2.953e-1 6.408e-2 2.531e-5

14
2 >100 >100 3.279e-1 4.571e-2 9.149e-5
3 >100 >100 2.700e-1 8.513e-2 6.960e-5

15
3 >100 31 4.318e-1 1.013e-1 1.043e-4
4 >100 38 3.754e-1 7.107e-2 1.457e-4

16
4 >100 93 2.983e-1 3.304e-2 1.165e-4
5 70 24 4.972e-1 9.811e-3 2.646e-4
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Table 8.14: Errors and convergence behavior of the tolerance allocation algorithm for the µ-norm.

r p nGA nCG ‖εr,p‖∞ ϕµ (τr,p) γM (τr,p)

9
1 49 11 4.695e-2 1.091e-1 2.984e-3
2 >100 7 1.317e-1 1.459e-2 1.575e-4

10
2 82 6 3.026e-2 9.584e-3 1.877e-4
3 54 7 3.799e-2 5.495e-4 1.985e-4

11
3 62 7 4.082e-2 1.681e-2 1.966e-4
4 56 7 3.876e-2 6.594e-3 4.562e-5

12
4 82 7 3.026e-2 1.394e-2 1.175e-4
5 >100 7 4.103e-2 1.195e-2 1.910e-4

13
1 49 11 4.705e-2 1.084e-1 2.929e-3
2 79 7 3.026e-2 1.457e-2 1.391e-5

14
2 57 8 3.372e-2 4.805e-3 6.746e-5
3 75 8 3.430e-2 3.823e-2 5.397e-5

15
3 >100 7 1.144e-2 3.984e-3 3.428e-5
4 81 7 3.026e-2 9.893e-3 1.133e-4

16
4 62 7 7.662e-2 2.871e-3 7.815e-5
5 >100 7 1.716e-2 3.503e-3 2.313e-4

Table 8.15: Errors and convergence behavior of the tolerance allocation algorithm for the −1-norm.

r p nGA nCG ‖εr,p‖∞ ϕ−1 (τr,p) γM (τr,p)

9
1 >100 >100 1.178e-2 1.214e-1 3.728e-3
2 65 13 8.653e-3 4.721e-3 1.048e-4

10
2 >100 10 6.578e-3 2.737e-3 1.458e-4
3 >100 13 3.514e-2 5.525e-3 1.675e-4

11
3 >100 4 8.075e-3 1.819e-3 1.534e-4
4 43 9 8.075e-3 1.816e-3 3.380e-6

12
4 >100 8 8.075e-3 5.857e-3 6.364e-5
5 >100 6 2.047e-2 3.132e-4 8.808e-5

13
1 >100 >100 1.264e-2 1.207e-1 3.672e-3
2 >100 7 2.000e-2 7.108e-4 7.152e-5

14
2 25 16 7.454e-3 4.759e-3 5.788e-6
3 32 7 5.623e-3 1.305e-3 9.865e-6

15
3 21 12 7.815e-3 3.915e-3 1.101e-5
4 >100 8 3.190e-2 1.298e-3 4.391e-5

16
4 >100 4 1.532e-2 2.906e-3 4.544e-6
5 40 7 5.924e-3 2.901e-4 1.157e-4



Chapter 9

Multigrid Methods

The purpose of this chapter is to present a scalable and robust methodology for obtaining

the numerical solution to the PDEs presented in this dissertation. As mesh resolution increases,

so does computational complexity necessitating the solver technologies capable of outperforming

direct solvers for large systems. For this purpose, we resort to geometric multigrid methods whose

computational complexity scales as O(N logN) where N is the number of degrees of freedom in the

discrete system, in contrast to O(N3) for direct solvers. The mathematical exposition of geometric

mutligrid methods in this section is rather brief, since much of it is well-known. The primary focus

is on the extension of the concepts of prolongation and restriction operators to the isogeometric

setting, since this is the relevant contribution. For reference, the reader is referred to [19] in regards

to the analysis and implementation of standard multigrid methods.

9.1 Fundamentals of Isogeometric Multigrid Methods

We begin by reviewing the basics of geometric multigrid methods. We limit our discussion to

the V-cycle algorithm, though our approach can also be applied within a W-cycle or Full Multigrid

framework [19].

Assume that we have a sequence of nested isogeometric meshes that have been obtained

through knot insertion, a technique discussed in detail in the next subsection. We denote the

discrete displacement spaces associated with this sequence as {V`}n``=0 where n` is the number of
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levels, and we note that:

V0 ⊂ V1 ⊂ . . . ⊂ Vn` (9.1)

Level ` = 0 corresponds to the coarsest mesh while level ` = n` corresponds to the finest mesh.

The action of knot insertion not only allows for NURBS refinement, but it also provides the in-

tergrid transfer operators associated with a geometric multigrid method. Namely, we can build

prolongation operators:

P v` : V` → V`+1

for ` = 0, . . . , n` − 1. We encode the action of these prolongation operators in the matrix Pv
` such

that the following refinement operation holds:

Nv
i,`(ξ) =

∑
j

[Pv
` ]jiRj,`+1(ξ) (9.2)

for ` = 0, . . . , n` − 1 where {Ri,`}nv,`i=1 denotes the displacement NURBS basis functions associated

with level `. Moreover, the degrees of freedom associated with displacement field on the `th level

can be transferred to the the (`+ 1)st level via the expressions:

u`+1 = Pv
`u` (9.3)

As is standard with a Galerkin formulation, restriction operators are constructed as the adjoint

or transpose of the prolongation operators, namely Rv`+1 = (P v` )∗ and Rv
`+1 = (Pv

` )
T for ` =

0, . . . , n` − 1. The corresponding restriction matrix for level ` is given by R`+1 = (P`)
T .

We need a few more ingredients before stating the multigrid V-cycle algorithm for our dis-

cretization scheme. First of all, we need to form the matrix system associated with the finest

level, KU = F. We then form the system matrices associated with coarser levels via the relation

K` = R`+1K`+1P` for ` = 0, . . . , n`−1 where Kn` = K. Second of all, we need to choose a smoother
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for each level ` which we encode in a smoothing matrix S`, and and we need to select a number of

pre-smoothing steps ν1 and post-smoothing steps ν2. Typically, Jacobi or Gauss-Seidel smoothers

are employed though other variants are used to exploit PDE-level or matrix-level structures, e.g.

[30]. Third of all, we need to choose a suitable initial guess U for the solution on the finest level.

Then, one V-cycle corresponds to a single call of the form MGV(n`,U,F) to the recursive function

defined below [19].

Algorithm 5 Multigrid V-Cycle Algorithm

1: function MGV(`,U,F)
2: if ` = 0 then
3: vd = K−1

` F . Exact System Solution
4: else
5: for i = 1 to ν1 do
6: U← U + S−1

` (F−K`U) . Pre-Smoothing
7: end for
8: G = R` (F−K`U) . Restriction of Residual to Coarse Grid
9: ∆U = 0 . Coarse Grid Correction Initialization

10: MGV(`− 1,∆U,G) . Coarse Grid Correction Evaluation
11: U← U + P`−1∆U . Update of Solution
12: for i = 1 to ν2 do
13: U← U + S−1

` (F−K`U) . Post-Smoothing
14: end for
15: end if
16: end function

Note that the solution U is updated within the algorithm stated above. Hence, additional V-cycles

simply correspond to additional calls of the form MGV(n`,U,F). We now proceed with explicitly

outlining the construction of the necessary intergrid transfer operators in the isogeometric setting.

The primary goal of knot insertion is to enrich the underlying parametric basis by providing

additional functions while leaving the geometry and parameterization unchanged. The process of

knot insertion is to insert an additional knot, ξ0 ∈ (ξ1, ξn+p+1) into the existing knot vector, Ξ,

resulting in the extended knot vector Ξ namely,

Ξ = {ξ1, ξ2, ..., ξk, ξk+1, ..., ξn+p+1}

Ξ = {ξ1
= ξ1, ξ

2
= ξ2, ..., ξ

k
= ξk, ξ

k+1
= ξ0, ξ

k+2
= ξk+1, ..., ξ

m+p+1
= ξn+p+1}

(9.4)
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where m is the number of basis functions after knot refinement. Now, for each knot we insert, we

expect the addition of a new basis function to the parametric domain. Thus, we seek to find a

relationship between the two bases, before and after knot insertion, of the form

Ri,p(ξ) =
m∑
j=1

T pjiRj,p(ξ)

In particular, an expression for the old basis in terms of the new, enriched basis. While performing

the knot insertion operation, we wish to preserve geometry and since we are adding additional

basis functions, we expect the the control points which describe the geometry to change as well.

Therefore, we require a relationship between the old control points Pi and the new control points

Qi. This is accomplished by recognizing that the geometric mapping transforms via

C(ξ) =
n∑
i=1

PiRi(ξ) =
n∑
i=1

Pi

 m∑
j=1

T pjiRj,p(ξ)

 =
m∑
j=1

(
n∑
i=1

T pjiPi

)
Rj,p(ξ) =

m∑
j=1

QjRj,p(ξ)

From the above derivations we see that in terms of operators,

Rp = (Tp)TRp and Q = Tp P

hence Tp is an m×n array. We can find an explicit expression for Tp by first noting that the support

of the newly-inserted B-spline basis function is compactly-supported in the parametric domain such

that Nk,p(ξ) 6= 0 for ξ ∈ [ξk−p, ξk+1]. Therefore, only the old basis functions in this knot interval

are affected by the knot insertion operation. Moreover, the construction of the operator resembles

the Cox-deBoor recursion relationship:

T kji =
ξ
j+k − ξi
ξj+k − ξiT

k−1
ji +

ξi+k+1 − ξj+k

ξi+k+1 − ξi+1
T k−1
ji ,

for k = 1, ..., p with

T 0
ji =

 1, ξ
j ∈ [ξi, ξi+1)

0, else
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Note that for each inserted knot, a new operator Tα is constructed which governs the relationship

between the knot vectors before and after insertion. Moreover, the complete refinement operator

for B-spline control points after repeated knot insertion is given by T = TαTα−1 · · ·T1. Now,

since all geometric manipulations of the NURBS entity must occur in projective space, we must

account for the NURBS weighting. With this in mind, we can define the prolongation operator for

isogeometric analysis on NURBS via:

P = Wf
−1 T Wc

where the coarse-weighting Wc and fine-weighting Wf matrices are defined via

Wc =



wc1 0 . . . 0

0 wc2 . . . 0

...
...

. . .
...

0 0 . . . wcn


and Wf =



wf1 0 . . . 0

0 wf2 . . . 0

...
...

. . .
...

0 0 . . . wfm


It is clear that performing a prolongation operation amounts to first transferring the control

points to projective space, performing the refinement operation, and then returning the control

points to n-dimensional space. Before proceeding to implementation, there are a few points to

make note of. First, the prolongation operator (and knot insertion) operator for d-dimensional

geometric entities is formed via tensor product, ie.

P = P1 ⊗P2 ⊗ ...⊗Pd

The other concern is the restriction operator, which is almost the transpose of the knot

insertion operator with compensation for the projective space transformation, namely the NURBS

weights

R = PT = WcT
TW−1

f
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Lastly, we define the coarse-grid operator via the Galerkin condition

A2h = RAhP

.

With the above discussions, we are ready to implement an isogeometric multigrid solver on various

PDEs. The examples we present only consider Kirchhoff-Love Plates 6.2, as they are compelling re-

sults for a fourth-order operator. Although the simple geometric multigrid method we’ve discussed

is naturally applicable to the linear-elastic membrane 6.1, we do not consider it since superior per-

formance of such a method on Laplace-type operators is well-known. Finally, we do not consider

results of this method on the Kirchhoff-Love shells 6.3 because often times they suffer from mem-

brane locking, as was demonstrated in the shell obstacle course displacement criterion, i.e. Figure

6.5, Figure 6.7, and Figure 6.9. This is problematic as the course-grid correction will not inform the

fine resolution displacement field through prolongation, the crux of an effective multigrid method.

9.2 Numerical Tests

We now present a series of numerical tests illustrating the effectiveness of our proposed multi-

grid framework. The first test is a simply-supported rectangular Kirchhoff-Love plate with uniform

downward loading. The exact solution to this problem is known and used as an assessment of con-

vergence. Figure 9.1 contains a table displaying the number of V-cycles required to reduce the error

by 106, along with the corresponding average convergence factor during this process, for various

numbers of degrees of freedom. For each V-cycle, one pre and post smoothing step is employed us-

ing the Gauss-Seidel smoother. From the figure, we observe that the number of iterations required

for error reduction is independent of the number of levels. Figure 9.2 demonstrates the convergence

of the numerical solution with mesh refinement if a full multigrid algorithm is employed for system

solution. From the figure, we observe the convergence is optimal with respect to mesh refinement.

That is, the error decays like N−2, where N is the number of degrees of freedom.
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DOFs V-cycles Convergence Factor

16 9 0.211
25 10 0.241
49 9 0.203
121 9 0.213
361 10 0.229
1225 10 0.226

Figure 9.1: Convergence behavior and displacement plot for the rectangular Kirchhoff-Love plate
system using a V (1, 1) scheme.

DOFs Error Convergence Rate

16 2.879e-05 -
25 3.698e-06 4.5985
49 3.863e-07 3.3568
121 6.404e-08 1.988
361 3.528e-09 2.6519
1225 4.781e-10 1.6358

Figure 9.2: Convergence rates and plot of ‖e‖L2 at various levels of refinement for the rectangular
Kirchhoff-Love plate using FMG(1,1,1) scheme.

Our second test is a simply-supported parallelogram Kirchhoff-Love plate with uniform down-

ward loading. As opposed to the first test, the exact solution to this test exhibits singularities in

the obtuse corners which inhibit convergence. Figure 9.3 contains a table displaying the number

of V-cycles required to reduce the error by 106, along with the corresponding average convergence

factor during this process, for various numbers of degrees of freedom. The V-cycles for this problem

are identical to the rectangular plate case. From the figure, we observe that the number of itera-

tions required for error reduction is asymptotically independent of the number of levels, though the

number of iterations required for convergence for this problem is larger than the number required
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for the first problem. This deterioration is a consequence of the singularities present in the exact

solution.

DOFs V-cycles Convergence Factor

16 6 0.092
25 13 0.341
49 39 0.699
121 65 0.808
361 82 0.845
1225 86 0.851

Figure 9.3: Convergence behavior and displacement plot for the parallelogram Kirchhoff-Love plate
system using a V (1, 1) scheme.
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Conclusion

In this dissertation, we have presented a novel framework for the propagation and control of

geometric variation in engineering structural design and analysis. The dissertation began with an

exposition of isogeometric analysis which is the primary analysis paradigm employed throughout

the dissertation. This selection was made for several reasons, the first and foremost being the nat-

ural parametric modeling environment provided through this analysis methodology. In addition,

the arbitrary continuity of the NURBS basis is capable of exactly representing a variety of common

engineering features, such as fillets and holes, as well as providing a high-quality and a high-order,

accurate solution field. The parametric modeling framework granted through the isogeometric

paradigm played a pivotal role in the construction of a rapid and efficient design space exploration

tool as well as an algorithm for a physics-informed tolerance allocation procedure. Moreover, the

arbitrary continuity of NURBS basis functions allowed for a direct, primal formulation and imple-

mentation of the Kirchhoff-Love shell equations, the major structural setting considered throughout

the dissertation.

Following the exposition on the fundamentals of isogeometric analysis, we provided a brief

discussion of differential geometry which is crucial for the analysis and derivations of the Kirchhoff-

Love shell equations. We introduced the fundamental concepts and methodologies required for

arriving at a physically-consistent variational formulation. We grounded these concepts in the

physical principles of continuum mechanics where the Green-Lagrange strain tensor was linearized

and thereafter used in the derivation of strain fields for a linear-elastic membrane, the Kirchhoff-
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Love plate, and the agglomeration of these two settings over a curved manifold, the Kirchhoff-Love

shell. Before proceeding to the detailed derivations and analyses of these three physical problems, we

provided a brief discussion of the functional analysis tools used for obtaining a high-order accurate

numerical method resulting in a symmetric, positive-definite discrete system through Nitsche’s

method. With these tools in place, we were then able to discuss the physics of the structural

problems considered throughout this dissertation.

The design space exploration framework and tolerance allocation procedure was set in the

context of linear elastic membranes, Kirchhoff-Love plates, and Kirchhoff-Love shells. To this end,

we provided a detailed derivation and analysis of these three physical problems through Nitsche’s

method. For all three problems, we began with deriving the work and energy of the physical systems

and through the Euler-Lagrange equations, we obtained a variational principle. Through this weak

formulation, we were able to infer an underlying strong form in each setting which provided the

physically-consistent boundary integral terms and in the setting of the Kirchhoff-Love plate and

shell, this resulted in a modified shearing term known as the “ersatz” force relating tangential

boundary derivatives to the displacement field which was shown to be equivalent to a tangential

boundary integration. After deriving Nitsche’s formulation for the three problems, we demonstrated

consistency, symmetry, continuity, and coercivity of the bilinear form and subsequently provided

an a priori error estimate guaranteeing optimal convergence rates of the approximation error by

a bound on the interpolation error. With the exposition of these physical problems in place, we

were then able to discuss the first major application considered in this dissertation, design space

exploration.

The framework for rapid and efficient design space exploration based on a combination of

IGA and smart sampling. Although the methodology was presented in the context of structural

mechanics, the modeling paradigm is agnostic in terms of its range of applicability. Moreover, this

framework provides a means for obtaining an approximation to the full-system response whereas

state-of-the-art approaches only provide exploration capability for quantities of interest present in

the solution field. Various sampling techniques were considered where tensor-product grids provided
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a high-fidelity representation of the solution space for low-dimensional problems and Smolyak-style

sparse grids were effective in alleviating the curse of dimensionality in solution fields comprised of

a few dominant displacement mode shapes for high-dimensional problems. Both nodal and modal

representations of the solution manifold were considered through the use of interpolating polynomial

basis functions and pseudospectral expansions. The methodology was demonstrated to be effective

in exploring the design spaces of the Scordelis-Lo roof, a Flat L-Bracket, and an NREL 5MW wind

turbine blade.

In short, the following conclusions were drawn through the numerical experiments conducted

in this dissertation:

1. In general, both nodal and modal solution manifold representations provide the same fidelity

of the surrogate model per degree of freedom and at the same computational cost for

the case of tensor-product polynomial design space discretizations. However, the nodal

representation performed slightly better than modal in terms of solution accuracy. This is

due to numerical integration errors incurred while computing the pseudospectral coefficients

through numerical integration.

2. In the case where the solution is inherently sparse with little cross-derivative information,

isotropic polynomial design space discretizations out-performed tensor-product polynomial

design space discretizations in terms of accuracy versus cost. In the case where cross-

derivative fidelity is necessary, as in the example of the Scordelis-Lo roof, the tensor-product

discretization performed better.

3. Both tensor-product and sparse quadrature rules were considered for sampling the design

space and numerical integration. Tensor-product quadrature rules were more effective at

computing the pseudospectral coefficients as expected, however computing the resulting

approximation error through both approaches generally maintained the same order of mag-

nitude. As the sparse rules are considerably cheaper, it is recommended that they be used

in practice.
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4. For high-dimensional problems, as in the example of the Flat L-Bracket, isotropic design

space discretizations perform well in conjunction with sparse quadrature rules while tensor-

product design space discretizations are not feasible due to the curse of dimensionality.

5. In all cases, Kronrod-Patterson achieved a higher accuracy per computational cost in com-

parison to Clenshaw-Curtis.

Overall, we found that the design space exploration methodology was an excellent and eco-

nomical solution for problems with solution manifolds that have inherently “smooth” character-

istics. In other words, solution manifolds which have a response dominated by global feature

manipulation were the most effective in this framework. This was exemplified in the cases of the

Scordelis-Lo roof, the Flat L-Bracket, and an NREL 5MW wind turbine blade, where the solution

manifold is comprised of a sparse set of displacement modes. The appropriate combination and

scaling of these modes, afforded through the methodologies presented throughout this dissertation,

resulted in an accurate approximation to the exact displacement profile.

It should be remarked, however, that our the methodology is not quite as effective in repre-

senting “rough” solution fields which have a response dominated by localized features. In particular,

it does not work well for problems with solution manifolds that are discontinuous or have discontin-

uous derivatives which are associated with, for instance, bifurcations. This is due to the fact that

we have essentially considered a p-adaptive design space exploration paradigm in this dissertation.

In future work, the issue of solution manifold “roughness” will be addressed through dimension-

adaptive refinement procedures. In particular, extending our framework to an hp-adaptive frame-

work may remedy the issue of roughness by effectively splitting the design space along discontinuous

and non-differentiable loci. Note that hp methods based on isotropic design space mesh refinement

suffer from the curse of dimensionality in a tensor-product setting [36]. However, employing this

refinement protocol with anisotropic refinement will alleviate these concerns [54, 23]

The methodology presented in this dissertation also lays the foundation for a plethora of

research topics from shape optimization to geometric uncertainty quantification, analogous to those
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presented in [63, 105, 94, 90, 35, 124, 126]. Future work will leverage the surrogate modeling

methodology presented herein for stochastic problems, where classic uncertainty quantification tools

and techniques are readily available. In this setting, the design parameters can be interpreted as

random variables which capture inherent modeling and manufacturing uncertainties. This lends to

the notion of a stochastic geometric family which can be used to quantify the impact of tolerances on

engineering designs, namely how geometric uncertainties in design propagate through the solution

manifold. Similar ideas have been considered in the field of shape uncertainty quantification, on

the analysis of random domains, such as those presented in [62, 33, 46]. Additionally, tools such as

compressed sensing shows promise in obtaining coefficients to high-order modes, and consequently

an increase in surrogate model fidelity, without incurring additional sampling expense in solution

fields which are inherently sparse [41, 60].

This dissertation highlights several outstanding limitations which the authors plan to tackle

in a future dissertation. First, the separated representation methodology used for surrogate model

construction provides an excellent tool for efficient and accurate surrogate modeling with respect

to smooth system responses to smooth changes in design variables. However in many practical

scenarios, the responses are not expected to be smooth, e.g. in the scenario where the location of

maximum stress changes in a discontinuous fashion with respect to a continuous change in design

parameter. Utilizing a continuity-adaptive basis, rather than globally-smooth Legendre polyno-

mials, for SR construction may remedy this issue and provide a means for attaining a tolerance

allocation methodology which is capable of ensuring a conformity to geometrically-global, point-

wise, worst-case performance criteria. Second, extending this framework to incorporate multiple

constraint functionals would be a beneficial contribution in a variety of scenarios. For example, a

physical system requiring conformity to a maximum stress and a maximum displacement can be

ensured through a performance-based tolerance allocation routine of this form. Lastly, although

worst-case tolerance allocation provides a measure of design conformity with respect to every de-

sign within the prescribed tolerance, this is arguably too restrictive since, probabilistically speaking,

the absolute worst-case scenario is extremely unlikely to occur in practice. To this end, we propose
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changing the constraint functional from a pointwise metric to one that is statistical. In particular,

a metric which ensures that, given a probability density function, the designs contained within the

prescribed tolerance hyperrectangle conform to the performance constraint in a statistically-average

sense with respect to the provided probability density function.

In this dissertation, we have also presented a novel tolerance allocation methodology which

is suitable for geometric design configurations parametrized with moderate dimensionality. This

approach naturally emanates from design space exploration techniques and parametric modeling

paradigms. Although the methodology was presented in this dissertation in the setting of linear

elasticity, it is overall agnostic with respect to the underlying physical model and performance

constraints considered. Provided with a parametric PDE, a user is capable of allocating design tol-

erances based on prescribed performance constraints by solving a nested sequence of optimization

problems posed over an immersed manifold of codimension 1. We have presented both gradi-

ent ascent and conjugate gradient algorithms for performing optimization along this manifold to

ultimately arrive at a tolerance for which all designs within the solution satisfy the prescribed per-

formance constraint. Numerical results presented, which included the plate with hole parametrized

with two design parameters, the plate with hole parametrized with six design parameters, and the

L-Bracket parametrized with 17 design parameters, demonstrate that this methodology is robust up

to moderate dimensionality. However there is an incurred increase in computational expense due to

the offline, separated representation construction, which requires a larger set of sample realizations

to obtain a desired surrogate model fidelity.

The final key to the effectiveness of our design space exploration and tolerance allocation

capabilities is rapid sampling strategies. Since the primary means of mitigating the computational

expense associated with these design space exploration and tolerance allocation tools relies on

surrogate modeling, it is expected and understood that providing a larger set of sample realizations

will result in a high-quality and accurate surrogate model. To this end, it is crucial to design

techniques for obtaining these samples in a rapid manner. The Nitsche formulations considered

result in a symmetric, positive-definite system which is ideal for fast and robust linear solvers.
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