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Abstract 

Domenico Fortunato Galati (Ph.D., Molecular, Cellular, and Developmental Biology)  
Using Computational Models to Assess the Functional Consequences of BDNF-Induced Excitatory and 
Inhibitory Synapse Formation  
Thesis directed by Associate Professor Kevin R. Jones 
 

The action potential is fundamental to the transfer of information between neurons. The 

generation of an action potential is influenced by the spatial distribution of dendrites and synapses 

around the neuronal soma where the action potential is initiated. Brain-derived neurotrophic factor 

(BDNF) is a secreted molecule that influences synapse density and action potential generation. In this 

thesis, I test the hypothesis that elevated BDNF signaling increases the rate of action potential 

generation by promoting a spatial distribution of synapses that is more efficient at generating action 

potentials. I begin by developing an algorithmic approach for constraining computational models of 

action potential generation with actual distributions of excitatory and inhibitory synapses obtained with 

confocal microscopy of individual neurons. Next, I apply this algorithm to primary cortical neurons that 

have been stimulated with a single acute dose of BDNF. I determine that BDNF alters the spatial 

distribution of excitatory and inhibitory synapses and that the resulting distribution is more adept at 

converting barrages of synaptic activity into action potentials. Finally, I investigate the molecular 

mechanisms that mediate BDNF-induced excitatory synapse formation. I determine that the established 

BDNF target gene Arc is required for BDNF-induced excitatory synapse and dendrite formation. Further, 

I determine that LRRMT1 is a BDNF target gene that displays an additive interaction with BDNF during 

the process of excitatory synapse formation. Collectively, these data highlight previously undocumented 

mechanisms by which BDNF may shape cortical circuitry. 
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Chapter 1. Background and Significance 

1.1 Introduction 

Computation within the cerebral cortex is based upon the flow of electrochemical information 

at synaptic inputs. The cortex contains billions of neurons, each of which receives thousands of inputs, 

and, therefore, the static computational power of the cortex is extraordinary. However, although it is 

convenient to think of the cortex as a machine with a fixed amount of computational power, that is 

hardly the case. This is because individual synaptic inputs, and the neurons that receive them, are in a 

constant state of flux with synapses being added, removed and modified over time. Therefore, two 

major thrusts of modern cellular neuroscience are: 1) to describe how individual neurons change over 

time and 2) to understand how these changes influence the generation of action potentials by individual 

neurons. 

In this dissertation, I present my investigations describing how the neurotrophin brain-derived 

neurotrophic factor (BDNF) simultaneously alters action potential generation as well as the number of 

synaptic inputs. I propose that BDNF rapidly augments the population of excitatory inputs and inhibitory 

inputs, resulting in a synaptic configuration that is particularly adept at generating action potentials. In 

this first chapter, I will present a literature review that distinguishes excitatory synaptic inputs from 

inhibitory synaptic inputs and provides a general background on BDNF expression and function. In the 

second chapter, I will present a computational approach to predict how the location of excitatory and 

inhibitory synapses influences action potential generation. In the third chapter, I will present my 

conclusion that BDNF increases cortical neuron action potential generation by promoting a spatial 

distribution of excitatory and inhibitory synapses that has greater intrinsic excitability. In the fourth 

chapter, I will present evidence that activity-regulated cytoskeletal protein (Arc) and leucine-rich repeat 

transmembrane protein (LRRTM1) mediate BDNF’s ability to augment excitatory synaptic inputs. In the 
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fifth and final chapter, I will critically discuss the significance of my work within the broad context of 

cellular neuroscience. 

1.2 Overview: The Cellular Anatomy of the Cerebral Cortex 

The Cortex Consists of Glia and Neurons 

The mammalian cerebral cortex consists of two basic cell types, glia and neurons (Figure 1.1). 

Glia are not electrically excitable and they are the most numerous cells within the brain (Herculano-

Houzel, 2011). Glia can be subdivided into three major classes: oligodendrocytes, astrocytes and 

microglia. Oligodendrocytes are responsible for bestowing axons with a myelin sheath that facilitates 

the conduction of electrical impulses (Simons and Lyons, 2013). Astrocytes are a structurally and 

functionally diverse class of cells that play an important role in modulating synapse function as well as 

facilitating the flow of nutrients away from cerebral blood vessels (Clarke and Barres, 2013; Rajkowska 

et al., 2013). Microglia, which are derived from the macrophage lineage, are the primary immune cells of 

the cortex, though they also participate in synapse elimination (Kettenmann et al., 2013). Although 

clearly important for aspects of central nervous system (CNS) function, this dissertation is focused on 

the location of synapses on individual neurons, and, thus, the potential contribution of non-neuronal 

cells will not be discussed further. If the reader is interested, I recommend the recent reviews 

mentioned above as a broad survey of glia’s role in nervous system function. 

The Basic Anatomy of a Cortical Projection Neuron 

Cortical neurons are electrically excitable cells that can be divided into two major classes, 

projection neurons and interneurons (Figure 1.2) (DeFelipe, 2011). Projection neurons, also called 

principal neurons or pyramidal neurons, constitute the majority (~70-80%) of cortical neurons and they 

are defined by the course of their axons, which project distally to other areas of the cortex or to 

subcortical regions (Mérot et al., 2009). Interneurons represent a smaller subpopulation of cortical 

neurons that are defined by their axons, which project locally, typically contacting neighboring neurons 
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Figure 1. An overview of the major non-neuronal cells within the cerebral cortex. 

F                    f                    s      n             A simple neuron is depicted within a 
framework of non neuronal cells.  ligodendrocytes are depicted providing myelin sheaths. Astrocytes 
are depicted in close contact with blood vessels as well as unmyelinated por ons of the axon. Microgli 
al cells are depicted in their surveillance role.  eproduced from  lark and Barres,      without permis 
sion. 
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 (Markram et al., 2004). In addition to the ultimate destination of their axons, cortical neurons can be 

demarcated biochemically. Nearly all cortical projection neurons utilize the neurotransmitter glutamate 

and are excitatory neurons. In contrast, nearly all cortical interneurons utilize the neurotransmitter  

aminobutyric acid (GABA) and are inhibitory neurons. Therefore, pyramidal neurons lack the additional 

biosynthetic enzymes necessary to catalyze the conversion of glutamate into GABA (Le Magueresse and 

Monyer, 2013), although it should be noted that a sub-population of spiny interneurons, the spiny 

stellate cells (SSC), are excitatory (Feldmeyer et al., 2002). As they represent the majority of neuronal 

cells in the cultured cortical preparations used in this dissertation, I will now describe the basic cellular 

anatomy of the cortical pyramidal neuron. However, it will be important to remember that in primary 

cortical cultures inhibitory synapses onto pyramidal neurons arise from the axonal projections of 

inhibitory interneurons, while excitatory synapses onto pyramidal neurons arise from the axonal 

projections of other pyramidal neurons. 

First described in fine anatomical detail by the great neuroanatomists Camilo Golgi and Santiago 

Ramon y Cajal (for review, see (DeFelipe, 2013), the cortical projection neuron is a multi-polar cell that is 

consists of three basic compartments: a single axon, a collection of dendrites and a cell soma (Figure 

1.2).   The axon is a smooth, tortuous and highly-branched structure that emanates from the cell soma 

and projects to other neurons. As the axon projects to its final destination, it forms specialized hemi-

structures with other neurons, called pre-synapses (Simons and Lyons, 2013). The dendrites, collectively 

known as the dendritic arbor, are an assembly of highly branched structures that also emanate from the 

cell soma. However, in contrast to the axon, which is generally smooth and of a single diameter, 

dendrites are decorated with numerous protrusions, called dendritic spines, and the dendritic shaft 

displays a gradual taper as its distance from the cell soma increases (Jan and Jan, 2001). In addition, the 

dendritic shaft and dendritic spines harbor specialized clusters of receptors and scaffolding molecules, 

called post-synapses, that directly oppose the presynaptic structures of passing axons (Koleske, 2013). 
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Finally, between the axon and the dendrites, conceptually but not always physically, is a pyramidal-

shaped cell soma that contains the nucleus and biosynthetic organelles (Purves et al., 2001). In addition 

to structural differences, neuronal compartments have functional differences, which will be discussed 

below with respect to the electrochemical synapse. Because the electrical synapse, or gap junction, will 

not be discussed in this dissertation, hereafter the electrochemical synapse will simply be referred to as 

the synapse. 

 Within cortical networks, the vast majority of fast (millisecond time scale) information transfer 

takes place at synapses. Although there is a tremendous amount of molecular diversity across individual 

synapses, each cortical synapse has a similar structural and functional footprint. Specifically, presynaptic 

terminals contain fusion-competent vesicles, which are filled with neurotransmitter, and a post-synaptic 

plasma membrane that contains neurotransmitter-gated ion channels (Harris and Weinberg, 2012). 

During the process of synaptic transmission, the axon undergoes a rapid and transient depolarization, 

which increases the conductance of voltage-gated calcium channels and thus elevates the cytoplasmic 

calcium concentration within the presynaptic terminal. Neurotransmitter vesicle fusion is calcium 

dependent. Therefore, depolarization of the presynaptic terminal causes the axon to release 

neurotransmitter into the synaptic cleft. Subsequently, neurotransmitter diffuses from its axonal source 

and some fraction activates post-synaptic neurotransmitter receptors. As neurotransmitter receptors 

are ion channels, the binding of neurotransmitter initiates a local change in the dendritic, or post-

synaptic, membrane potential. It is through this remarkable process that the axon of one neuron 

transmits electrochemical information to another neuron (Alabi and Tsien, 2012).   

1.3 Excitatory and Inhibitory Synapses: Composition and Function 

In the mammalian cortex, the primary excitatory neurotransmitter is the amino acid glutamate, 

while the primary inhibitory neurotransmitter is GABA. The excitatory or inhibitory actions of a 

neurotransmitter result from the ionic conductance of post-synaptic receptors and are dependent on 
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neurotransmitter release from presynaptic terminals into the synaptic cleft (Attwell and Gibb, 2005; 

Belelli and Lambert, 2005). In the following section, I will compare basic structural and functional 

aspects of the post-synaptic and presynaptic machineries that are essential for excitatory and inhibitory 

synaptic transmission (Figure 1.3). 

Fast post-synaptic transmission is mediated by ligand gated ion channels, termed ionotropic 

neurotransmitter receptors. Ionotropic glutamate receptors (iGluRs) are non-selective cation channels, 

which primarily conduct sodium and potassium currents and have an equilibrium potential close to 0 mV 

(Traynelis et al., 2010). Therefore, iGluR activation initiates an influx of sodium ions and an efflux of 

potassium ions that persists until the channel closes or the membrane potential reaches 0 mV causing 

an excitatory post-synaptic potential (EPSP). In general, ionotropic GABA receptors conduct chloride 

ions, which, in adult neurons, have a reversal potential close to resting potential (~-70 mV) and a high 

extracellular to low intracellular concentration gradient (Sigel and Steinmann, 2012). Therefore, GABA-

mediated activation of ionotropic GABA receptors initiates an inward flux of chloride ions which 

hyperpolarizes, or inhibits the post-synaptic neuron causing an inhibitory post-synaptic potential (IPSP). 

Assuming a resting membrane potential of -70 mV, it should be noted that the hyperpolarizing effect of 

GABA receptor activation requires that the membrane potential be depolarized, as is the case when the 

neuron has recently received excitatory input. In addition to the ionotropic receptors, there are also 

slow, or metabotropic, glutamate (mGluRs) and GABA (GABAB) receptors, which activate g-protein 

coupled receptors (reviewed in, (Gassmann and Bettler, 2012; Niswender and Conn, 2010)).   

iGluRs are tetrameric assemblies of transmembrane proteins. The iGluRs are divided into three 

families depending on their subunit composition: AMPA receptors (GluA1-GluA4) (Anggono and Huganir, 

2012), NMDA receptors (GluN1, GluN2A-GluN2D, GluN3A and GluN3B) (Paoletti et al., 2013) and kainate 

receptors (GluK1-GluK5) (Copits and Swanson, 2012). AMPA-type glutamate receptors primarily conduct 

fast cation currents (< 2 ms) (Traynelis et al., 2010), although heterodimers lacking GluA2 display  
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F                         s n n        n                   f             n   n         s n  s s  A  
 xcitatory synapses contain vGlut posi ve presynap c vesicles  lled with glutamate along with AMPA, 
NMDA and Kainate postsynap c glutamate receptors. Adapted from Atwell and Gibb,     .  B  Inhibi 
tory synapses contain vGAT posi ve presynap c vesicles  lled with GABA along with GABAA postsynap 
 c receptors. The glial cell is pictured to represent the tripar te synapse, as many synapses are func 
 onally associated with non-neuronal cells.  eproduced from Belelli and  ambert,      without per 
mission. 
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significant calcium conductance, which allows AMPA receptors to directly activate calcium-dependent 

second messenger signaling (Man, 2011). Similar to AMPA receptors, kainate receptors primarily 

conduct cation currents. However, whereas AMPA-mediated synaptic conductance is extremely rapid 

(~2 ms) and produces a relatively large depolarizing post-synaptic potential, kainate-mediated synaptic 

conductance is up to 50 fold slower (~100 ms) and has a much more modest depolarizing effect on the 

post-synaptic neuron (Contractor et al., 2011). NMDA-type glutamate receptors conduct sodium and 

calcium currents, although at resting membrane potential the pore conducting channel of NMDA 

receptors is sterically blocked by magnesium ions. The magnesium block is relieved by AMPA receptor 

mediated membrane depolarization. Therefore, a primary role of NMDA receptors may be to link AMPA-

mediated synaptic activation to intracellular calcium signaling cascades (Paoletti et al., 2013). In addition 

to the core glutamate receptors, post-synaptic specializations also contain a dense collection of 

accessory proteins, which are collectively called the post-synaptic density (Butko et al., 2013). The 

primary components of the post-synaptic density include cytoplasmic scaffolding molecules (PSD-95, 

SAP97, etc.), growth factor receptors (TrkB, FGFR, IGFR, etc.), cell adhesion molecules (N-Cadherin, 

Neuroligins, and LRRTMs) and glutamate receptor regulatory proteins (TARPs, NETO, etc.). As each post-

synaptic density component can modulate synaptic transmission to some extent and each synapse 

contains these molecules in distinct stoichiometries (Sheng and Hoogenraad, 2007), there is an almost 

unlimited repertoire of molecularly distinct post-synaptic specializations. 

Ionotropic GABA receptors are tetrameric assemblies of transmembrane proteins that are 

commonly referred to as the GABAA receptors.  In total there are 19 different GABA subunits encoded by 

19 different genes (Sigel and Steinmann, 2012). Many of these subunits display overlapping expression 

within the brain, and reconstitution studies using recombinant receptor subunits expressed in Xenopus 

oocytes and/or mammalian tissue culture lines have documented that a wide array of hetero-oligomeric 

and homo-oligomeric assemblies conduct chloride current (Sigel and Steinmann, 2012). Therefore, the 
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mammalian nervous system has the potential to generate an enormous collection of unique functional 

GABAA receptors. Regardless of the subunit composition, upon binding GABA, GABAA receptors mediate 

a fast chloride conductance (~ 10-50 ms) (Banks and Pearce, 2000). Similar to excitatory synapses, 

GABAA receptors do not exist in isolation within the post-synaptic membrane. Notably, the post-synaptic 

density of inhibitory synapses contains the cytoplasmic scaffolding molecule gephyrin, the g-protein 

signaling regulatory molecule collybistin as well as the cell-adhesion molecule Neuroligin-2. Similar to 

excitatory synapses, inhibitory synapses can form a diverse repertoire of post-synaptic assemblies due 

to the numerous proteins present at the post-synaptic membrane (Fritschy et al., 2012). 

While a clear delineation can be made between excitatory and inhibitory post-synapses, the 

presynaptic machineries that facilitate neurotransmitter release are quite similar. At the plasma 

membrane of a presynaptic specialization is the active zone, which serves as the primary site for 

synaptic vesicle fusion with the plasma membrane. The active zone is enriched with the evolutionarily 

conserved proteins RIM and RIM-BP and it contains vesicle fusion machinery, such as syntaxin and 

SNAP-25. However, rather than being specifically enriched at the plasma membrane of active zones, the 

ubiquitous fusion machinery is present throughout the neuronal plasma membrane and in other cell 

types (Südhof, 2012). There are also a number of highly-conserved proteins that decorate the surface of 

neurotransmitter vesicles, including VAMP/Synaptobrevin and synaptotagmin (Takamori et al., 2006). 

During the process of synaptic transmission, a concerted series of protein-protein interactions occurs 

between these factors. As an action potential depolarizes the presynaptic terminal, it opens voltage-

gated calcium channels, which are anchored into the active zone via physical interactions with RIM and 

RIM-BP proteins. As calcium enters the presynaptic terminal, it binds to synaptotagmin and facilitates 

the physical interaction between the vesicular SNARE synaptobrevin and the plasma membrane SNAREs 

syntaxin and SNAP-25 resulting in a trans-snare complex, which primes the vesicle for plasma membrane 

fusion and eventual pore formation (Südhof, 2012). Upon pore formation, the neurotransmitter vesicle 



 

11 
 

releases its contents into the synaptic cleft, the trans-snare complex disassembles and the 

neurotransmitter vesicle returns to the reserve or recycling vesicle pool, where its neurotransmitter 

contents are restored (Rizzoli and Betz, 2005). 

The mechanism of neurotransmitter release is nearly identical for every synapse. How then are 

excitatory presynaptic terminals distinct from inhibitory presynaptic terminals? Biochemically, they are 

differentiated by the cytoplasmic pool of neurotransmitter and the neurotransmitter transporters that 

pump neurotransmitter into synaptic vesicles. Excitatory presynaptic terminals contain glutamate-filled 

vesicles, which are loaded by a family of vesicular glutamate transporters (VGlut1-3). In the excitatory 

presynaptic terminal, high concentrations of cytoplasmic glutamate are achieved via a phosphate 

activated glutaminase which converts glutamine to glutamate (Takamori, 2006). Glutamate is then 

concentrated within presynaptic vesicles by the VGlut transporter which relies upon a strong vesicular 

membrane potential and a relatively low concentration of chloride ions (Omote et al., 2011). Inhibitory 

presynaptic terminals contain GABA-filled vesicles, which are loaded with GABA by a single vesicular 

GABA transporter (VGAT) (Chaudhry et al., 1998). In the inhibitory presynaptic terminal, GABA is 

synthesized by glutamic acid decarboxylase (GAD), which is a vesicular membrane associated enzyme. 

GABA is then concentrated within presynaptic vesicles by VGAT, which requires the activity of a vesicular 

ATPase and acts as a glycine/GABA/Cl- co-transporter (Buddhala et al., 2009; Juge et al., 2009). The three 

VGlut transporters display differential expression within the rodent brain, with VGlut1 being the 

prominent glutamate transporter within the cortex, while rodents express only a single GABA 

transporter that is expressed in a variety of brain structures. 

In addition to their unique pre and post-synaptic proteomes, excitatory and inhibitory synapses 

can be differentiated by their ultra-structural characteristics. Excitatory synapses are of the Type I, or 

asymmetric, variety. They are characterized by a presynaptic axonal bouton that contains a pool of 

spherical vesicles and a thin electron dense active zone. On the post-synaptic side, they are 
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characterized by a more prominent electron density, which is typically located at the tip of dendritic 

spine (Harris and Weinberg, 2012). Inhibitory synapses are of the Type II, or symmetric, variety. Similar 

to excitatory synapses, inhibitory synapses have an axonal bouton filled with individual vesicles. 

However, rather than being spherical, many of the vesicles have a flattened or compressed appearance. 

In addition, whereas the post-synaptic density is most prominent at excitatory synapses, the inhibitory 

pre and post-synaptic densities are roughly similar in size (Harris and Weinberg, 2012; Klemann and 

Roubos, 2011). These ultra-structural differences have been used in countless studies to differentiate 

excitatory from inhibitory synapses. 

The ultimate function of the synapse is to provide a means for information transfer between 

two nerve cells. However, synaptic communication is not a binary process. In other words, the release of 

neurotransmitter from a presynaptic neuron does not necessarily elicit an action potential in the post-

synaptic neuron. To fire an action potential, the post-synaptic neuron must receive tens to hundreds of 

individual excitatory inputs within a relatively short window of time because individual synaptic inputs 

do not produce sufficient depolarization to drive the neuron to its action potential threshold (Magee, 

2000; Spruston, 2008). Therefore, the post-synaptic neuron sums the thousands of synaptic inputs 

throughout its dendritic arbor, but it only fires an action potential when it receives a sequence of 

synaptic inputs that is sufficient to drive the membrane potential of the axon initial segment beyond the 

action potential threshold. This concept will be explored in greater detail in Chapter 2. 

1.4 An Introduction to BDNF Expression and Signaling 

 The neurotrophic hypothesis states that neurons compete for a limited supply of neurotrophin, 

and, ultimately, neurons that receive a sufficient quantity of neurotrophin survive and differentiate 

(Snider and Lichtman, 1996). This hypothesis was put forth to explain the observation that excessive 

synaptic connections between neurons and muscle cells are reduced and refined over time. In 

mammals, the neurotrophin family is highly conserved and consists of nerve growth factor (NGF), brain-
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derived neurotrophic factor (BDNF) neurotrophin-3 (NT-3) and neurotrophin-4 (NT-4) (Park and Poo, 

2013). Neurotrophins bind to one of three tropomyosin related kinase receptors (Trks). NGF binds to 

TrkA, BDNF and NT-4 bind to TrkB and NT-3 binds to TrkC (Huang and Reichardt, 2003). In addition, each 

neurotrophin binds to the low-affinity pan neurotrophin receptor, p75. The neurotrophins and their 

receptors display overlapping expression within the CNS. However, BDNF is the most abundantly 

expressed neurotrophin within the cortex (Maisonpierre et al., 1990), and an explosion of evidence in 

the past 2 decades has identified BDNF as a critical mediator of cortical neuron structure and function. 

BDNF transcription is regulated by nine distinct promoters (I-IX) and two poly-adenylation sites 

allowing the BDNF locus to produce at least 18 potential transcripts (Pruunsild et al., 2007). However, as 

the BDNF coding region is contained entirely within a single exon, these transcripts vary solely in their  ’ 

and  ’ untranslated regions (UT s  (Pruunsild et al., 2007). Of the promoters, the best studied has been 

promoter IV, which is regulated by neuronal activity. Specifically, promoter IV contains multiple CaRF 

and CREB binding elements (Hong et al., 2008; Lyons and West, 2011). Intracellular calcium and cAMP 

signaling are elevated when neurons fire action potentials. Thus, promoter IV couples BDNF 

transcription to strong neuronal stimulation (Greer and Greenberg, 2008). Beyond promoter IV, much 

less is understood about the neuronal conditions that activate the other promoters. However, UTRs can 

influence mRNA localization and mRNA translation, and it has been hypothesized that distinct  ’ and  ’ 

UTRs allow BDNF mRNA to localize to distinct locations within the cell depending on the nature of the 

stimulation that caused its production. This notion is supported by analysis of BDNF transcripts 

harboring distinct  ’ UT s. In this case, it appears that long  ’ UT  transcripts specifically localize to and 

are translated within dendrites, while short  ’ UT  transcripts are restricted to the soma (Orefice et al., 

2013).  

The BDNF coding region contains a single exon, and, thus, the BDNF protein that is translated 

from each BDNF mRNA is identical. Like other secreted proteins, BDNF is produced as a precursor 
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protein within the endoplasmic reticulum, where its signal sequence is cleaved to yield 32 kDa pro-BDNF 

(Carvalho et al., 2008). Pro-BDNF is then packaged into dense core vesicles allowing it to be secreted. 

Similar to BDNF transcription from promoter IV, BDNF secretion is enhanced by neural activity. Both 

high-frequency stimulation (>100 Hz) and theta-burst stimulation (TBS) increase BDNF secretion from 

presynaptic terminals, while evidence suggests that lower frequency stimulation (<10 Hz) increases 

BDNF secretion from dendrites (Balkowiec and Katz, 2002; Matsuda et al., 2009). Although BDNF mRNA 

has been localized to dendrites and tagged BDNF appears to be secreted from dendrites, a recent study 

utilizing in vivo hippocampal preparations has suggested that BDNF and its pro-peptide are localized 

exclusively to presynaptic terminals (Dieni et al., 2012; Tongiorgi, 2008). At some point during the 

secretory process, pro-BDNF is again cleaved, yielding the mature 14 kDa mature BDNF protein. 

However, the precise cellular location where pro-BDNF cleavage occurs is an intensely investigated topic 

and a clear consensus has not been reached. In primary culture studies, significant amounts of tagged 

pro-BDNF accumulated within the culture media, suggesting that pro-BDNF can be secreted without 

being cleaved (Yang et al., 2009). The secretion of pro-BDNF could play a significant role in shaping 

nervous system development, as pro-BDNF preferentially binds p75, which is a canonical death receptor 

(Dechant and Barde, 2002). My work utilizes recombinant mature BDNF, thus the possible role of pro-

BDNF/p75 signaling will not be discussed further.  

Mature BDNF is a low-abundance, positively charged growth-factor that functions as a homo-

dimer (Lu et al., 2013) (Figure 1.4). Dimerized BDNF activates the canonical receptor tyrosine kinase, 

TrkB. BDNF binding causes TrkB homo-dimerization and subsequent tyrosine phosphorylation within 

TrkB’s cytoplasmic tail (Huang and Reichardt, 2003). Upon activation, TrkB initiates common growth 

factor-induced intracellular signaling cascades, including the phospholipase C (PLC) pathway, the 

mitogen activated protein kinase (MAPK) pathway and the phosphatidylinositol 3-kinase (PI3K) pathway. 

Activated PLC catalyzes the hydrolysis of phosphatidyl-inositol-4,5 bisphosphate into diacylglycerol  
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F                             n       n              ns    n  s  f BDNF    B s  n   n   BDNF in 
duces thedimeriza on and phosphoryla on of TrkB receptors on their cytoplasmic tails. Phosphory 
lated TrkB ini ates the P  , PI K AKT and M K   K intracellular signaling cascades. The ac va on of 
these signaling cascades has a wide range of overlapping cellular e ects, ul mately, many of these 
e ects are mediated by changes in gene expression within the nucleus.  eproduced from Park and 
Poo,      without permission. 
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(DAG) and inositol triphosphate-1,4,5 (IP3). DAG activates protein kinase C, while IP3 activates the IP3 

receptor within the endoplasmic reticulum, which elevates cytoplasmic calcium levels and influences 

calcium-mediated gene expression. TrkB phosphorylation also activates Ras signaling, which ultimately 

activates the MAPK pathway. Once activated, the MAPK pathway regulates transcription factors and the 

translational machinery, which allows BDNF to indirectly regulate the expression of many genes 

simultaneously. In addition to the MAPK pathway, Ras signaling also activates the phosphatidylinositol-3 

kinase (PI3K) pathway which alters the lipid composition of the plasma membrane inner leaflet and 

ultimately results in the activation of Akt, which increases mTOR-dependent translation (Huang and 

Reichardt, 2003). Although it is convenient to separate TrkB signal transduction into distinct outcomes, it 

is becoming increasingly clear that there is significant convergence amongst each of the individual TrkB 

signaling cascades (Yoshii and Constantine-Paton, 2010). Therefore, teasing apart the contribution of 

individual TrkB signaling cascades to specific neuronal phenotypes is extremely challenging. In addition, 

TrkB undergoes alternative splicing which results in the production of a truncated protein (TrkB.T1) that 

lacks the cytoplasmic tail required for BDNF/TrkB signaling. By acting as a dominant-negative, TrkB.T1 is 

thought to negatively regulate BDNF/TrkB signaling by sequestering BDNF away from functional TrkB 

receptors (Fenner, 2012). However, TrkB.T1 also participate in intracellular signaling within CNS glia 

(Ohira, 2005). Since glia outnumber neurons within the CNS, TrkB.T ’s role within glia may explain why 

TrkB.T1 displays higher expression than TrkB within the adult central nervous system. 

Mature BDNF is positively charged at physiological pH and displays significant non-specific 

interactions with negatively charged components of the phospholipid bilayer and the extracellular 

matrix, which limits BDNF diffusion. BDNF is secreted from pre and/or post-synaptic sites, and limited 

BDNF diffusion is thought to restrict BDNF/TrkB signaling near the site of secretion. Accordingly, TrkB 

has been localized to the post-synaptic density and presynaptic axonal boutons of excitatory synapses 

within the cortex and the hippocampus, which would allow BDNF secreted at the synapse to initiate 
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TrkB signaling (Gomes et al., 2006; Huang et al., 2013). TrkB is associated with presynaptic structures 

throughout axon development, while post-synaptic TrkB appears to accumulate within post-synaptic 

structures as dendrites mature (Gomes et al., 2006), which suggests that BDNF could signal at the 

synapse throughout development.  Similar to other growth factor/receptor signaling complexes, it 

appears that a fraction of BDNF/TrkB complexes are endocytosed and continue signaling at intracellular 

endosomes (Zhou et al., 2012). TrkB is not exclusively localized to excitatory synapses. Full-length TrkB 

has been localized to interneurons, oligodendrocytes, astrocytes and microglia, suggesting that 

BDNF/TrkB signaling may play an important role in a multitude of cells (Colombo et al., 2012; Ferrini and 

De Koninck, 2013; Liot et al., 2013; Wong et al., 2013). Although TrkB is produced by non-neuronal cells 

and interneurons, BDNF expression is largely restricted to excitatory neurons within the neocortex 

(Wetmore et al., 1994). Therefore, BDNF derived from pyramidal neurons initiates TrkB signaling in a 

wide range of cells, allowing BDNF to have a broad influence on CNS function. 

1.5 BDNF Influences Cognition during Development and in Disease 

BDNF signaling appears to be essential for learning and memory. In rodents, learning and 

memory can be tested using behavioral assays, such as contextual-conditioning and spatial learning. 

BDNF mRNA is up-regulated within the hippocampus of rodents during both contextual fear 

conditioning and the Morris water maze, suggesting that BDNF may be involved in hippocampal 

dependent learning (Hall et al., 2000; Mizuno et al., 2000). Conversely, mutant mice with a targeted 

disruption of the BDNF gene within the neocortex, display impaired contextual learning (Gorski et al., 

2003a; Vigers et al., 2012). Long-term potentiation (LTP) is the process by which stimulation of synaptic 

connections at a specific frequency strengthens the connections such that subsequent stimulations elicit 

a stronger response. LTP is thought to be an electrophysiological correlate of learning memory 

(Minichiello, 2009). BDNF is required for LTP at hippocampal synapses, and BDNF application is sufficient 

to induce a form of LTP (BDNF-LTP) (Kang and Schuman, 1995; Korte et al., 1995; Messaoudi et al., 2007; 
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Patterson et al., 1996). Finally, a naturally occurring Val to Met polymorphism in the BDNF gene, which 

impairs BDNF secretion, is associated with reduced episodic memory, altered hippocampal activity and 

reduced hippocampal volume (Hariri et al., 2003; Pezawas et al., 2004). Collectively, these results 

suggest that the BDNF plays an important role in regulating learning and memory and its potential 

electrophysiological correlate, LTP. 

BDNF signaling is disrupted in many human neurodegenerative and psychiatric disorders that 

are characterized by reduced CNS volume and impaired cognitive abilities, suggesting that BDNF may 

influence neurodegenerative processes (Lu et al., 2013; Nagahara and Tuszynski, 2011). The earliest 

insights into BNDF’s role in neurodegeneration came from post-mortem studies that analyzed BDNF 

levels in diseased human brains. In Alzheimer’s, Parkinson’s, and Huntington’s diseases, BDNF 

expression is reduced within degenerating areas of the brain, including the cortex, the hippocampus, the 

striatum and the substantia nigra (Connor et al., 1997; Mogi et al., 1999; Zuccato et al., 2001). BDNF also 

appears to be important in depressive psychiatric disorders as well (Autry and Monteggia, 2012). 

Depressed human patients have reduced hippocampal volume and reduced serum and hippocampal 

BDNF levels. In addition, polymorphisms within the human BDNF gene are associated with various mood 

disorders including bipolar and unipolar depression (Nagahara and Tuszynski, 2011). Schizophrenic 

patients have reduced prefrontal cortical volume, and post-mortem studies have identified reduced 

BDNF levels within the prefrontal cortex of patients who died while suffering from schizophrenia 

(Buckley et al., 2011). Therefore reduced BDNF levels and BDNF polymorphisms are correlated with 

negative outcomes in multiple human neurodegenerative and psychiatric illnesses. 

Evidence from mouse models indicates that reduced BDNF expression may be a causative event 

that leads to neurodegeneration. Genetic deletion of BDNF results in perinatal lethality that is 

accompanied by brain and sensory neuron deficits (Jones et al., 1994). To circumvent the perinatal 

lethality, conditional BDNF mutants were created that lack the BDNF gene specifically within the 
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forebrain during early embryogenesis (Gorski et al., 2003b). These mice display impaired learning and 

memory as well as cortical compaction due to cortical neuron shrinkage, which is reminiscent of 

structural and functional deficits observed in Alzheimer’s disease patients (Gorski et al., 2003a, 2003b). 

Huntington’s disease causes neurodegeneration within the striatum, which is a brain region that 

receives the majority of its BDNF from anterograde projections emanating from the cortex. BDNF 

conditional mice display significant striatal degeneration that results from a reduction in medium spiny 

neuron numbers and dendritic complexity (Baquet et al., 2004). Interestingly, gene expression analysis 

of the brains from forebrain-restricted BDNF knockout mice indicates that the pattern of gene 

expression that results from BDNF deprivation is more similar to human Huntington’s disease patients 

than disease-specific mouse models (Strand et al., 2007). Conditional mice in which BDNF was 

specifically deleted within the mid-hindbrain region display impaired motor coordination and 

dopaminergic cell loss that is reminiscent of human Parkinson’s disease (Baquet et al., 2005). Finally, 

conditional deletion of BDNF within the forebrain of adult animals results in reduced brain size, dendritic 

spine loss and increased depressive-like behavior, suggesting that cortical neurons require BDNF for 

their maintenance (Vigers et al., 2012). Collectively, these results indicate that reduced BDNF expression 

within various brain regions is sufficient to induce neurodegenerative phenotypes that are similar to 

human neurodegeneration. 

Clinical evidence supports the notion that restoring BDNF expression may have a therapeutic 

effect in many neurodegenerative disorders (Lu et al., 2013; Nagahara and Tuszynski, 2011). In rodent 

and primate models of Alzheimer’s disease, viral delivery of BDNF enhanced cognitive ability and 

increased neocortical volume and synapse formation (Nagahara et al., 2009). In a primate model of 

Parkinson’s disease, BDNF protein infusion reduced cell death and enhanced striatal innervation from 

the substantia nigra (Tsukahara et al., 1995). In rodent models of Huntington’s disease, BDNF protein 

infusion improved motor ability and enhanced the survival of a population of neuropeptide producing 
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neurons (Canals et al., 2004). Finally, improvements of depressive symptoms can be brought about by 

antidepressant compounds as well as simple exercise. Interestingly, long-term and short-term treatment 

with antidepressant compounds, including selective serotonin reuptake inhibitors (SSRIs) and ketamine, 

along with voluntary exercise elevate hippocampal BDNF levels in rodents (Duman and Li, 2012; 

Waterhouse and Xu, 2013). Although BDNF appears to be a promising target for restorative therapies, it 

should also be noted that BDNF signaling may have a causative role in some neurological disorders as 

well. For example, excessive BDNF/TrkB signaling is thought to contribute to mossy fiber sprouting and 

general hyperexcitability within the hippocampus that leads to epileptic seizures (Liu et al., 2013). 

BDNF is emerging as an important therapeutic target for a number of neurological disorders, 

and with the exception of epileptic seizures, the desired therapeutic outcome is an elevation of BDNF 

signaling. BDNF intervention is highly desirable in neurodegenerative disorders, which, increasingly, are 

being seen as disorders that result from an inability to maintain synapses (Marcello et al., 2012; Picconi 

et al., 2012).  Accordingly, therapeutic BDNF infusion has been evaluated in 5 clinical trials (4 for ALS and 

1 for diabetic neuropathy)(Lu et al., 2013). Although each of these trials ultimately failed, they were 

generally considered to be unsuccessful because of the difficulty in delivering the highly basic BDNF 

molecule to the correct location (Molina-Holgado et al., 2008). In fact, rather than abandoning direct 

BDNF infusion therapy, there is an increased interest in developing clever BDNF delivery vehicles, 

including osmotic pumps (Mantilla et al., 2013), hydrogels (Bertram et al., 2010), nanoparticles (Pilakka-

Kanthikeel et al., 2013) and nasal sprays (Vaka et al., 2012). However, there is also intense interest in 

small molecule compounds that could augment endogenous BDNF/TrkB signaling, obviating the need for 

direct BDNF delivery (Lu et al., 2013). Regardless, direct BDNF infusion is currently being investigated as 

a disease modifying therapeutic to reverse synapse loss, and it is important to have a complete and 

mechanistic understanding of how direct BDNF application influences neuronal circuitry. 
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1.6 Summary and Aims of the Thesis 

 The goal of this introductory chapter was two-fold. First, I hope that I have provided sufficient 

information to allow the reader to appreciate the structural and functional distinctions between 

excitatory and inhibitory synapses and how synapses contribute to the flow of information between 

neurons. Second, I hope that I have presented adequate evidence to support the notion that BDNF plays 

a prominent role in shaping the structure and the function of the mammalian central nervous system, 

and that studying the neuronal response to BDNF stimulation is therapeutically relevant. 

 Throughout the remainder of this thesis, I will present my research documenting novel aspects 

of the relationship between BDNF, excitatory and inhibitory synapses, and action potential generation. 

In chapter 2, I will introduce the complex interactions that take place between excitatory and inhibitory 

synapses and how computational modeling provides a means to analyze these interactions. This will be 

followed by a novel method to computationally model the outcome of excitatory/inhibitory interactions 

based on morphological data. In chapter 3, I will introduce the reader to some of the known 

mechanisms that allow BDNF signaling to regulate action potential generation within the neocortex. This 

will be followed by my research documenting that BDNF simultaneously stimulates the addition of 

excitatory synapses, inhibitory synapses, and dendrites and that the resulting configuration of synaptic 

inputs is more efficient at generating action potentials. In chapter 4, I will introduce the reader to the 

process of synapse formation and examples of how BDNF-induced expression of synaptic proteins 

mediates BDNF-induced synapse formation. This will be followed by my research documenting that two 

specific BDNF target genes, activity-regulated cytoskeletal protein (Arc) and leucine-rich repeat 

transmembrane protein (LRRTM1), facilitate aspects of BDNF-induced synapse addition. Finally, in 

Chapter 5, I will integrate my findings into the scientific literature at large and present speculations that 

may invite future inquiry. 
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Chapter 2. Modeling Excitation and Inhibition in Individual Neurons 

2.1 Introduction 

Neuroscience is a multi-disciplinary field. In addition to biologists, our current understanding of 

circuits, neurons and synapses is indebted to physiologists, engineers, mathematicians, psychologists 

and philosophers, amongst many others. Although it is unnecessary to rank contributions according to 

their absolute importance, certainly two of the more influential offerings were the pioneering work of 

Hodgkin and Huxley and that of Wilifrid  all. In the late  94 ’s and early  9  ’s using the squid giant 

axon as a model system, Hodgkin and Huxley identified the voltage-gated interplay between sodium and 

potassium ions that underlies the generation of the action potential (HODGKIN and HUXLEY, 1952). In 

the  96 ’s Rall established the cable theory of dendrite function in which he derived a set of differential 

equations that described how Hodgkin-Huxley conductance would behave in a leaky cable such as a 

dendrite (Rall, 1969). Together, these contributions laid the foundation for computational models that 

describe the non-linear summation of synaptic inputs. In this chapter, I provide a brief background on 

our current understanding of the non-linear interactions between synaptic inputs and how 

computational models can help us predict the functional consequences of these interactions. I will then 

describe an algorithmic approach to creating computational models of action potential generation 

based upon confocal images of neurons and their synaptic inputs. 

2.2 Interactions between Excitatory and Inhibitory Synaptic Inputs Take Place within Dendrites 

 Excitatory and inhibitory synaptic inputs antagonize one another. Excitatory inputs depolarize 

the post-synaptic neuron and bring its membrane potential closer to the threshold for firing an action 

potential. Inhibitory synaptic inputs prevent the post-synaptic neuron from reaching the action potential 

threshold. Therefore, the transfer of information from a collection of presynaptic neurons through a 

post-synaptic neuron results from the summation of excitatory and inhibitory synaptic inputs within the 

post-synaptic neuron. However, this process of summation, also known as synaptic integration, is not 
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linear. In fact, the process is highly non-linear and it is influenced by the absolute proximity of the inputs 

from the physical site of action potential generation as well as the relative spatial and temporal 

proximity of the inputs from one another. 

The dendritic arbor largely behaves as though it were a collection of leaky electrical cables 

(Meunier and  amotte d’Incamps,    8 . Excitatory synaptic inputs transiently depolarize the post-

synaptic membrane potential causing an EPSP. However, because the neuronal membrane is porous and 

the dendritic membrane displays capacitance, EPSPs are filtered, or attenuated, as they spread away 

from the site of generation (Gulledge et al., 2005). The primary consequences of filtering are that EPSPs 

exhibit a decreased amplitude and prolonged kinetic time course as they travel towards the site of 

integration (Magee, 2000).  Attenuation is enhanced by basic aspects of cortical dendrite geometry. 

Pyramidal neuron dendrites are successively branched and they get thicker closer to the soma. 

Therefore, as a post-synaptic potential travels down a dendritic branch towards the soma, the 

membrane surface area expands causing further attenuation (Ferrante et al., 2013). Initially, dendritic 

filtering was examined using computational approaches that drew heavily from  all’s influential cable 

theory. However, as dual recording techniques were developed, experimentalists were able to directly 

determine the extent of dendritic filtering in different classes of neurons by simultaneously recording 

from the site of synaptic conductance as well as the neuronal soma (Magee and Cook, 2000; Williams, 

2002).  

Attenuation has been examined in multiple neuron types. In hippocampal CA1 pyramidal 

neurons, the effect of attenuation appears to be minimal because distal synapses are stronger than 

proximal synapses. Therefore, although distal EPSPs are filtered, the effect of filtering is minimized in 

part because distal synapses produce EPSPSs with larger amplitudes than proximal EPSPs  (Magee and 

Cook, 2000). However, in layer V cortical neurons, although the amplitude of distal EPSPs was larger 

than proximal EPSPs, attenuation was marked with the most distal EPSPs attenuating up to 40 fold by 
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the time they reached the neuronal soma (Williams, 2002). It should be noted that although layer V 

neurons exhibited significant attenuation, distal synapses were still able to generate action potentials by 

initiating dendritic spikes, a process facilitated by the activation of non-synaptic ion channels (Smith et 

al., 2013; Williams, 2002). These observations suggest that filtering does indeed take place within the 

dendrites of pyramidal neurons, but the extent of filtering is largely dependent on neuron type. In 

addition, because pyramidal neuron dendrites are decorated with an assortment of voltage-gated ion 

channels, the active properties of dendrites may be able to counterbalance attenuation by initiating 

dendritic spikes or facilitating the backpropagation of action potentials (Segev and London, 2000; 

Waters et al., 2005). These studies provide experimental support for the notion that individual synaptic 

inputs are not equally efficient at generating somatic action potentials and that the location of a synapse 

can dictate how it is summed in the post-synaptic neuron.  

EPSPs initiate local membrane depolarization within dendrites and to fire an action potential a 

post-synaptic neuron must sum multiple EPSPs within a sufficiently small temporal window. As 

discussed above, the somatic depolarization initiated by an EPSP is dependent upon the absolute 

distance of the input from the neuronal soma. However, summation is also influenced by the location of 

inputs relative to one another. The driving force for an excitatory synaptic input is the difference 

between the membrane potential (~-70 mV) and the equilibrium potential for a combined 

sodium/potassium cationic current (Häusser and Roth, 1997). However, while the reversal potential for 

sodium ions is a relatively constant 0 mV, the instantaneous membrane potential for a given patch of 

dendritic membrane can vary considerably. For example, if two neighboring synapses of identical 

strength (equal quantal size and post-synaptic receptor densities) fire in succession, the driving force for 

the first synaptic input will be greater than that of the second input. This is because the local membrane 

potential will be elevated closer to the reversal potential for sodium by the time the second synapse 

fires. Theoretically, the above scenario, where excitatory synaptic inputs are clustered in time and 
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space, results in sublinear summation of two EPSPs (Bush and Sejnowski, 1994). As mentioned above, 

dendrites contain an assortment of voltage-gated ion channels, which can facilitate supralinear 

summation. By activating nonsynaptic ion channels, two relatively weak excitatory inputs have the 

potential to initiate dendritic spikes, which amplify dendritic membrane depolarization and result in 

supralinear summation (Nettleton and Spain, 2000). Importantly, these theoretical interactions are 

beginning to be borne out experimentally. In cortical slice cultures, individual synapses on individual 

dendrites of layer V pyramidal neurons were sequentially activated by glutamate uncaging while 

recording from the soma. In these experiments, it was shown that simultaneous activation of multiple 

excitatory inputs on the same branch display a wide range of nonlinear interactions that depend on the 

order of activation as well as the distance of the inputs from the cell soma (Behabadi et al., 2012). 

 In addition to interactions between concurrent EPSPs, significant interactions also take place 

between EPSPs that arrive concurrent with IPSPs (Figure 2.1). The reversal potential of chloride is close 

to the resting potential of the dendritic membrane, so the activation of an inhibitory synapse causes a 

minimal change in membrane potential. In other words, whereas a typical AMPA-mediated EPSP on a 

thin distal dendrite can, in theory, cause a local depolarization on the order of 15 mV, a typical GABAA-

mediated IPSP on that same dendrite would cause no local change in membrane potential (Qian and 

Sejnowski, 1990). How then do inhibitory synapses inhibit the post-synaptic neuron? First, although 

inhibitory inputs may not hyperpolarize a resting neuronal membrane, they decrease the overall input 

resistance of the neuron by creating temporary pores in the membrane (Prescott and Koninck, 2003). 

Following  hm’s law, this temporary decrease in input resistance will reduce the magnitude of 

depolarization caused by simultaneous excitatory inputs in what is known as shunting inhibition (Koch et  

al., 1983; Mo et al., 2004). Second, if the membrane is already depolarized due to concurrent excitatory 

synaptic activity, the opening of GABAA chloride channels will have a hyperpolarizing effect that brings 

the membrane potential back towards its resting state. In this scenario, EPSPs that are on the same  
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F                           n            n     n  n  n       f  n       ns       n            
 n   n         s n      n   s   e   When excitatory synapses are ac vated in the absence of concur 
rent inhibitory synapse ac va on (red , the electrode within the soma records a strong depolariza on. 
When excitatory synapses are ac vated with concurrent inhibitory synapse ac va on on the same 
branch (blue , the inhibitory synapses e ec vely veto the excitatory postsynap c poten al at the so 
ma.  ight  However, when excitatory synapses are ac vated with concurrent inhibitory synapse ac va 
 on on di erent branches, the inhibitory synapses are less e ec ve at blocking the excitatory postsyn 
ap c poten al. The ability of an inhibitory synapse to inhibit the neuron depends on its loca on rela 
 ve to excitatory inputs.  eproduced from Mel and Schiller,    4 without permission. 
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dendritic path can be vetoed by inhibitory synaptic inputs (Andersen, 1990). An elegant study utilizing 

precise iontophoretic application of glutamate and GABA to individual dendritic branches provided 

direct experimental support for localized interactions between excitatory and inhibitory inputs. In this 

study, activation of inhibitory synaptic inputs on the same branch as excitatory inputs reduced the 

magnitude of somatic EPSPs, while activation of inhibitory inputs on different branches had a much 

smaller impact on the magnitude of somatic EPSPs (Liu, 2004).  

The ability of excitatory synaptic inputs to depolarize the somatic compartment is influenced by 

the location of other synaptic inputs as described above. In addition, the structure of the dendritic arbor 

itself impacts the summation of excitatory inputs as well (Brown et al., 2008; London and Häusser, 2005; 

Segev and London, 2000). Mathematical models have demonstrated that neurons with identical passive 

properties, but different dendrite geometries, produce distinct firing patterns in response to synaptic 

stimulation  (van Elburg and van Ooyen, 2010; Mainen and Sejnowski, 1996). The ability of an individual 

synaptic input to drive a neuron past the action potential threshold is dependent upon the dendritic 

arbor morphology where the input resides (Behabadi et al., 2012; Komendantov and Ascoli, 2009). It has 

even been shown that subtle alterations in the fine structure of individual dendritic branch points may 

account for differences in neuronal output (Ferrante et al., 2013). Finally, in primate cortex, a recent 

study utilizing 3-D neuronal reconstructions, electrophysiology and mathematical modeling confirmed 

that dendrite morphology alone is predictive of some, but not all, aspects of cortical neuron output 

(Amatrudo et al., 2012).  

The relative locations of excitatory and inhibitory synaptic inputs within the dendritic arbor can 

have a significant influence on the ability of an individual synaptic input to depolarize the somatic 

membrane. Therefore, it is not surprising that the balance of excitatory and inhibitory balances is tightly 

regulated. In the hippocampus, interneurons and CA1 pyramidal neurons displayed distinct spatial 

profiles with respect to the number and distribution of symmetric (excitatory) and asymmetric 
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(inhibitory) synapses, with the general trend being that the E/I ratio increases with increasing distance 

from the soma (Guly s et al.,  999  Meg  as et al.,      . In cultured hippocampal neurons, the balance 

between protein markers for E/I synapses (specific pre- and post-synaptic components) is similar on 

individual dendritic branches of the same neuron and the overall E/I ratio increased during development 

(Liu, 2004). In retinal ganglion cells, although the overall balance was coordinated throughout the 

majority of postnatal development, the distance-dependence of the E/I ratio was minimal (Bleckert et 

al., 2013; Johnson et al., 2003; Soto et al., 2011). 

2.3 Compartmental Modeling: Testing Complex Interactions between Thousands of Inputs 

 The concepts discussed above provide a framework for thinking about how the relative location 

of a synapse can influence synaptic integration. However, a neuron can harbor thousands of individual 

synaptic inputs, which begs the question: How does one tease apart the functional consequences of 

these myriad interactions? Although iontophoretic application of neurotransmitter is becoming more 

accessible, the preferred method for studying complex interactions between more than a handful of 

synaptic inputs is the computational model. Currently, the majority of computational models utilize the 

compartmental approach, which reduces a neuron to a series of electrical circuits, or compartments 

(Brette et al., 2007). In this section, I provide a basic introduction to compartmental modeling before 

moving on to an algorithmic approach I developed to convert immunostained images of labeled neurons 

into compartmental models that produce action potentials. 

 Compartmental modeling is a computational method that reduces the complex 

electrophysiology of real neurons into a matrix of differential equations that describe neuronal 

processes in the terms of electrical circuits (Brette et al., 2007). Although the output of a computational 

model is a numerical solution, the process of creating a computational model is a subjective one that 

requires considerable judgment and revision (Bower, 1998; Carnevale and Hines, 2006). The creation of 

a computational model can be broken down into three stages: conceptualization, implementation and 
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simulation. During conceptualization, the modeler must determine the question to be addressed by the 

computational model and must devise a strategy to constrain the model with actual data. In this thesis, I 

am investigating whether the distribution of excitatory and inhibitory synapses that results from BDNF 

stimulation is sufficient to explain BDNF’s ability to increase action potential generation. Once the model 

has been conceptualized, the next step is to implement the model as a series of mathematical 

relationships that use the actual data as variables. In this thesis, I have developed a novel image analysis 

algorithm that calculates the spatial relationship between synapses and dendrites and I have used these 

relationships to construct compartmental models using the NEURON simulator (Carnevale and Hines, 

2006). Finally, after implementation, the model is simulated and the results are analyzed, and, if 

necessary, the model is refined. In this thesis, the results of my simulation will be presented in Chapter 

3, while the approach used to create the simulation will be presented in this chapter. 

Before the advent of simulation packages such as NEURON, computational modeling was 

restricted to those who could derive the necessary differential equations and create computer programs 

to solve them. However, with NEURON the differential equations necessary to perform compartmental 

modeling are built in to the simulator, and they are controlled via a graphical user interface or a simple 

scripting language (Carnevale and Hines, 2006). The fundamental unit of a compartmental model is a 

single combination circuit that describes the electrical properties of a small isopotential patch of 

membrane (Bower, 1998) (Figure 2.2). Although the actual number of components that compose the 

circuit depends on the constraints of the model, the most basic circuit has four components. There is a 

voltage source in parallel with a resistor to create the membrane potential and to represent the passive 

conductance of the membrane. There are one or more variable voltage sources in series with one or 

more resistors to represent the potential and the conductance of non-synaptic ion channels. There is a 

capacitor in parallel with the aforementioned voltage sources, which represents the capacity of the 

membrane to store a charge. Finally, the entire circuit is connected to adjacent circuits in series with a  
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F            n                         s n n           f n    n         n    m represents the mem 
brane poten al with respect to ground.  m is a capacitor which represents the ability of the phospho 
lipid bilayer to store a charge.  m represents the ionic driving force that creates the membrane poten 
 al and it is connected in series with the resistor  m which represents the  xed conductance of passive 
membrane channels.  k in series with Gk represents the combined e ect of variable conductance chan 
nels (voltage-gated, ligand-gated, etc  present within the neuronal membrane.  syn represents the driv 
ing force for a synapse that is connected to the membrane via a switch.  a and  a’ represent resistors 
that connect the circuit to adjacent circuits, which are designed to model the adjacent patches of 
membrane. At rest  m is isopoten al with  m’ and  m’’.  m can become isopoten al with  m’ and  m’’ 
by the discharging of the synap c ba ery or via the variable conductance of  k. Adapted from Bower, 
 998 without permission. 
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resistor which represents the axial resistance created by the cytoplasm (Magee, 2000). At rest, each 

connected circuit is isopotential and there is no voltage difference across any of the circuits. However, 

neurons are decorated with synaptic inputs, and, therefore, an additional component can be added to 

the circuit and that is the synaptic battery. In compartmental modeling, synapses are integrated as 

voltage sources connected to the circuit via a switch that activates a conductance. When a depolarizing 

synaptic input is activated, the switch is closed, the battery discharges and positive charge (sodium 

cations) flows into the circuit via the synaptic conductance. When a hyperpolarizing synaptic input is 

activated, the switch is closed and the battery discharges and negative charge (chloride anions) flows 

into the circuit via the synaptic conductance. Therefore, synaptic batteries are the means by which an 

individual circuit can become anisopotential. When the circuit’s potential is greater (it is depolarized  

than that of its neighbors, current flows into the adjacent circuits. When the circuit’s potential is less (it 

is hyperpolarized) than that of its neighbors, current flows from the adjacent circuits (Koch and Segev, 

1989). 

Interactions between excitatory and inhibitory synapses take place within dendrites. These 

interactions are non-linear, and assessing the functional consequences of the interactions between 

more than a few synapses on an individual neuron is technically challenging. Compartmental modeling 

provides a computational means to circumvent these inherent difficulties. However, compartmental 

models themselves are limited by the data that is used to constrain them. In the next section, I will 

present an algorithmic method that identifies synaptic features within confocal images of 

immunostained neurons and uses these features to constrain computational models that fire action 

potentials. 

2.4 Results: Creating Compartmental Models from Morphological Data 

 Estimating the distribution of excitatory and inhibitory synapse distribution across large regions 

of individual neurons is a difficult endeavor (Bleckert et al., 2013) that has been overcome using a 
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number of approaches. Freund and colleagues used serial-section electron microscopy to characterize 

the location of symmetric and asymmetric synapses on individual neurons within the hippocampus 

(Guly s et al.,  999  Meg  as et al.,      . Wong and colleagues co-expressed fluorescently-tagged PSD-

95 (excitatory) and GABAA receptors (inhibitory) to visualize excitatory and inhibitory post-synaptic sites, 

respectively, on individual retinal ganglion cells (Bleckert et al., 2013). Finally, Liu tracked glutamatergic 

and GABAergic presynaptic terminals by immunostaining for VGlut1 and GAD65, respectively, on 

individual neocortical neurons in culture (Liu, 2004). Furthermore, Liu provided direct 

electrophysiological evidence that the ratio of immunostained glutamatergic and GABAergic presynaptic 

terminals reflects the E/I synapse ratio. Thus, I used this approach to assess the E/I balance in rat cortical 

cultures, immunostaining for VGlut1 to detect excitatory presynaptic terminals and VGAT to detect 

GABAergic presynaptic terminals. It must be noted that the most rigorous method for detecting 

synapses with immunocytochemistry relies upon the colocalization of pre-synaptic components with 

post-synaptic components on individual neuritis. Therefore, my approach will undoubtedly falsely 

identify non-synaptic vesicular structures as bona fide pre-synaptic terminals. 

 To identify excitatory and inhibitory synapses within the dendritic arbors of individual neurons, I 

transfected primary cortical cultures with GFP and performed triple immunofluorescence against GFP, 

VGAT and VGlut1 (Figure 2.3; Raw Data). Primary cortical cultures contain a mixture of excitatory and 

inhibitory neurons. To distinguish between these two classes of neurons, I restricted my analysis to 

neurons that had a well-defined apical dendrite as well as dendritic spines. These morphological 

features are typically found on excitatory pyramidal neurons of the cortex. As cultures were grown at a 

fairly high density, each individual field of view contained a large number of VGlut1 and VGAT 

presynaptic terminals. Visual inspection of GFP labeled neurons revealed VGlut1 punctae present at the 

tips of dendritic spines and VGAT punctae on the cell soma. However, I also observed excitatory and 

inhibitory synapses on the dendritic shaft, which has been detected at the resolution of electron  
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F            n           f               s     n           s  s      s    n       s  (A Top  The 
algorithm used to segment the GFP labeled neuron away from background signal. The raw data are 
convolved with a  . .G. (le  . The  . .G. convolu on is thresholded (middle  and the thresholded data 
are treated with a connectedness  lter to remove all but the largest connected object. (A Bo om  The 
algorithm used to  nd the center of the cell soma. The raw data are convolved with a high -radius 
Gaussian  lter (le  . A  enyi entropy threshold is applied to the Gaussian image to iden fy the soma 
(middle . The centroid of the soma is calculated and used as the center of the neuronal soma (right . (B 
and    The algorithm used to segment synap c puncta. The raw data are convolved with a  . .G. (le  . 
The  . .G. is thresholded (middle  and each individual feature is assigned a unique iden  er (right . 
The right hand images u lizes a lookup table where each feature is shaded with a di erent color. 
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microscopy. In addition, each field of view displayed a high number of background presynaptic terminals 

that were presumably synapsing with untransfected neurons. As expected, presynaptic punctae 

displayed a wide range of distinct shapes and intensities. Collectively, this qualitative analysis of VGlut1 

and VGAT distribution on individual GFP labeled neurons is consistent with many other reports of high 

density cortical cultures. 

 In order to reliably quantify synaptic puncta in high density cultures, the criteria used to score 

immunolabeled punctae must be objective and imposed reproducibly to avoid bias. To enable the 

quantification of large numbers of presynaptic punctae, I developed an automated image analysis 

procedure based upon previous work by (Ollion et al., 2013). The cornerstone of the analysis revolves 

around convolution with a Laplacian of Gaussian (L.O.G.) isotropic kernel to enhance the edges of 

presynaptic structures and dendrites. L.O.G. convolution approximates the second spatial derivative of 

an image, and thus converts areas with a strong intensity gradient (i.e. edges) into zero crossings (Figure 

2.4). The primary benefit of utilizing L.O.G. convolution, rather than strict intensity thresholding, lies in 

the fact that L.O.G. convolution is relatively insensitive to the absolute intensity of the structure. 

Further, when the appropriate kernel size is used (typically, full-width at half-maximum for the structure 

of interest), L.O.G. convolution is also relatively insensitive to salt and pepper noise as well as the shape 

of the structure (Figure 2.4). 

Primary cortical cultures are transfected with approximately 10% efficiency, which leads to 

isolated GFP-positive cells in a field of untransfected cells. Although individual neurons tend to be well 

isolated, individual fields of view can still be contaminated by significant GFP signal that is not 

continuous with the centered neuron. Therefore, to automate image analysis of an individual neuron it 

is essential to segment GFP signal continuous with the neuron of interest away from contaminating GFP 

signal. To accomplish this, I developed an algorithm that implements a low-radius L.O.G. convolution 

followed by a connectedness filter which segments continuous cluster of voxels that are connected by at 
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F                   n  f    ss  n            n      n  s  n                A   . .G. convolu on of a 
perfect puncta (le  , a perfect puncta with extreme noise (middle , and a perfect puncta with low in 
tensity (right . The top row is the raw data  the middle row is the  . .G. convolu on with a radius of 
full width at half maximum (FWHM   the bo om row are the zero crossings of the  . .G. convolu on. 
B  Iden cal to A  except the convolu on was performed on a perfect curved-line. The  . .G. convolu 
 on is insensi ve to noise, low-intensity and the shape of the underlying feature.  



 

36 
 

 least 1 voxel. Finally, I performed a size analysis on the segmented clusters and removed all but the 

largest cluster. The result is a binary confocal stack in which the largest continuous cluster of voxels 

represents the fine features of the neuron of interest (Figure 2.3; Top).  

As described in the introduction, the location of synaptic inputs relative to one another and 

relative the cell soma influences how those inputs are integrated. Therefore, to accurately constrain 

computational models it is essential to identify the center of the soma and to use this point in 3-

dimensional space to serve as the reference point for all other features (synapses and dendrites). To 

accomplish this, I developed an algorithm that can be used on grey level images of GFP -labeled 

neurons. To flatten the fine dendritic features and convert the broad cell soma into a smooth spheroid, 

the entire image is blurred with a high-radius Gaussian filter. To define the boundaries of the smooth 

spheroid, the blurred image is segmented with Renyi’s entropy threshold, and the centroid of the 

resulting 3-dimensional polygon is calculated. Finally, a Euclidean distance transformation is applied to 

the single pixel centroid, which creates an image in which the intensity values of a given pixel represent 

the distance of that pixel from the center of the cell soma (Figure 2.3, Top and Figure 2.5). 

The axonal boutons of cultured neocortical neurons have an average volume of 0.122 m3 +/- 

0.106 m3 (S.D.), which is supraresolution with respect to light microscopy. However, the average 

synaptic vesicle has a volume of 0.0000228 m3, which is well below the limit of resolution with a light 

microscope (Schikorski and Stevens, 1997). With a 63X 1.4 N.A. objective, our confocal optics produce 

digital images with an X-Y pixel size of 0.24 m and Z resolution of 0.5 m, which results in a voxel 

volume of 0.03125 m3. Therefore, a collection of VGlut1 or VGAT vesicles localized to an axonal bouton 

and detected with immunofluorescence, would be expected to produce clusters of voxels with variable 

intensity that range in size from less than 1 voxel to 7.3 voxels. To identify clusters of voxels, I developed 

an algorithm that can be used on grey level images of synaptic puncta. To isolate presynaptic punctae, 

the image is convolved with a low radius L.O.G. kernel. The resulting image is further convolved with an 
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F                   n   s  n      nsf      n  f n    n   f      s  A heat map representa on docu 
men ng the rela ve distance of dendr es (top ,  GAT punctae (middle  and  Glut  punctae (bo om  
from the center of the neuronal soma. The features were isolated using the approach outlined in Fig 
ure 8. Background  GAT and  Glut  punctae were excluded using object-based colocaliza on with the 
GFP signal. 
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 isotropic local maximum kernel to identify the peak intensity points for each individual presynaptic 

feature. Finally, the local maxima are used as seeds for seed-based region growing within the L.O.G. 

convolved image to cluster up to 5 continuous voxels. Seed-based region growing was required to 

separate closely apposed presynaptic clusters that were not separated with L.O.G. convolution alone 

(Figure 2.3; Middle and Bottom). 

 Having developed algorithms to segment each of the features within 3 channel images, next I 

developed a final algorithm that quantifies the distribution of each feature with respect to the center of 

the cell soma. The synaptic cleft is approximately 20 nm in width, which is well below the resolution of 

light microscopy, and, thus, presynaptic terminals should display partial colocalization with the post-

synaptic neuron. To segment presynaptic terminals that synapse with the GFP-labeled neuron away 

from presynaptic terminals that synapse with unlabeled background neurons, the algorithm analyzes the 

GFP intensity (from the binary GFP image) within the volume of each of the presynaptic punctae. If the 

intensity is greater than 0, the puncta displays object-colocalization with the labeled neuron and it is 

retained, otherwise it is omitted. To map the location of presynaptic terminals, the algorithm analyzes 

the intensity of the Euclidean distance transform, which represents the distance from the neuronal 

soma. The output of the image analysis procedure is a map that describes the relative location of each 

dendritic and synaptic feature with respect to the center of the neuronal soma (Figure 2.5). 

The goal of this research was to predict and understand how a given arrangement of dendrites 

and synapses influences action potential generation. Therefore, I devised a strategy for converting the 

features from the morphological maps into compartmental model topologies using the NEURON 

simulator (Figure 2.6). Dendrite topology was specified using a deterministic approach where individual 

Sholl crossings were directly converted into isopotential dendrite sections (Figure 2.6A). The diameter of 

the dendrite sections was calculated by dividing the total GFP volume between two consecutive Sholl 

radii by the number of sections within the Sholl radius and solving for the diameter of the resulting  
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F                n             n            ns    n                          A graphical repre 
senta on of the process used to constrain compartmental models. A  The number of Sholl crossings 
within each 6.   m bins are directly converted to individual dendrite sec ons 6.   m in length. B  
The diameter of each sec on is calculated by dividing the total neuronal volume within a Sholl radius 
by the number of crossings within the Sholl radius and solving for the diameter of the resul ng cylin 
der.    The total number of synapses on the individual neuron. D  The probability of an ac ve synapse 
being located within a par cular Sholl radius.    The probability of an ac ve synapse having an excita 
tory reversal poten al. The heat maps below each image represent the range parameters as deter 
mined for the data set described in  hapter  . F  A representa ve model neuron  ring ac on poten als 
in response to having     and      of its synapses s mulated in a stochas c fashion. 
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cylinder (Figure 2.6B). Synapse placement within the arbor was specified based on the number of 

synapses within a given Sholl radius divided by the total number of synapses on the neuron (Figure 

2.6D). Individual synaptic reversal potentials (-70 mV for inhibitory or 0 mV for excitatory) were 

specified based upon the ratio of VGlut1/VGAT punctae within a given Sholl radius (Figure 2.6E). Finally, 

synaptic conductance was based upon the distribution of normalized puncta intensities, where 1 

normalized A.F.U equals 1 nS of conductance.  

Despite our best efforts, compartmental models are always under-constrained. Within the post-

synaptic density of a single synapse alone there are hundreds to thousands of different proteins which 

can influence the function of that synapse. Therefore, an important aspect of compartmental modeling 

is to identify unconstrained parameters that may influence the modeled solution and to develop a 

strategy to incorporate them into the model. I identified five parameters that are especially likely to 

influence the outcome of the model, but for which I had no constraints. These parameters were the size 

of the apical arbor, the decay kinetics of excitatory and inhibitory synaptic conductance, the length of 

time in which synapses were activated (integration window), the membrane excitability of the dendritic 

arbor and the fraction of active synapses during a stimulation. I began by using reasonable baseline 

values for each of these parameters. I chose a simple 250 m apical dendritic arbor, based on Sholl 

analysis of 14 DIV cortical cultures (Hiester et al., 2013); a matched synapse decay constant of 4 ms, 

which is roughly twice the typical AMPA-type excitatory synapse decay constant and half the typical fast 

component of GABAA-type inhibitory synapse decay (Banks and Pearce, 2000; Roth); a 100 ms synaptic 

integration window based on the bursting behavior of high-density cortical cultures (Wagenaar et al., 

2006); and I set dendritic Hodgkin Huxley channel conductance to 25% of the somatic value, based on 

the approach used in (Komendantov and Ascoli, 2009). Finally, to test the effect of stimulation strength, 

I devised a stimulation scheme where the fraction of active synapses was increased from 0.2 to 1 (in 0.2 

increments). I then systematically varied each parameter value by 2 and 4 fold in both directions (except 
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for stimulation strength which was increased linearly) while keeping all other parameter values at 

baseline. Figure 2.6F documents that this model building approach yields a computational model that 

fires action potentials at a physiologically relevant rate and that the rate increases as the percentage of 

active synapses increases. 

2.4 Conclusions 

 I have developed an algorithmic approach to quantify excitatory and inhibitory synapses as well 

as dendritic arbor morphology on individual GFP-labeled primary cortical neurons. Further, I have 

developed an approach to convert this morphological data into compartmental models using the 

NEURON simulation environment. I implemented L.O.G. convolution as a means to identify punctate and 

dendritic features within multi-channel images. Further, I used a combination of high-radius Gaussian 

convolution in conjunction with Renyi entropy thresholding to approximate the geometrical center of 

the neuronal soma. Finally, Euclidean distance transformation was used to map the distance of each 

synaptic and dendritic feature with respect to the center of the cell soma. The output of this image 

analysis procedure was then used to constrain a computational multi-compartmental model that fired 

action potentials at physiologically relevant rates. Further, I developed a way to systematically 

manipulate unconstrained parameters within the model, which allows for the robustness of the model 

to be assessed under a wide range of conditions. Collectively, this methodology represents a novel way 

to create realistic neuron models and to assess how a given distribution of excitatory and inhibitory 

synapses influence the generation of action potentials.  

2.5 Detailed Methods 

Primary Neuron Cultures 

The entire cerebral cortex was isolated from postnatal day 0 (P0) Sprague-Dawley rats, which 

were anesthetized on wet ice prior to decapitation according to IACUC recommendations, dissociated 

and maintained in a 36.5o Celsius, 5% CO2 and 75% humidity environment (Huettner and Baughman, 
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1986). Briefly, three cerebral cortices (both hemispheres) were pooled, chopped using a sterile scalpel 

and digested for 45 minutes in 200 Units of Papain. Tissue chunks were washed three times with DMEM 

containing 10% FBS, 100 U/mL penicillin and 100 U/ml streptomycin before being dissociated using a 

series of fire polished pipets. Following dissociation, the total number of Trypan Blue negative cells was 

estimated using a hemocytometer, and 215,000 viable cells were plated onto acid washed, Poly-D-Lysine 

coated (1 mg/ml in 0.15 mM Borate Buffer, pH 8.5) 12 mm glass coverslips in 24 well plates with a final 

media volume of 500 l. Twenty-four hours after plating (day in vitro, DIV, 1), DMEM media was 

replaced with 500 l Neurobasal-A culture media supplemented with 1X B-27, 1X Glutamax, 100 U/ml 

penicillin and 100 U/ml streptomycin. Seventy-two hours after plating (DIV 3), glial proliferation was 

inhibited with 1 mM AraC. While monitoring evaporation during preliminary experiments, we observed 

approximately 5% evaporation for every seven days of culture. Therefore, every seven days 25 l of 18 

Ohm Milli-Q water was added to the cultures. 

DNA Transfection 

Plasmid DNA transfections were performed using Lipofectamine 2000 according to the 

manufacturer’s instructions. Briefly,  .7   g of plasmid DNA was mixed with 2.1 l of Lipofectamine 

(3:1 Lipofectamine to DNA ratio) in 100 l of supplement-free Neurobasal-A and incubated for 30 

minutes at room temperature. During the 30 minute incubation, 250 l of conditioned Neurobasal-A 

was removed from each 24 well and pooled with 250 ml of fresh supplemented Neurobasal A (1:1 

Conditioned to Fresh). After the 30 minute incubation, 100 l of the DNA/Lipofectamine mixture was 

added to each well and incubated for 2-4 hours at which point the transfection media was rapidly 

removed and replaced with 1:1 conditioned/fresh media. Transfections were performed 12-24 hours 

before the start of drug treatments (11-12 DIV). 

Immunocytochemistry  
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Unless otherwise noted, all solutions were freshly prepared in 1X PBS, pH 7.4 and all steps were 

performed at room temperature. Cultures were fixed with 4% PFA for 15-20 minutes, and, immediately 

permeabilized with 0.1% Triton-X-100 for 10 minutes. Following permeabilization, cultures were blocked 

in a solution of 10% normal goat serum/0.2% Tween-20 for 1 hour and immunostained with a cocktail of 

primary antibodies diluted in 1% normal goat serum/0.2% Tween-20 (guinea pig anti-VGlut1, 

SySy,1:3000; rabbit anti-VGAT, SySy, 1:2000; chicken anti-GFP, Abcam, 1:2000) for 3 hours. Secondary 

antibody labeling was performed with a cocktail of fluorophore conjugated antibodies diluted in 1% 

normal goat serum/0.2% Tween-20 (goat anti-Guinea Pig-Alexa-647; goat anti-Rabbit-Alexa-555; goat 

anti-Chicken-Alexa-488) for 1 hour. After every incubation, cultures were rinsed three times with 1X 

PBS/0.2% Tween-20. Coverslips were mounted in Fluormount G and stored in the dark at 4 degrees until 

imaging. 

Confocal Microscopy 

Confocal microscopy of fixed cells was performed on a Leica spinning disk confocal microscope 

equipped with a 63X 1.4 N.A. objective and a 512x512 pixel EM-CCD camera (XY resolution: 0.25 

m/pixel; Z resolution: 0.5 m/pixel). Alexa-488 was excited with a 488 nm laser. Alexa-555 was excited 

with a 568 nm laser. Alexa-647 was excited with a 647 nm laser. Image acquisition was controlled with 

MetaMorph software and acquisition parameters were optimized to produce limited pixel saturation 

(<0.5%) during preliminary experiments. Acquisition settings were kept constant throughout the 

remaining imaging sessions. In order to limit artifacts caused by time-dependent fluctuations in laser 

intensity, each imaging session was equally divided between coverslips for each experimental condition. 

Digital images were acquired as 16-bit TIFF files. 

Digital Image Processing and Synapse Quantification 

Image processing was performed using a series of custom ImageJ macros. The workflow consists 

of three sub-streams. The first sub-stream segments the GFP labeled neuron and creates a Euclidean 
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distance map of the neuron, the second sub-stream segments synaptic puncta, and the final sub-stream 

performs object based colocalization between the segmented GFP signal and the segmented puncta 

signals.  

The largest continuous cluster of GFP voxels is identified. GFP stacks are convolved with a 

Laplacian of Gaussian (L.O.G.; smoothing radius of 1 voxel). The resulting 32-bit transform is duplicated 

and converted into a maximum Z projection and the mode and standard deviation pixel intensities for 

the projection are calculated. The 32-bit L.O.G. stack is then converted into a binary 8-bit image by 

setting the upper and lower threshold to the mode plus 1/10th of the standard deviation. Continuous 

clusters of voxels in the 8-bit image are then segmented and the largest cluster (corresponding to the 

soma and all continuous dendrites) is retained, while all other clusters (corresponding to GFP signal not 

continuous with the most massive object) are discarded. For the purpose of dendrite length 

determination, a skeleton of the largest structure is created using the 3D skeletonization plugin. Sholl 

analysis is performed on the skeleton using the Sholl analysis plugin using a high-resolution Sholl radius 

of 6.25 m. 

The center of the soma is defined and a Euclidean distance map is created. Contrast within the 

original 16-bit image stack is saturated at 0.4% and converted to an 8-bit image. The saturated 8-bit 

image stack is then convolved with a heavy Gaussian (smoothing radius 10 pixels), to smooth away all 

but the largest features, and converted to a maximum Z projection. The projection is thresholded using 

the Renyi entropy function and the threshold values are applied to the saturated 8-bit image stack to 

create a binary 8-bit image of the largest features. The largest continuous cluster of voxels (the somato-

dendritic region) is retained, while all other clusters are discarded. Finally, the center of mass for the 

remaining object is determined and used as the reference point for a Euclidean distance transform. By 

mapping feature coordinates back to the  uclidean distance map, each feature’s distance from the 

center of the cell soma is determined. 
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Synaptic puncta are segmented. Puncta stacks are convolved with an L.O.G. (smoothing radius 

of 1 voxel) to sharpen puncta boundaries. The resulting 32-bit transforms are convolved with a Local 

Maximum filter (x and y radius of 2 pixels; z radius of 1 pixel (isotropic with respect to absolute size) and 

a new 8-bit image corresponding to single pixels at each local maxima is created. The local maxima are 

then used as “seeds” and the  . .G. image is used as “spots” for seed based region growing (S G . S G is 

constrained so that only the 5 most intense voxels are clustered and an additional watershed algorithm 

is applied to prevent the merging of spots in close spatial proximity.  

Object-based colocalization is performed on the segmented objects. Synaptic puncta are 

considered to be synapsing on the GFP labeled neuron if they contain at least one voxel overlap with the 

segmented GFP signal. Each feature (GFP, VGlut1 and VGAT) is then redirected to the Euclidean distance 

transform in order to determine its distance from the cell soma. In addition, intensity measurements are 

made by redirecting the VGlut1 and VGAT features to their original, unprocessed 16-bit images. For 

analysis purposes, the absolute distance of each feature is binned using the same 6.25 m radius used 

for Sholl analysis. For intensity comparisons, all puncta intensities were normalized to the average 

puncta intensity for the vehicle treated neurons and are presented as fold change relative to vehicle. 

Computer Simulations 

 Mathematical models were implemented with the NEURON simulation environment (version 

7.3) on an Intel Core i7 workstation. Simplified, multi-compartmental model topologies were 

constructed for individual neurons (63 vehicle; 63 BDNF) based on their distanced-binned neuron 

volumes and their corresponding Sholl profiles. For a given Sholl radius (6.25 m), the number of 

sections and the diameter of each section was as follows: 
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where V is the total volume of all voxels in that particular Sholl radius. The first Sholl radius was 

designated as the somatic compartment, the remaining Sholl radii were designated dendrites. Individual 

sections were connected in a manner that maximized their even distribution throughout the dendritic 

arbor. In addition, each model received an identical axon (Length = 100 m; Diameter = 1 m) and an 

identical apical dendrite whose electrotonic potential was varied in different simulations. The number of 

segments for each section was computed using the d-lambda rule (Hines and Carnevale, 1997), with d-

lambda equal to 0.1. The passive biophysical parameters for the model were as follows: Ri=105 Ωcm, Cm 

= 1 F cm-2, gPas=0.001 S cm-2, ENa= 50 mV, EK= -87 mV, ELeak= -70 mV. In addition, Hodgkin-Huxley 

sodium and potassium conductances were inserted into the model as follows: axon (gNabar = 360 mS cm-

2, gKbar = 10.8 mS cm-2), soma (gNabar = 120 mS cm-2, gKbar = 3.6 mS cm-2), dendrites (gNabar = 1.2 mS cm-2, 

gKbar = 0.36 mS cm-2). The integration time step for all simulations was 0.025 ms. 

 Synapses were modeled using the following paradigm. The kinetics for fast synaptic 

transmission were modeled as a point conductance with an instantaneous rise time (t=0.2 ms) and a 

slow decay that varied in different simulations. Excitatory synapses had a reversal potential of 0 mV, 

while inhibitory synapses had a reversal potential of -70 mV. The conductance for each synapse was 

chosen from the actual distribution of normalized fluorescent intensities for each population of cells, 

where 1 normalized arbitrary fluorescence unit (a.f.u.) = 1 nS of conductance. Synaptic conductance was 

capped at 4 nS as ~ 99% of the normalized a.f.u. values fell below 4.  Stimulation intensities ranged from 

0% to 100%, where the intensity corresponded to the percentage of total synapses that were active for 

a given neuron. For example, neuron A has 1800 synapses, so when it is stimulated at 50%, it will have 

900 active synapses. The location of the active synapses was chosen according to a weighted 

distribution based on the actual location of synapses within the cell. For example, neuron A has 200 

synapses in each of its 9 Sholl radii (1800 total), so for a given active synapse there is a 0.11 probability 

(200/1800) it will be located in a particular Sholl radius. The decision to model the synapse as excitatory 
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or inhibitory was based on the ratio of excitatory to inhibitory synapses for that given Sholl radius. For 

example, neuron A has a 1:1 excitatory to inhibitory ratio in Sholl radii 12.5 m, so there is a 0.50 

probability that a synapse in Sholl radii 12.5 m will be excitatory. After choosing active synapses, each 

synapse was randomly activated within an integration window that varied between simulations and the 

resulting number of action potentials (axon voltage crosses 0 mV) during this window was recorded. 
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Chapter 3. Characterizing and Modeling BDNF’s Influence on Synapse Distribution 

3.1 Introduction 

 Location-dependent interactions between synaptic inputs influence the generation of action 

potentials. Therefore, in theory, two neurons with identical synapse densities can have dramatically 

different firing properties depending on the location of their synaptic inputs within the dendritic arbor. 

Alternatively, two neurons with different synapse densities can have similar firing patterns. In the 

previous chapter I developed a mathematical model of action potential generation that is constrained by 

the distribution of excitatory and inhibitory synaptic inputs on real neurons. In this chapter, I will use the 

aforementioned modeling scheme to test whether BDNF stimulation causes a spatial distribution of 

synaptic inputs that is more efficient at producing action potentials. 

3.1 Known Mechanisms that Link BDNF Signaling to Increased Action Potential Generation 

 Substantial evidence indicates that BDNF influences the generation of action potentials. In 

dissociated hippocampal and cortical cultures, BDNF application increased the frequency of 

tetrodotoxin-sensitive EPSPs (Levine et al., 1995a; Taniguchi et al., 2000). Similarly, BDNF application 

increased the frequency of spontaneous EPSPs in slice cultures prepared from both visual cortex and 

hippocampus (Carmignoto et al., 1997; Scharfman, 1997). Hippocampal slices from BDNF knockout 

animals display reduced presynaptic fiber volley amplitude, which are multi-unit field potentials 

recorded from a collection of presynaptic axons where the amplitude indirectly reflects the number of 

action potentials being propagated within the axons (Patterson et al., 1996). Importantly, both 

recombinant BDNF and viral-mediated BDNF delivery were sufficient to rescue the synaptic deficits in 

BDNF knockout animals, indicating the deficits were not general developmental defects arising from 

BDNF deletion (Korte et al., 1996; Patterson et al., 1996). While acute elevation of BDNF signaling 

enhances the rate of spontaneous action potential generation in cultured neurons, the effects of chronic 

BDNF augmentation on excitatory neuron firing may be under homeostatic control (Turrigiano, 2011). 
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Specifically, by preferentially increasing the firing rate of inhibitory neurons, which dampens culture-

wide activity, BDNF may act as a modulatory signal that facilitates the adaptation to an optimal culture-

wide firing rate (Rutherford et al., 1997, 1998). However, chronic BDNF administration has resulted in 

sustained elevated firing in some laboratories, suggesting that homeostatic mechanisms are not always 

active (Bolton et al., 2000; Tyler and Pozzo-Miller, 2001). Therefore, unaccounted for differences in 

culture preparation may actually determine BNDF’s ultimate functional consequences. 

 Numerous mechanisms have been proposed to explain BDNF’s ability to increase action 

potential generation. The majority of these mechanisms invoke BDNF’s ability to: enhance excitatory 

synapse strength, to increase the number of excitatory synapses and to increase intrinsic neuronal 

excitability. In hippocampal slice cultures, extracellular BDNF application caused a rapid and lasting 

enhancement in the strength of Schaffer collateral-CA1 synapses as measured via extracellular field 

recording (Kang and Schuman, 1995). Further, the increase in field EPSPs was insensitive to BDNF 

washout (both in the presence or absence of the TrkB inhibitors), suggesting that a single dose of BDNF 

induces a lasting modification of excitatory synapse strength (Kang and Schuman, 1995). Subsequent 

studies, which reproduced and extended this initial finding, have revealed both pre and post-synaptic 

mechanisms that can explain the increase in excitatory synapse strength. In hippocampal slice cultures, 

BDNF application increased the number of docked presynaptic vesicles at spinous excitatory synapses 

without altering the size of the active zone or the pool of reserve vesicles (Tyler and Pozzo-Miller, 2001). 

From the post-synaptic perspective, BDNF increases the abundance of synaptic AMPA receptors, NMDA 

receptors and scaffolding molecules, such as PSD-95 (Caldeira et al., 2007a, 2007b; Carvalho et al., 2008; 

Yoshii and Constantine-Paton, 2007, 2010). In addition, during spike timing dependent plasticity, BDNF is 

required for activity-induced spine head enlargement, which is a morphological correlate of increased 

excitatory synapse strength (Tanaka et al., 2008). These studies provide structural evidence that BDNF 

increases the abundance of excitatory synapse machinery, which is correlated with numerous functional 
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studies showing that BDNF increases the amplitude and the frequency of mEPSPs. Therefore, it seems 

likely that some fraction of BDNF’s ability to increase spontaneous action potential generation is the 

result of its ability to strengthen excitatory synapses. 

 BDNF has a well-documented role in modulating the number of excitatory synapses. In 

organotypic slices from CA1 of the hippocampus, BDNF infusion increased the density of dendritic spines 

on the apical dendrites of pyramidal neurons as well as the number of asymmetric synapses as observed 

with electron microscopy (Amaral and Pozzo-Miller, 2007). BDNF infusion and/or overexpression has 

produced similar results on the density of excitatory synapses in other systems as well, including 

Xenopus optic tectum, dissociated cortical cultures and dissociated hippocampal cultures (Hiester et al., 

2013; Lesiak et al., 2013; Sanchez et al., 2006; Taniguchi et al., 2006). Conversely, BDNF removal has a 

negative effect on excitatory synapse density. In the rodent striatum, conditional deletion of the BDNF 

gene from cortical afferents results in decreased dendritic spine density on striatal medium spiny 

neurons (Baquet et al., 2004). Similarly, conditional deletion of BDNF within the adult visual cortex leads 

to an eventual reduction in spine density (Vigers et al., 2012). Finally, mosaic analysis utilizing viral-

mediated recombination revealed that BDNF is cell autonomously required for the maintenance of 

dendritic spines (English et al., 2012). Collectively, these results provide strong evidence that BDNF 

signaling regulates the number of excitatory synapses onto individual neurons. 

 Intrinsic excitability refers to the tendency of a neuron to a fire an action potential. For example, 

consider two neurons that have identical shapes and identical complements of synaptic inputs. Ignoring 

stochastic differences that result from the diffusion of ions and neurotransmitters, if these two neurons 

are subjected to the same pattern of stimulation they should produce identical trains of action 

potentials. However, in the same theoretical experiment, if one neuron responds by producing more 

action potentials, that neuron is said to have increased intrinsic excitability. Although numerous factors 

influence intrinsic excitability, including the distance of the axon initial segment (AIS) from the cell soma 
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and the capacitance of the neuronal membrane (Helmstaedter et al., 2009; Qu and Myhr, 2011), 

intrinsic excitability is strongly influenced by the collection of non-synaptic ion channels that contribute 

to neuronal membrane potential (Beck and Yaari, 2008). In CA1 hippocampal pyramidal neurons, BDNF 

stimulation activates a TRPC channel non-selective cationic current that leads to sustained membrane 

depolarization and increased spontaneous activity (Amaral and Pozzo-Miller, 2007). However, in 

dissociated cortical cultures, BDNF actually prevents increased intrinsic excitability that arises due to 

chronic activity blockade (Desai et al., 1999). Similarly, BDNF/TrkB signaling negatively regulates voltage 

gated sodium channels subunits via Fyn-mediated phosphorylation of the current conducting pore, 

which leads to accelerated fast inactivation and overall decreased sodium current (Ahn et al., 2007). In 

embryonic cortical neurons, BDNF had a similar negative effect on the conductance of high-voltage 

gated calcium channels, while in cultured cortical neurons chronic BDNF exposure had no effect on 

calcium channel currents (Bouron et al., 2006; Levine et al., 1995b). Therefore, BDNF is able to influence 

intrinsic neuronal excitability in either direction by causing differential effects on distinct ion channels. 

3.2 Mechanisms that Could Allow BDNF to Negatively Regulate Action Potentials 

 BDNF clearly has the ability to increase action potential generation by increasing the number 

and strength of excitatory synapses as well as intrinsic excitability. However, as noted above, BDNF is 

also capable of negatively regulating activity via its effects on voltage gated sodium and calcium 

channels. In addition, BDNF has other well-documented effects that would be predicted to decrease 

neuronal activity, and these will be discussed below. 

 Similar to its effects on excitatory synapses, BDNF modulates the number and strength of 

inhibitory synapses. In dissociated hippocampal cultures bath BDNF application increased both the 

amplitude and frequency of mIPSCs, suggesting that BDNF increases both the quantal size of inhibitory 

synaptic transmission as well as the inhibitory release probability (Bolton et al., 2000). In agreement 

with these results, long term BDNF application has also been shown to increase the number of GABAA 
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receptor clusters (Elmariah et al., 2004). In the visual cortex, BDNF heterozygous mice display reduced 

mIPSC frequency and amplitude (Abidin et al., 2008; Gottmann et al., 2009), while transgenic BDNF 

over-expression increases the density of GAD+ presynaptic terminals as well as mIPSC amplitude (Huang 

et al., 1999). However, it should also be noted that there is evidence that BDNF negatively regulates 

inhibitory synapses, particularly in the short term. In CA1, acute BDNF application reduced the 

amplitude and frequency of evoked and spontaneous IPSCs (Tanaka et al., 1997). In dissociated 

hippocampal cultures, BDNF initially reduced the number of GABAA receptor clusters and BDNF over-

expression reduced the number of VGAT+ presynaptic terminals on the dendrites of BDNF null neurons 

(Elmariah et al., 2004; Singh et al., 2006). Therefore, BDNF has the ability to augment inhibitory synapses 

as well as excitatory synapses, though these effects may be time-dependent.  

 Some of BDNF’s most well-documented effects relate to its ability to influence the shape of the 

dendritic arbor. In ferret visual cortex, BDNF infusion enhances apical and basal dendritic arbors of layer 

IV and layer V cortical pyramidal neurons (McAllister et al., 1995, 1996). Similarly BDNF overexpression 

from single neurons within ferret visual cortex enhances dendritic arborization in both an autocrine and 

paracrine manner (Horch and Katz, 2002; Wilson Horch et al., 1999). Conversely, genetic deletion of 

BDNF reduces the complexity of pyramidal neuron dendrites, while genetic deletion of BDNF from single 

cells reduces the number of primary dendrites in a cell autonomous fashion (English et al., 2012; Gorski 

et al., 2003b). Collectively, these studies, and many others (for review, see (Cohen-Cory et al., 2010)), 

have clearly defined a role for BDNF signaling as a positive regulator of the size and shape of the 

dendritic arbor. However, from an electrophysiological and modeling standpoint, expansion of the 

dendritic arbor actually serves to decrease action potential generation. This is because adding to the 

dendritic arbor increases the total surface area of the neuron, which, in turn, increases the overall 

capacitance. Ultimately, the addition of dendrites effectively reduces the ability of synaptic current to 

depolarize the axonal membrane as more of the current is utilized to charge the membrane capacitance 
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(Komendantov and Ascoli, 2009; Weaver and Wearne, 2008). However, it should also be noted that this 

effect could be counterbalanced by the addition of synaptic inputs on to newly formed dendrites. 

Overall, because of the relationship between dendrite surface area and membrane capacitance, BDNF’s 

substantial effects on the dendritic arbor could severely limit BDNF’s ability to increase spontaneous 

action potential generation. 

 Homeostatic adaptation presents an additional mechanism which may limit BDNF’s impact on 

pyramidal neuron action potential generation. In neuronal circuits, intrinsic homeostatic mechanisms 

function to restrict the activity of a neural circuit within a specific range while maintaining the relative 

strength of individual synaptic inputs within the circuit (Turrigiano, 2008). These mechanisms were first 

discovered in cultured cortical neurons in which voltage-gated sodium channels were chronically 

blocked with tetrodotoxin (TTX), which prevents action potential firing but does not impact spontaneous 

miniature synaptic transmission (Turrigiano et al., 1998).  In mature cultures that were grown in the 

presence of TTX for 48 hours, action potential firing ceased but the amplitude of mEPSCs recorded from 

pyramidal neurons but not interneurons increased, which was partially the result of post-synaptic 

mechanisms that increased the neuronal responsiveness to glutamate. When released from TTX 

blockade, cultures displayed dramatically elevated firing rates, which was correlated with a reduction in 

GABAergic drive that results from decreased activity-dependent BDNF signaling (Rutherford et al., 1997; 

Turrigiano et al., 1998). Further, it was shown that co-application of BDNF and TTX abolishes the 

increase in mEPSC amplitude onto pyramidal neurons, while exogenous application of BDNF alone 

increased mEPSC onto bipolar interneurons (a well-defined class of inhibitory neurons) (Desai et al., 

1999; Rutherford et al., 1998). Collectively, these results suggest that BDNF may function as a signal that 

fine tunes the activity level of cortical circuits. When activity is low, and hence BDNF expression is low, 

the strength of excitatory inputs onto inhibitory neurons is reduced while the strength of excitatory 

inputs onto excitatory neurons is enhanced, which serves to elevate global firing. Conversely, when 
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activity is high, and hence BDNF expression is high, the strength of excitatory inputs onto inhibitory 

neurons is enhanced while the strength of excitatory inputs onto excitatory neurons is reduced, which 

serves to reduce global firing. 

 BDNF is a context-dependent signal that is capable of modulating both excitatory and inhibitory 

synapses. Further there is abundant evidence that BDNF’s modulation of excitatory and inhibitory 

synapses contributes to BDNF’s ability to regulate action potential generation. As discussed in Chapter 2, 

the location of excitatory and inhibitory synapses within the dendritic arbor influences synaptic 

integration and could therefore have a significant impact on action potential generation. In the next 

section, I provide a detailed characterization of the cumulative effects of elevated BDNF signaling on the 

distribution of excitatory and inhibitory synaptic inputs within the proximal dendritic arbor of cultured 

cortical neurons. In conjunction with the mathematical model described in Chapter 2, I then use these 

characterizations to test whether BDNF promotes a spatial distribution of excitatory and inhibitory 

synapses that has elevated intrinsic excitability. 

3.2 Results: BDNF Enhances Action Potential Generation by Promoting a Favorable Distribution of 

Excitatory and Inhibitory Synapses 

Although the effects of BDNF on cortical neuron morphology have been extensively studied, 

most studies have been performed using fixed tissue and less is known about the effects of BDNF on 

dendrite dynamics, particularly at low doses (Ji et al., 2010; McAllister et al., 1995, 1996; Wilson Horch 

et al., 1999). I determined whether a low dose of BDNF induces structural plasticity at dendrites in 

dissociated primary cortical neuron cultures using time-lapse microscopy. Individual GFP-transfected 

neurons were treated with vehicle (complete Neurobasal-A) or BDNF (5 ng/ml) and imaged every 2 

hours for 10 hours (Figure 3.1A through 3.1D). Over the course of the experiment, both vehicle (Figure 

3.1A and 3.1B) and BDNF-stimulated (Figure 3.1C and 3.1D) neurons displayed dynamic dendritic  
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F             s      n  BDNF-s         n    ns         -   s       s      (A-D  Time lapse imag 
es (maximum intensity projec ons (MIPs   of    DI  GFP transfected neurons treated with vehicle (A 
and B  or   ng ml BDNF (  and D  and imaged every   hours. The MIPs are from the   hour and    
hour  me points. Upper panels are the en re  eld of view and lower panels are digitally enlarged 
(with bicubic interpola on  MIPs of the boxed region documen ng dynamic behavior at  lopodia. In   
and D, the asterisk signi es the enlarged MIPs in   and F, respec vely. (  and F  Digitally enlarged 
MIPs documen ng the de novo emergence of “new” dendrites on BDNF-s mulated neurons. The 
boxed regions in the    hour MIPs highlight the presence of  lopodia on “new” dendrites. The scale 

bar equals   m in the zoomed-out images and   m in the zoomed-in images. 
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filopodia. However, BDNF-stimulated neurons also exhibited de novo dendrite branch formation, 

something that was rarely seen with controls (Figure 3.1E and 3.1F). I quantified these observations by 

scoring each neuron based upon whether it added one or more dendritic branches (>7.5 m) by the end 

of the imaging session. I determined that 89.7% (26/29) of the BDNF-treated neurons added at least one 

dendrite branch compared to only 17.9% (5/28) of vehicle treated neurons. In addition, while vehicle-

treated neurons typically added no branches or only a single branch, the majority of BDNF-treated 

neurons added two or more branches. Interestingly, many BDNF-induced dendritic branches were 

decorated with filopodia (Figure 3.1E and 3.1F), and often these filopodia exhibited the thin neck and 

bulbous head characteristic of dendritic spines having presynaptic input (Figure 3.1F), suggesting that 

the nascent dendrite branches were undergoing excitatory synapse formation.  

Having established that BDNF acutely induces dendrite and dendritic spine formation, next I 

determined whether these structural changes were associated with global changes in culture-wide 

activity. To accomplish this, I recorded the spontaneous network activity of cultures grown on two-

dimensional multi-electrode arrays (Figure 3.2A (phase contrast)). I recorded from sister cultures (i.e., 

cultures plated from the same pool of dissociated cortex) over a 14 hour period in which the first 2 

hours constituted a pre-treatment baseline. After the baseline, cultures were stimulated with vehicle or 

5ng/ml BDNF and their activity was monitored after 2 hours and again after 12 hours. As previously 

reported (Wagenaar et al., 2006), individual cultures exhibited a range of activity patterns  (Figure 3.2B1 

and  3.2C1). However, while vehicle-stimulated cultures displayed a non-significant 5% increase in 

activity after 2 hours and a significant 32% increase in total spontaneous activity after 12 hours (Figures 

3.2B and 3.2D), BDNF stimulation led to a 102% increase by 2 hours and a 534% increase by 12 hours 

(Figures 3.2C and 3.2D). These results indicate that a single low dose of 5ng/ml BDNF increases 

spontaneous network activity, and in conjunction with the time lapse imaging data, that this increase 

correlates with the formation of new dendrites and dendritic spines. 
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F            ss ss n         -                  ns          -               s  (A  A bright- led im 
age of a representa ve culture at  4 DI  plated on a mul -electrode array. Scale bar equals     m. (B 
and     aster plots from vehicle-s mulated (B  and BDNF-s mulated (   sister cultures. Black  ck 
marks indicate supra-threshold ac vity at a given electrode.   ach plot represents   minutes of con n 
uous recording with ac vity summed across   second intervals. The le  plots (B  and     are from the 
pre-s mula on recording. The middle plots (B  and     are from the   hours post-s mula on record 
ing. The right plots (B  and     are from the    hours post-s mula on recording.   (D  Normalized ar 
ray-wide spike densi es (ASDs  at the indicated  me represented as fold change rela ve to the pre-
drug baseline period (  H . N    6 (   recordings per  me point from   pairs of independent sister cul 
tures . All recording were made in a   hour window ending at the indicated  me.  ehicle or   ng ml 
BDNF was added a er the   H recordings.  rror bars represent S M.    p  .     assessed with a stu 
dent’s T-test (two tails, unpaired, equal variance  comparing the means of vehicle and BDNF treated 
neurons. 
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 BDNF increases the level of spontaneous network activity, which indirectly reflects action 

potential generation. The goal of this study was to use computational models to determine whether  

BDNF-induced increases in action potential generation could be explained by the distribution of 

dendrites and synapses that is the result of BDNF stimulation. Therefore, I used the methodology 

developed in Chapter 2 to thoroughly characterize the morphology of BDNF stimulated neurons (Figure 

3.3). I first quantified BDNF’s effect on proximal dendritic arbor morphology. As expected based on our 

time-lapse imaging data, BDNF increased the amount of dendritic material within the proximal arbor. 

Specifically, BDNF stimulation led to a 24.6% increase in total dendrite length and a 30.1% increase in 

dendrite complexity (Figure 3.4A). This increase resulted from the addition of dendritic material from 19 

m to 60 m from the neuronal soma for both dendrite length (Figure 3.4C) and dendrite complexity 

(Figure 3.4D). Long-term elevation of BDNF signaling (>= 48 hours) has been reported to alter synapse 

density (Bamji et al., 2006; Hiester et al., 2013; Singh et al., 2006; Taniguchi et al., 2006). BDNF induced 

dendrite elongation (Figure 3.4C). Therefore, synapse formation would have to be enhanced beyond 

dendrite elongation to increase synapse density. On the other hand, if synapse formation lags behind 

dendrite formation, BDNF could actually increase the total number of synapses while decreasing 

synapse density. To determine the relationship between synapses and dendrites with and without 

added BDNF, I quantified synapse distribution using two approaches. First, I calculated the total number 

of synapses within the entire proximal dendritic arbor. Second, I calculated synapse density per dendrite 

length, which provides insight into how synapse formation is coupled to dendrite formation. Similar to 

what has been reported for rat hippocampal cultures at 14 DIV (Liu, 2004), our cortical cultures 

displayed an excitatory/inhibitory ratio of 3.1 to 2 and I detected a strong correlation between the 

number of excitatory and inhibitory synapses on individual neurons (vehicle, R2=0.77; BDNF, R2=0.71; 

Figure 3.4B). 

   



 

59 
 

  

F                s n           s  f                 n    ns               F         n          
(A   epresenta ve raw images of a vehicle-treated (le   and a BDNF-treated (right  cor cal neuron 
that have been transfected with GFP (blue  and immunostained for  GAT (red  and  Glut  (green . 
The raw data consists of three individual 7 mm  -stacks ( .  mm   spacing  that have been merged 
and  a ened into a MIP. (B  Skeletoniza on of the raw GFP data in (A  highligh ng the distribu on of 
 GAT and  Glut  puncta throughout the en re proximal dendri c arbor. (   Digitally enlarged MIPs 
documen ng the raw data from the boxed region in (A  documen ng the ability of our image analysis 
procedure to segment puncta based on their colocaliza on with GFP. 
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Next I evaluated BDNF’s influence on excitatory synapse distribution throughout the proximal 

arbor. I found that BDNF increased the number of VGlut1 punctae per arbor (Figure 3.4A). This increase 

was due to the addition of VGlut1 punctae within 19-60 m from the neuronal soma (Figure 3.4E). 

However, when normalized to dendrite length, BDNF had no effect on total VGlut1 density (Figure 3.4A) 

and BDNF actually decreased VGlut1 density in the 19 and 25 m bins (Figure 3.4G). The intensity of 

VGlut1 punctae should be a reasonable estimate of presynaptic strength, as the amplitude of evoked 

excitatory post-synaptic currents (EPSC) and miniature EPSCs are proportional to the amount of VGlut1 

in individual nerve terminals (Jong et al., 2012; Wilson et al., 2005). Therefore, I estimated BDNF’s 

influence on excitatory synapse strength by summing the pixel intensities of the VGlut1 

immunofluorescence signal within individual punctae. I determined that, while BDNF did not increase 

the overall intensity of VGlut1 punctae (Figure 3.4A), it did specifically enhance the intensity of those 

within the first 12.5 m of the neuronal soma (Figure 3.4I). Collectively, these results suggest that BDNF 

increases the number and strength of excitatory synapses within the proximal arbor. However, BDNF-

induced excitatory synapse formation is slightly uncoupled from dendrite formation, which creates a 

reduction in excitatory synapse density within the proximal arbor where most BDNF-induced dendrite 

F              n f  n  BDNF’s        n s n  s s  n    n     s                               (A  A 
bar graph represen ng the BDNF-induced altera on of the indicated parameters across the en re 
proximal dendri c arbor. These values represent the global change irrespec ve of distance from the 
soma.  ach bar represents the average value (BDNF, grey bars  vehicle, white bars  normalized to vehi 
cle. N 6  neurons from   independent cultures for both vehicle and BDNF.  rror bars represent S M. 
(B  Sca er plot represen ng the total number of  GAT punctae plo ed against the total number of 
 Glut  punctae for every neuron in the study (BDNF, grey squares  vehicle, white triangles . ( -    ine 

plots represen ng the average value for the indicated parameters averaged across 6.   m bins 
(BDNF, dashed lines  vehicle, solid lines . The distance plo ed along the x-axis is rela ve to the center 
of the neuronal soma. The individual plots are (   total dendrite length, (D  dendrite crossings, (   total 

number of  Glut  punctae, (F  total number of  GAT punctae (G   Glut  puncta density per m (H  
 GAT puncta density per m (I  normalized  Glut  puncta intensity and (   normalized  GAT puncta 
intensity.    p  .        p  .      p  .   assessed with a student’s T-test (two tails, unpaired, equal 
variance  comparing the means of vehicle and BDNF treated neurons. 
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growth occurs. An increase in excitatory synapse strength in this region may counteract the reduction of 

excitatory synapse density.  

Next, I assessed BDNF’s influence on inhibitory synapse distribution within the proximal 

dendritic arbor. I found that BDNF increased the total number of VGAT punctae per arbor (Figure 3.4A) 

by stimulating the addition of VGAT punctae within 19-56 m of the neuronal soma (Figure 3.4F), again 

indicating new synapse formation within the proximal arbor where new dendrite growth and excitatory 

synapses are added. However, when normalized to dendrite length, BDNF significantly decreased the 

overall density of VGAT punctae (Figure 3.4A), due to a reduction 19-38 m from the soma (Figure 

3.4H), a region larger than that over which the reduction in excitatory synapse density occurred (Figure 

3.4G). There is a strong correlation between VGAT punctae intensity and evoked inhibitory post-synaptic 

currents in acute layer 2/3 cortical slices (Tabuchi et al., 2007), indicating that VGAT punctae intensity 

can be used as an estimate of presynaptic inhibitory synapse strength (Jong et al., 2012).  Unlike VGlut1, 

BDNF increased the overall strength of VGAT punctae (Figure 3.4A), and this resulted in increased VGAT 

puncta intensity throughout the majority of the proximal arbor (Figure 3.4J), suggesting that BDNF 

stimulation causes the formation and strengthening of inhibitory synapses. However, inhibitory synapse 

formation lagged behind dendrite addition more than excitatory synapse formation, leading to a larger 

reduction in inhibitory synapse density. 

BDNF significantly altered the complexity and length of the dendritic arbor as well as the 

intensity and density of excitatory and inhibitory synapses in a distance-dependent fashion. To 

determine whether the BDNF-induced distribution of synapses and dendrites is more efficient at 

generating action potentials, I developed compartmental models using the approach outlined in Chapter 

2. In total, I created two sub-models (vehicle and BDNF) (Figure 3.5), with each sub-model representing 

the 63 individual arbor morphologies analyzed above (for a total of 126 individual models). I then 

analyzed the average firing rate of each sub-model across unconstrained parameter space. I first  
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F             s         s n    n  f  n                  n         s  Heat maps represen ng the 
speci c combina on of sec ons, sec on diameters, synapses, synapse loca ons and synapse types 
across the  rst  6 m for each of the   6 individual neurons that were morphologically characterized 
in this study. The text  les used to generate these heat maps were directly imported into N U  N dur 
ing numerical simula ons. A  represents the vehicle model. B  represent the BDNF model. 
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determined the firing properties of the vehicle model. In general, the highest firing rates were achieved 

at the maximum stimulation intensity (Figure 3.6A and 3.6C-6E). An exception to this general trend was 

observed in the excitatory synapse decay subspace (Figure 3.6B), where maximal firing occurred at 0.6 

stimulation strength because long excitatory synapse decay constants actually suppressed firing at 

higher stimulation strength. Within each subspace specific trends regarding the effect of individual 

parameter values were apparent. Decreasing the size of the apical arbor (Figure 3.6A), increasing the 

excitatory synapse decay constant (Figure 3.6B), decreasing the inhibitory synapse decay constant 

(Figure 3.6C) and shortening the synaptic integration window (Figure 3.6D) all increased the firing rate 

across a range of stimulation intensities. I observed that dendritic membrane excitability had little effect 

on firing at any of the stimulation strengths tested. Collectively, these results suggest that our model 

produces action potential firing in a physiological frequency range (Roxin et al., 2011) and across a wide 

range of physiologically representative parameter space. 

Next, I evaluated the performance of the post-BDNF addition model relative to the vehicle 

model. Within each subspace, the response of the BDNF model paralleled that of the vehicle model. 

Generally, firing rates increased with increasing stimulation intensity and the same parameter values 

that caused fluctuations in the vehicle model also caused fluctuations in the same direction within the 

BDNF model (Figure 3.6A2-6E2). However, there were notable differences in the overall firing rate 

between the models within each parameter subspace, with the BDNF model producing higher firing 

rates. With respect to the apical dendrite, the BDNF model outperformed the vehicle model by ~2-10% 

in 20 of the 21 tested apical dendrite size/stimulation combinations (Figure 3.6F). The only exception 

was the smallest size tested (62.5 mm) at the lowest stimulation intensity, where the vehicle model 

displayed superior performance. In general, the relative firing of the BDNF model increased as the size of 

the apical dendrite increased and at the more moderate stimulation intensities. With respect to synapse 

decay kinetics, the BDNF model outperformed the vehicle model by ~2-25% in 17 of the 19 tested  
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excitatory decay combinations (Figure 3.6G) and by ~2-15% in 20 of the 20 inhibitory decay 

combinations (Figure 3.6H). The BDNF model had the most striking advantage in producing action 

potentials when extremely fast excitatory decay times (1 ms) were paired with the highest stimulation 

intensity. Conversely, the BDNF model was at a clear disadvantage when long excitatory decay times (16 

ms) were paired with the highest stimulation intensities. Regarding the window for synaptic integration, 

we noticed that neither model produced robust firing at low stimulation intensities when the length of 

stimulation was increased to 200 ms and beyond. Nonetheless, in 17 of the 18 combinations that 

displayed robust firing, BDNF outperformed the vehicle model by ~1-13% (Figure 3.6I). Finally, with 

respect to dendritic membrane excitability, altering the H-H conductance of the dendritic arbor did not 

by itself alter the firing properties of individual models. However, dendritic membrane excitability did 

influence the relative performance of the BDNF model in 21 of the 21 tested combinations, with the 

most striking differences occurring when low stimulation intensities were paired with either minimal 

(6.25% of somatic) or maximal (100% of somatic) dendritic H-H conductance (Figure 3.6H). Collectively, 

these results argue that the spatial distribution of dendrites and synapses throughout the proximal 

F                  n           n  BDNF      s     ss           n    f           s      (A-    on 
toured color maps represen ng the  ring rate of vehicle (le   and BDNF (right  models across   model 
subspaces. (A   epresents the apical dendrite subspace with a baseline size of     m. (B   epresents 
the excitatory synapse decay constant subspace with a baseline value of 4 ms. (    epresents the inhib 
itory synapse decay constant subspace with a baseline value of 4 ms. (D   epresents the integra on 
window subspace with a baseline window of     ms. (    epresents the dendri c membrane excitabil 
ity subspace with a baseline value set to     of the soma c H-H parameters.   ach subspace is com 
prised of a single parameter value varied from its baseline value   and 4 fold in each direc on while 
s mula on was linearly increased from  .  to   in  .  increments (    each synapse being s mulated 
once . For each plot, the x-axis represents parameter values, the y-axis represents s mula on strength 
and the z-axis represents the average  ring rate for each of the 6  model neurons in Hz.  ach individu 
al neuron was modeled in each region of subspace un l the S M of its  ring rate dropped below    of 
its average  ring rate. (F-    -D bar graphs depic ng the percent di erence between the vehicle and 
BDNF model in each region of subspace. Green bars indicate spaces where the BDNF model outper 
formed the vehicle model.  ed bars indicate spaces where the BDNF model underperformed the vehi 
cle model. Purple squares represent spaces where fewer than     of the vehicle neurons  red and, 
thus, no comparison was made. 
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arbor of BDNF-stimulated neurons is intrinsically more excitable when compared to control neurons 

across a broad range of parameter space. 

Interactions between excitatory and inhibitory synaptic potentials are influenced by dendritic 

structure. To tease apart the relative contributions of dendritic structure versus excitatory and inhibitory 

synapse distribution, I constructed hybrid models. Specifically, I mapped the average vehicle and BDNF 

synapse profiles on to the globally averaged (vehicle plus BDNF models) dendrite morphology. This 

allowed me to test the precise contribution of synapse distribution on the same dendrite topology. I also 

mapped the globally averaged synapse profile onto the average vehicle and BDNF dendrite 

morphologies, which allowed me to test the precise contribution of dendrite topology using the same 

synapse distribution. I then subjected these hybrid models to the same systematic manipulation of 

parameter space while evaluating action potentials. Each hybrid model displayed the same general firing 

landscape as the original models, suggesting that the process of averaging did not fundamentally alter 

the response to an input barrage of synaptic activity. Assessment of the relative performance of the 

models revealed that the average BDNF synapse distribution is more likely than the average vehicle 

synapse distribution to produce action potentials across a wide range of parameter space (Figures 3.7A-

E right). Conversely, the average BDNF dendrite morphology is much less excitable than the average 

vehicle dendrite morphology across the majority of parameter space (Figures 3.7A-E left). These results 

suggest that, although the BDNF model outperforms the vehicle model, the expansion of the proximal 

dendritic arbor antagonizes BDNF-induced synapse addition to limit BDNF’s overall impact on neuronal 

firing. 

3.3 Conclusion  

I have assessed acute low dose BDNF-induced structural plasticity at dendrites, excitatory 

synapses and inhibitory synapses simultaneously throughout the proximal arbor of individual neurons, 

and I have correlated this structural response with elevated network activity. I found that excitatory and  
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inhibitory synapse formation occurs rapidly upon BDNF stimulation. However, because dendrite 

formation exceeded synaptogenesis, BDNF did not increase synapse density. Using morphologically 

constrained mathematical models, I obtained evidence that the spatial distribution of synapses resulting 

from BDNF addition is more likely to produce action potentials. However, these models also showed 

that the impact of the BDNF-altered synapse distribution is functionally antagonized by the expansion of 

the dendritic arbor. I propose that the coordinated addition of dendrites and both excitatory and 

inhibitory synapses in specific domains of the dendritic tree are important aspects of the mechanism 

that allows BDNF to modulate cortical circuitry. 

3.4 Detailed Methods 

Primary neuron culture, transfection and immunocytochemistry were performed with methods 

identical to those described in Chapter 2.  

Live Cell Microscopy 

 Primary cortical cultures were plated onto glass bottom dishes (Mat-Tek). Neurons were 

cultured and transfected using the same procedures that were used for neurons grown on coverslips. At 

12-14 DIV, dishes were placed into a pre-equilibrated, environmentally controlled stage (5% CO2, 50% 

humidity, 36.5o) that was attached to a Nikon spinning disk confocal microscope with a 512x512 EM-CCD 

camera and fitted with a 0.95 N.A. 40x objective. GFP was excited with a 473 nm laser excitation source. 

5-10 GFP positive neurons were identified per dish and their locations were programmed into the 

automated stage controller that was run by MetaMorph software. After neurons were identified, images 

F            s n              s     ss ss     s         n       ns  f   n               s    s s 
s n  s    s       ns  (A-    -D bar graphs depic ng the percent di erence between vehicle and BDNF 
hybrid models across model subspace. The arrangement of axes and the color coding of individual bars 
is iden cal to Figure 6. The graphs on the le  represent hybrid models where iden cal synapse distri 
bu ons were mapped onto the average vehicle and BDNF dendrite topologies. The graphs on the right 
represent hybrid models where the average vehicle and BDNF synapse distribu ons were mapped on 
to iden cal dendrite topologies. The z-axis of each graph was truncated at -     and       to pre 
serve the scale amongst all of the graphs. 
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were acquired every 2 hours as a Z-stack with Z spacing of 1 m and 50-150 ms exposures per frame. 

The first image was acquired as the neurons were identified and drug application was performed 

immediately after the final neuron was identified, with a typical delay of 10-20 minutes between the 

identification of the first neuron and the application of drug. 

Multi-Electrode Array Analysis 

 Sister cultures from 3 individual cultures prepared on 3 different days were plated on multi-

electrode arrays (MEA; Axion Biosystems; M64-GL1-30Pt200) containing 64 evenly spaced platinum 

electrodes (electrode diameter = 30 m; center to center spacing = 200 m) in an 8 by 8 grid. They were 

allowed to develop until 12-14 days in vitro before recording commenced. Dishes were transferred to 

the incubator containing the MEA recording unit (Axion Biosystems Muse) at least 24 hours prior to the 

first recording in order to avoid artifacts due to culture movement while transporting the cultures into 

the room containing the MEA recording unit.  

Each experiment consisted of two sister cultures, where one culture was stimulated with vehicle 

and the other culture was stimulated with BDNF. The recording procedure was as follows. Activity was 

recorded for a 2 hour pre-drug baseline (-2 to 0 hours). After the baseline, cultures were removed and 

stimulated with vehicle or BDNF and activity was recorded for another 2 hours (0 to 2 hours) and again 

at 12 hours (12 to 14 hours). Extreme care was taken when removing dishes from the recording unit and 

when placing cultures into the recording unit according to the advice of Wagenaar et al (2006). Activity 

at each electrode was monitored with a sampling frequency of 12.5 kHz and spikes were detected in real 

time using the AdaBand spike detections system set to a threshold of 5 standard deviations. Spikes were 

summed into 1 second bins and split into individual chunks of 5 minutes. The post-drug spike rates for 

an individual culture were normalized to its own pre-drug spike rate, to minimize the impact of variable 

firing patterns when comparing vehicle to BDNF stimulated cultures. 
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Chapter 4. BDNF-Induced Gene Expression and Synapse Formation 

4.1 Introduction 

 In the previous chapter I presented evidence that BDNF influences action potential generation 

by creating a favorable distribution of excitatory and inhibitory synaptic inputs within the dendritic 

arbor. However, the intracellular mechanisms that translate the BDNF signal into an altered distribution 

of excitatory and inhibitory synapse inputs are not clear.  Similar to other growth factors, one of the 

primary consequences of BDNF signaling is altered gene expression. However, because hundreds to 

thousands of individual genes are regulated by BDNF, identifying how individual target genes function 

downstream is challenging. In this chapter I discuss the process of synapse formation and stabilization, 

before presenting an introduction to two specific proteins that function at the synapse: Arc and 

LRRTM1. I will then present evidence that Arc is required for BDNF-induced excitatory synapse 

formation and LRRTM1 is a novel BDNF target genes displays an additive interaction with BDNF during 

the process of excitatory synapse formation. 

4.2 Synapse Formation and Plasticity 

 Synapse formation proceeds via coordinated events between axons and dendrites (McAllister, 

2007). As discussed in Chapter 1, the synapse consists of two hemi-structures separated by a physical 

space, or cleft. The pre-synapse is composed of neurotransmitter vesicles that fuse with the plasma 

membrane at the active zone. The post-synapse is composed of neurotransmitter receptors that are 

embedded within a matrix of scaffolding molecules. In addition, synapses contain pre and post-synaptic 

adhesion molecules, which play an important role in initiating and maintaining contact between the pre 

and post-synaptic membranes. Synaptic adhesion molecules are single pass transmembrane proteins 

that contain extracellular domains which facilitate physical interactions between axons and dendrites. 

Typically, synaptic adhesion molecules contain extracellular protein domains, such as immunoglobulin-

like domains, leucine-rich repeats and cysteine-rich domains, which participate in a wide range of 
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homophillic and heterophillic interactions (Poulopoulos et al., 2009). The intracellular portions of 

synaptic adhesion molecules typically contain PDZ domains to promote the anchoring of post-synaptic 

adhesion molecules within the post-synaptic density. During the process of trans-synaptic adhesion, 

unique pairs of presynaptic adhesion molecules physically interact with post-synaptic adhesion partners 

to create a physical link between axons and dendrites (Figure 4.1) (Südhof, 2008). 

The synaptogenic capability of synaptic adhesion molecules was discovered using heterologous 

systems in which non-neuronal cells are transfected with synaptic adhesion molecules and are co-

cultured with primary dissociated neurons. Using this system, it was found that the post-synaptic 

adhesion molecule neuroligin was sufficient to induce the formation of functional pre-synapses onto the 

non-neuronal cells (Scheiffele et al., 2000). Conversely, overexpressing the presynaptic adhesion 

molecule neurexin was sufficient to induce the formation of functional post-synapses onto the non-

neuronal cells (Graf et al., 2004). These initial studies provided the first evidence that synaptic adhesion 

molecules can instruct pre and post-synaptic differentiation. The neurexin and neuroligin families 

contain multiple family members (Südhof, 2008). Furthermore, other synaptogenic adhesion molecules 

have been discovered, including SynCAM, LRRTMs and SALMs (Biederer et al., 2002; Linhoff et al., 2009; 

Mah et al., 2010). In addition to an expanding array of individual families, there also appears to be 

extensive alternative splicing within some families that provides even greater diversity in trans-synaptic 

interactions (Koehnke et al., 2010).  It is currently believed that the diverse binding capabilities of 

adhesion molecules reflect the diversity of synaptic connections within the central nervous system. This 

view has gained credibility as complex psychiatric disorders, including autism spectrum disorders, have 

been linked to polymorphisms in the genes that encode synaptic adhesion molecules, such as 

neuroligins (Reichelt et al., 2012; Tabuchi et al., 2007). 

 Synaptic adhesion molecules facilitate synaptogenesis by promoting the clustering of pre and 

post-synaptic components. Neurexin binds to the presynaptic proteins CASK and synaptotagmin, which 
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F             s             s n    n  f s n         s  n     n            s n  s   (Top  Neurexin 
molecules are embedded within the presynap c membrane where they associate with various presyn 
ap c sca olding molecules such as  ASK. (Bo om  Neuroligin molecules are embedded within the 
postsynap c membrane where they associate with various postsynap c sca olding molecules such as 
PSD-9 . (Middle  Neuroligin directly binds to neurexin within the synap c cle . The neuroligin 
neurexin adhesion complex is a tetrameric assembly.  eproduced from Sudhof,    8 without permis 
sion. 
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 have binding partners within the active zone including -liprins (Dean et al., 2003; Hata et al., 1996). In 

addition, neurexin colocalizes with CASK in axonal transport vesicles, which are packets of presynaptic 

proteins that are thought to provide the functional building blocks for neurotransmitter release at 

nascent presynaptic sites (Fairless et al., 2008). Neurexin clustering, either artificially or via the 

overexpression of neuroligins, is sufficient to induce the accumulation of presynaptic vesicles containing 

VGlut1 or VGAT (Craig and Kang, 2007). Neuroligins bind to the post-synaptic scaffolding molecules 

PSD95 and gephyrin, which stabilize glutamate receptors and GABA receptors within the post-synaptic 

membrane (Irie et al., 1997; Poulopoulos et al., 2009). Neuroligin-1 associates with NMDA receptor 

subunits within post-synaptic transport packets, which, similar to presynaptic packets, are thought to 

contain protein components necessary for rapid post-synaptic assembly (Barrow et al., 2009). Finally, 

neuroligin clustering, via artificial bead-based methods or neurexin overexpression, increases the 

accumulation of AMPA receptors, NMDA receptors and associated post-synaptic scaffolding molecules 

such as PSD95 and SAP102 (Krueger et al., 2012). Although I have presented trans-synaptic adhesion in 

general terms, it should be noted that individual synaptic adhesion molecules appear to preferentially 

cluster excitatory or inhibitory synaptic components. The best characterized example of this preference 

is with neuroligin-1 and neuroligin-2. Whereas clustering of neuroligin-1 results in the accumulation of 

excitatory post-synaptic components, clustering of neuroligin-2 causes the accumulation of inhibitory 

post-synaptic components (Giannone et al., 2013; Woo et al., 2013). 

Gain of function studies clearly indicate that neurexin and neuroligin promote the formation of 

pre and post-synaptic specializations, respectively. However, loss-of-function experiments have been 

less conclusive and, generally, indicate that synaptic adhesion is highly redundant. In rodents, there are 

three neurexin genes, each with two promoters ( and ), which allows for the production of six 

presynaptic neurexins (Reissner et al., 2013). Sudhof and colleagues undertook the heroic task of 

deleting the  promoter from each of the three neurexin genes. From single knockouts to triple 
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knockouts they observed synaptic phenotypes of increasing severity, with triple knockouts displaying a 

~75% reduction in the frequency of mEPSPs and mIPSPSs within neocortical slices (Missler et al., 2003). 

A similar analysis was carried out on neuroligin triple knockout mice and similar results were observed, 

with the exception that single knockout mice did not display a synaptic phenotype. However, it should 

be noted that in neuroligin-1 knockdown is sufficient to reduce dendritic spine density in a cell-

autonomous fashion when the majority of neighboring neurons have normal levels of neuroligin-1 

protein (Kwon et al., 2012). In addition, while mEPSPs and mIPSPs were reduced in the triple knockouts, 

morphological analysis did not identify any significant reduction in synapse numbers or morphology 

(Varoqueaux et al., 2006). These results suggest that neuroligins are not required for the formation of 

synapses, but they are required for normal synapse function. In addition, because the neurexin and 

neuroligin gene families are required for normal synaptic transmission but individual members of the 

family are not, these results argue that synaptic adhesion is an extremely redundant biological process. 

Synaptogenesis is also characterized by stereotyped cellular events. Axons and dendrites are 

decorated with filopodia, and evidence suggests that filopodia initiate contact between axons and 

dendrites that leads to synapse formation (Koleske, 2013). Developing axons display two classes of 

filopodia. Their growth cones harbor filopodia, which participate in axon pathfinding, and their axonal 

shaft exhibits transient filopodia that participate in synapse formation. Evidence that axonal filopodia 

can form presynaptic contacts comes from the localization of dynamic synaptotagmin and VAMP 

positive vesicles within axonal filopodia that stabilize upon contact with dendrites (Chang and De 

Camilli, 2001; Dean et al., 2003). It is not clear whether axonal filopodia retract upon synapse formation 

and become en passant synapses. Also it is not clear whether filopodia from excitatory axons and 

inhibitory axons behave differently during the process of synapse formation. In contrast to axonal 

filopodia, the role of dendritic filopodia in excitatory synapse formation is well understood. During the 

process of synapse formation, dendritic filopodia explore their surroundings and make contact with 
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axonal projections at sites that uptake the synaptic dye, FM1-43 (Hoopmann et al., 2012; Ziv and Smith, 

1996). Subsequent to initial contact and synaptic differentiation, dendritic filopodia recruit AMPA and 

NMDA receptors and associated scaffolding molecules and display AMPA and NMDA synaptic currents 

(Friedman et al., 2000; Zito et al., 2009). Typically the process of excitatory synapse formation is 

associated with an enlargement of the filopodia head and a shortening of the filopodia neck leading to a 

mature dendritic spine synapse (Yuste and Bonhoeffer, 2004). It is not clear whether inhibitory 

synaptogenesis within the dendritic arbor proceeds via the extension of dendritic filopodia as well. 

 A remarkable aspect of synapse development is that synapses are plastic and undergo structural 

and functional changes throughout development. Generally, synapses can be strengthened (long-term 

potentiation; LTP) or weakened (long-term depression; LTD), which enhances or reduces the post-

synaptic response, respectively (Castillo, 2012). Both presynaptic and post-synaptic mechanisms 

contribute to long-term synapse modification. The induction of presynaptic plasticity is likely to rely 

upon PKA-mediated phosphorylation of presynaptic terminal proteins, such as RIM1a, MUNC13, Rab3 

and voltage-gated calcium channels, which can modulate the efficacy of synaptic vesicle fusion (Yang 

and Calakos, 2013). VGlut1 and VGAT expression have been correlated with synapse strength, and it is 

possible that changes in the levels of these transporters contribute to presynaptic plasticity as well 

(Tabuchi et al., 2007; Wilson et al., 2005). The mechanisms that underlie post-synaptic plasticity are well 

understood and generally revolve around the insertion and removal of ionotropic neurotransmitter 

receptors from the post-synaptic density. The potentiation of excitatory synapses is associated with 

strong NMDA receptor activation which leads to the insertion of AMPA and NMDA receptor subunits 

from a rapidly recycling pool and a general expansion of the post-synaptic density (Anggono and 

Huganir, 2012; Grosshans et al., 2002; Petrini et al., 2009). Similarly, the potentiation of inhibitory 

synapses is associated with increased surface expression of GABAA receptors (Marsden et al., 2007). In 

both cases, phosphorylation of the cytoplasmic tails of these receptors, which can be modulated via 
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ligand-dependent and calcium-dependent kinases, appears to be a critical modulator of their surface 

stability and, thus, synapse strength (Anggono and Huganir, 2012; Saliba et al., 2012).  

4.3 BDNF Regulates the Expression of Genes that Influence Synapse Function 

 BDNF regulates the expression of numerous genes that encode for proteins that have known 

roles in modulating the function of excitatory synapses (for reviews, see (Bramham and Panja, 2013; 

Carvalho et al., 2008; Greer and Greenberg, 2008); for a sampling of large scale analyses, see (Alder et 

al., 2002, 2003; Schratt et al., 2004; Strand et al., 2007; Wibrand et al., 2006)). However, due to the 

sheer number of BDNF target genes, many of which have similar functions and are regulated with similar 

kinetics, it has been difficult to identify the specific target genes that mediate BDNF-induced plasticity. 

Nonetheless, some progress has been made towards creating molecular pathways that link BDNF 

signaling to excitatory synapse formation. In cultured cortical neurons, BDNF regulates the expression of 

members of the Wnt family of proteins, and inhibition of Wnt signaling is sufficient to block BDNF-

induced increases in dendritic spine formation (Hiester, 2012). In cultured hippocampal neurons, BDNF 

activates a nonselective cationic current that is mediated by TRPC 3 channels, and TRPC 3 knockdown 

with siRNA blocks BDNF-induced dendritic spine formation (Amaral and Pozzo-Miller, 2007). BDNF 

increases the expression of Rab3a and BDNF-induced synaptic potentiation is impaired in cultured 

hippocampal cells from Rab3a knockout mice (Alder et al., 2003). Similarly, BDNF enhances the 

expression of ryanodine receptors in hippocampal pyramidal neurons, and pharmacological inhibition of 

ryanodine receptor function prevents BDNF-induced dendritic spine addition (Adasme et al., 2011). 

Finally, BDNF increases the dendritic localization of the recycling endosome component Rab11, while a 

Rab11 dominant negative construct is sufficient to prevent BDNF-induced dendritic arborization (Lazo et 

al., 2013). Although each of these mechanisms contributes to BDNF-induced plasticity at synapses, BDNF 

has not been shown to specifically regulate the process of trans-synaptic adhesion. 
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In an attempt to uncover additional physiologically relevant BDNF target genes that directly 

participate in synapse formation, a previous study within the lab analyzed mRNA expression in the 

brains of BDNF knockout mice using microarray analysis (Strand et al., 2007). In total, the expression of 

over 20,000 individual mRNAs was analyzed in four different brain regions (anterior cortex, posterior 

cortex, striatum and cerebellum). Of these, ~2000 showed statistically significant differential expression, 

including the cytoplasmic protein Arc and the synaptic adhesion molecule LRRTM1 

 Arc is a cytoplasmic protein that localizes to synapses in response to strong synaptic stimulation 

(Bramham et al., 2008) (Figure 4.2; Top). The Arc promoter contains a synaptic response element (SARE) 

that consists of a cluster of CREB, SRF and MEF2 binding sites, which is both necessary and sufficient for 

rapid neuronal activity-induced transcription (Kawashima et al., 2009). Upon synthesis, Arc mRNA is 

rapidly transported to dendrites where it docks at the base of dendritic spines and is locally translated 

(Dynes and Steward, 2012). In addition, Arc transcription and local Arc mRNA translation are both 

stimulated by elevated BDNF (Ji et al., 2010; Wibrand et al., 2006; Yin et al., 2002). A unique feature of 

the Arc m NA is that it contains two introns within its  ’ UT , which makes the Arc m NA a target for 

rapid translation-dependent degradation via the process of nonsense mediated decay (NMD) (Giorgi et 

al., 2007). Arc protein interacts with dynamin and endophilin to facilitate the process of AMPA receptor 

endocytosis in response to synaptic stimulation, which is an essential component of the homeostatic 

scaling of excitatory synaptic inputs that was introduced in Chapter 3 (Chowdhury et al., 2006; Shepherd 

et al., 2006). Specifically, Arc depletion increases the level of surface AMPA receptors and Arc 

overexpression decreases the level of surface AMPA receptors and impairs TTX-induced homeostatic 

synaptic scaling, allowing Arc to mediate activity-dependent synapse maturation and stabilization. Arc 

overexpression has been shown to increase the percentage of filopodial dendritic spines that express 

surface AMPA receptors and Arc knockout mice have reduced spine density within the hippocampus 

(Peebles et al., 2010). Although the overexpression result is intuitive considering Arc’s general role as a  
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negative regulator of synapse maturation, the decrease spine density in Arc knockout mice is confusing 

and may indicate that compensatory mechanisms in the Arc knockout animals drive spine loss. From a 

functional standpoint, Arc appears to be a critical mediator of LTP. Infusion of Arc antisense 

oligonucleotides impairs the maintenance phase of HFS-induced LTP within the dentate gyrus, while Arc 

knockout mice have enhanced early phase LTP but abolished late phase LTP (Guzowski et al., 2000; Plath 

et al., 2006). Interestingly, Arc antisense oligonucleotide infusion revealed that sustained Arc expression 

is specifically required for BDNF-induced LTP (Messaoudi et al., 2007). 

The Mechanisms that Regulate LRRTM1 Expression are Unknown  

LRRTM1 is a type-1 transmembrane protein that participates in synaptic adhesion at excitatory 

synapses (Figure 4.2; Bottom). LRRTM1 is part of a four gene family (LRRTM1-4) that is expressed with 

regional specificity within the central nervous system (Laurén et al., 2003). LRRTM1 is predominantly 

expressed within the cortex, hippocampus, thalamus and striatum. The LRRTM1 gene is located on the 

opposite strand of the -catenin 2 gene, and a single nucleotide polymorphism in the putative bi-

directional promoter of LRRTM1 is associated with schizophrenia and left-handedness (Francks et al., 

2007; Kask et al., 2011). However, other than a general characterization of its promoter, little is known 

about the mechanisms that regulate LRRTM1 transcription. The LRRTM1 gene encodes for a 522 amino 

acid type-I transmembrane protein that is produced from a single exon. The N-terminus of LRRTM1 

contains 10 leucine-rich repeats, which are evolutionarily conserved domains that mediate a wide range 

of protein-protein interactions. The extreme C-terminus of LRRTM1 contains a four amino acid E-C-E-V 

PDZ domain, which may anchor LRRTM1 within the post-synaptic density (Laurén et al., 2003). Similar to 

neuroligins, it appears that the extracellular domain of LRRTM1 interacts with the presynaptic neurexins 

(Siddiqui et al., 2010; de Wit et al., 2009). LRRTM1 overexpression within Cos cells that were co-cultured 

with primary hippocampal neurons caused synaptophysin and VGlut1 positive specializations to form on 

the surface of the Cos cells. LRRTM1 overexpression within neurons was sufficient to induce the 
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clustering of presynaptic VGlut1 and post-synaptic PSD-95 but not gephyrin. In addition, artificial 

clustering of LRRTM1 with beads is sufficient to induce the clustering of NMDAR subunits, suggesting 

that LRRTM1 is sufficient to mediate the formation of functional post-synaptic sites  (Linhoff et al., 

2009). Similar to what was observed for the neuroligins, LRRTM1 single knockout mice have a subtle 

synaptic phenotype that is characterized by a more diffuse collection of presynaptic vesicles and 

elongated dendritic spines, two characteristics which are reminiscent of immature excitatory synapses 

(Takashima et al., 2011). However, in cultured hippocampal cells, simultaneous depletion of LRRTM1, 

LRRTM2, neuroligin-1 and neuroligin-3 caused a ~40% decrease in excitatory synaptic puncta density 

that was dependent upon neuronal activity (Ko et al., 2011). From a functional standpoint, simultaneous 

knockdown of LRRTM1 and LRRTM2 impairs hippocampal LTP in CA1, while LRRTM1 knockout mice have 

an altered behavioral response when presented with novel objects and they display a peculiar aversion 

to small spaces (Soler-Llavina et al., 2013; Voikar et al., 2013). 

 Arc and LRRTM1 have the potential to mediate unique aspects of excitatory synapse 

development. Based on previous work within the lab, we identified Arc and LRRTM1 as putative BDNF 

targets in vivo. In the following section, I will present my research investigating the role of Arc and 

LRRTM1 during the process of BDNF-induced excitatory synapse and dendrite formation. 

4.4 Results: The Role of Arc and LRRTM1 During BDNF-Induced Excitatory Synapse Formation 

Microarray analysis revealed that conditional deletion of BDNF from the forebrain results in 

mRNA expression changes in the striatum that are similar to those changes observed in the brains of 

human Huntington’s disease patients. Since microarray analysis is prone to producing false positive 

results, it is necessary to validate microarray expression changes with an independent method. To 

accomplish this, I used qRT-PCR to assess the expression of a handful of differentially expressed genes 

that could participate in the formation and/or stabilization of dendrites and synapses. We chose genes 

based on the strength of their P-values and their potential to mediate synapse development. The genes 
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were grouped into four classes. The first class consisted of endoplasmic reticulum calcium channels 

(ryanodine receptor 1, RYR1; ryanodine receptor 3, RyR3; inositol triphosphate receptor 1, ITPR1), which 

contribute to calcium-induced calcium release, a known regulator of post-synaptic plasticity. The second 

class consisted of activity-induced immediate-early genes (Arc; Homer1a; cFos), each of which had 

previously been linked to synaptic plasticity. The third class consisted of adhesion molecules (LRRTM1; 

cadherin 13, Cdh13), which can mediate interactions between axons and dendrites. The final gene was 

Caspase 2, which was upregulated in the absence of BDNF and has been implicated as a positive 

regulator of neurodegeneration.  Linear regression revealed a strong correlation (r2=0.960) between 

expression changes detected via microarray analysis and the expression changes determined with qRT-

PCR, suggesting that the striatal microarray results reflect actual changes in mRNA expression for a 

number of individual genes (Figure 4.3A). In addition, our analysis specifically confirmed that both Arc 

and LRRTM1 are downregulated within the striatum of BDNF fsKO mice. We chose to continue our 

analysis by further characterizing Arc and LRRTM1 (Figure 4.3B), as the literature suggested that they 

represented the most direct link to excitatory synapse modulation. 

The above results suggest that BDNF is required for Arc and LRRTM1 mRNA expression in vivo. 

However, as the analysis was performed at P35 on striatal RNA, these results provide little insight into 

the directness between BDNF levels and Arc and LRRTM1 expression within the cortex. Therefore, to 

determine whether BDNF acutely regulates Arc and LRRTM1 mRNA levels, I used qRT-PCR to analyze 

their expression within primary cortical cultures that were treated with 25 ng/ml BDNF. To assess early 

BDNF-induced responses, I analyzed Arc and LRRTM1 mRNA expression after 4 hours of BDNF 

treatment. Similar to what has been observed in other labs, a single dose of BDNF caused a dramatic 

~25-fold increase in the abundance of Arc mRNA (Figure 4.3C; Left). However, acute BDNF 

administration did not alter the abundance of LRRTM1 mRNA, although a more prolonged BDNF 

treatment over the course of 48 hours did modestly increase LRRTM1 mRNA abundance (Figure 4.3C;  
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F                                       n  n  BDNF- n           n           N       ss  n      
 orrela on plot comparing the microarray m NA expression   change ( -Axis  versus q T-P   m NA 
expression   change ( -Axis  in P   BDNF fsK  striatum. (A   y  , (B  cFos, (   Arc, (D  Homer, (   
   TM , (F  ITP  , (G   y  , (H   asp , (I   dh  . Individual squares represent the average expression 
level. B  Arc and    TM  m NA expression in P   BDNF fsK  striatum normalized to P   WT striatum 
as detected with q T-P  .    Arc and    TM  m NA expression in    DI  BDNF s mulated primary 
cultures normalized to vehicle s mulated cultures. For Arc,    ng ml BDNF was applied as a single 4 
hour dose. For    TM ,    ng ml BDNF was applied as 4 consecu ve    hour doses (48 hours total . B 
and   represent the average expression in 4 independent samples.  rror bars represent S M.   p  .    
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Right). These results suggest that BDNF is sufficient to acutely increase the abundance of Arc mRNA, 

while chronic BDNF administration is sufficient to increase LRRTM1 mRNA abundance. 

Acute BDNF stimulation causes a dramatic increase in the abundance of Arc mRNA, while 

chronic BDNF stimulation causes a much more modest increase in the abundance of LRRTM1 mRNA. To 

determine whether these changes reflect altered protein expression, I turned to the protein synthesis 

reporter system TimeStamp (TS). TimeStamp is a fusion protein cloned in frame with a gene of interest 

in which an epitope tag is situated downstream of a rapidly acting and self-cleaving Hepatitis C viral 

protease, which is potently inhibited by a cell permeable compound (BILN2061) (Figure 4.4A). Therefore, 

in the absence of BILN, the epitope tag is cleaved and the protein of interest is untagged, while in the 

presence of BILN, the epitope tag is retained and can be used to visualize the protein population that is 

translated after the addition of BILN (Lin et al., 2008). TimeStamp is useful because it allows one to 

estimate protein expression in the absence of a reliable antibody against the endogenous protein, and, 

further, because it allows one to localize the population of newly synthesized proteins. 

Arc antibodies are available, while a reliable LRRTM1 antibody has not been described. 

Therefore, to determine whether TimeStamp provides an accurate representation of BDNF-induced 

protein synthesis in primary cortical cultures, I compared the expression of endogenous Arc to the 

expression of Arc-TS via western blot (Figure 4.4B). I chose a 12 hour BDNF stimulation to match the 

results in Chapter 3, which documented that a single 12 hour dose of BDNF is correlated with increased 

spontaneous network activity and synapse formation. As previously reported, unstimulated primary 

cortical cultures display minimal Arc protein expression. However, upon treatment with BDNF, Arc 

protein expression was induced as demonstrated by a single Arc immunoreactive band at approximately 

50 kDa. To evaluate the expression of Arc-TS, cortical cultures were transfected with Arc-TS plasmid and 

24 hours later BILN was added to the culture media along with either vehicle or BDNF and Arc-TS was 

detected via western blot with HA antibody. The Arc-TS expression profile was nearly identical to  
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endogenous Arc, suggesting that Arc-TS is a reasonable proxy for endogenous Arc protein synthesis. 

Next, I assessed the expression of LRRTM1-TS using the same transfection and stimulation paradigm. 

Similar to Arc-TS, LRRTM1-TS was barely detectable in unstimulated primary cortical cultures, and 

application of a single dose of BDNF increased LRRTM1-TS expression to detectable levels. These results 

suggest that TimeStamp reports aspects of endogenous protein expression regulation. Further, they 

suggest that acute BDNF stimulation is sufficient to increase the abundance of Arc and LRRTM1 

TimeStamped proteins when their mRNA is artificially produced via transfection.  

 It has been demonstrated that both Arc and LRRTM1 localize to excitatory synapses. In the case 

of Arc, there is considerable evidence that newly-synthesized Arc protein targets to dendritic spines and 

excitatory synapses. However, the accumulation of newly synthesized LRRTM1 at excitatory synapses 

has not been analyzed. In order to assess the neuronal distribution of BDNF-induced Arc-TS and 

LRRTM1-TS, I co-transfected primary cortical cultures with mCherry and Arc-TS or LRRTM1-TS and 

performed immunofluorescence for HA to visualize BDNF-induced TimeStamped proteins. Similar to the 

results obtained via western blot, mCherry positive neurons in unstimulated cultures displayed 

miniscule HA immunoreactivity. However, upon BDNF stimulation, Arc-TS and LRRTM1-TS became 

readily detectable (Figure 4.5). In terms of their cellular distribution, both Arc-TS and LRRTM1-TS were 

localized throughout the somatodendritic compartment. However, whereas the TimeStamped proteins 

displayed homogeneous accumulation in the soma itself, both Arc-TS and LRRTM1-TS accumulated at 

discrete puncta throughout the proximal dendritic arbor. To determine if the Arc-TS and LRRMT1-TS 

punctae represented excitatory synapses, I co-transfected cultures with mCherry and Arc-TS or LRRTM1-

TS and performed immunofluorescence for HA and the presynaptic excitatory synapse marker, VGlut1. 

Although some dendritic branches displayed a diffuse accumulation of Arc-TS and LRRTM1-TS, a fraction  
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F            n     n         ss           n  f BDNF- n           n              n                 
n    ns   Primary cor cal cultures were transfected and treated with BI N and BDNF as in Figure 4.4 
except that cultures were co-transfected with m herry to visualize neuronal morphology. 
TimeStamped proteins (Arc, Top     TM , Bo om  were visualized using immunocytochemistry with 
an -HA an bodies. Upon s mula on with BDNF Arc and    TM  accumulate within the cell soma and 
the proximal dendri c arbor. Soma c accumula on is uniform and intense. Accumula on within den 
drites is more punctate. 
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of the more punctate Arc-TS and LRRTM1-TS signal was localized to dendritic protrusions, presumably 

dendritic spines, that colocalized with VGlut1 (Figure 4.6). Collectively, these results suggest that BDNF-

induced Arc-TS and LRRTM1-TS rapidly accumulate at excitatory synapses. 

 A fraction of BDNF-induced Arc and LRRTM1 localizes to excitatory synapses, which may indicate 

that Arc and/or LRRTM1 proteins may be directly participating in the process of BDNF-induced 

excitatory synapse formation and/or modification. If this is the case, over-expression of Arc and/or 

LRRTM1 should modulate the number of excitatory synapses. To address this possibility, I co-transfected 

primary cortical neurons with GFP and Arc or LRRTM1 V5 epitope-tagged fusion proteins and quantified 

the number of VGlut1 punctae and the dendrite length of vehicle- stimulated and BDNF-stimulated 

neurons. The analysis of dendrite length and VGlut1 punctae was performed in an identical fashion and 

are reported as the total length within the proximal arbor as well as in size binned increments. Arc-V5 

overexpression did not have any effect on the number of excitatory synapses or dendrite length. 

However, LRRTM1-V5 overexpression significantly increased the total number of VGlut1 punctae 

without altering total dendrite length (Figure 4.7; Top and Figure 4.8; Top). A Sholl-type distance analysis 

revealed that LRRTM1-V5 overexpression increased the number of VGlut1 punctae throughout the 

majority of the proximal arbor. To determine if LRRTM1-V5 overexpression saturated the system and 

rendered neurons incapable of undergoing BDNF-induced excitatory synapse formation, I analyzed the 

response of LRRTM1-V5 overexpressing neurons that were stimulated with recombinant BDNF. This 

analysis revealed that BDNF stimulation and LRRTM1 overexpression combine to produce an additive 

increase in the number of VGlut1 punctae, with the most striking additive effect occurring in the more 

proximal regions of the neuron (Figure 4.8; Bottom).  

The overexpression analysis indicated that BDNF and LRRTM1 display an additive effect on 

excitatory synapse numbers, while Arc overexpression did not influence excitatory synapse number. 

However an additive interaction does not imply that LRRTM1 is required for BDNF-induced excitatory  
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F            n     n      s n               n  f BDNF- n           n              n              
    n    ns   Primary cor cal cultures were transfected and treated with BI N and BDNF as in Figure 
4. . TimeStamped proteins (Arc, Top     TM , Bo om  were visualized using immunocytochemistry 
with an -HA an bodies and excitatory synapses were visualized with the presynap c excitatory syn 
apse marker  Glut . Upon s mula on with BDNF Arc and    TM  accumulate within a subset of 
m herry posi ve dendri c protrusions that are also posi ve for  Glut , sugges ng dendri c spine syn 
apses. 
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F                  n             f BDNF  n          n         n        n         n              
  n                DI  primary cor cal cultures were co-transfected with GFP and pcDNA .  ( . .  or 
   TM -  .  ultures were treated at   .  DI  with vehicle or   ng ml BDNF for an addi onal    hours. 
Total dendrite length was measured using the algorithm developed in  hapter  . (Top  Bar graphs rep 
resen ng the average total dendrite length normalized to the  . . vehicle condi on.  ed bars repre 
sent BDNF treated cultures. Grey bars represent vehicle treated cultures. n 4  neurons.    p  .   as 
sessed with AN  A and Tukey post-test. (Bo om   ine graphs represen ng the average total dendrite 
length at a speci c distance from the neuron soma normalized to the  . . vehicle condi on. Black  
lines represent  . . transfected cultures. Green lines represent    TM -   transfected cultures. Black 
squares indicate vehicle treatment.  ed squares represent BDNF treatment. 
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F                  n             f BDNF  n          n           n       f        s n  s s      n 
               n                 DI  primary cor cal cultures were co-transfected with GFP and 
pcDNA .  ( . .  or    TM -  .  ultures were treated at   .  DI  with vehicle or   ng ml BDNF for an 
addi onal    hours. Total dendrite length was measured using the algorithm developed in  hapter  . 
(Top  Bar graphs represen ng the average total number of  Glut  synapses normalized to the  . . 
vehicle condi on.  ed bars represent BDNF treated cultures. Grey bars represent vehicle treated cul 
tures. n 4  neurons.    p  .   assessed with AN  A and Tukey post-test. (Bo om   ine graphs repre 
sen ng the average total number of  Glut  synapses at a speci c distance from the neuron soma nor 
malized to the  . . vehicle condi on. Black  lines represent  . . transfected cultures. Green lines rep 
resent    TM -   transfected cultures. Black squares indicate vehicle treatment.  ed squares repre 
sent BDNF treatment.  
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synapse formation. Similarly, Arc’s inability to influence excitatory synapses does not preclude it from 

having during the specific process of BDNF-induced excitatory synapse formation. To determine if Arc or 

LRRTM1 are required for BDNF-induced synapse or dendrite formation, I reduced their expression with 

sh NA and assessed BDNF’s ability to increase the number of excitatory synapses and dendrite length.  

First, I evaluated the efficacy of Arc and LRRTM1 shRNA and determined that Arc shRNA completely 

blocked BDNF-induced Arc-TS expression, while LRRTM1 shRNA was only ~70% efficient (Figure 4.9). 

Next, I determined whether Arc or LRRTM1 expression were required for BDNF-induced excitatory 

synapse formation by blocking their expression with the shRNAs validated above. In contrast to the 

overexpression analysis, LRRTM1 shRNA did not affect the baseline number of VGlut1 punctae, nor did it 

block a BDNF-induced increase in the number of VGlut1 punctae (Figure 4.10 and Figure 4.11). Similarly, 

Arc shRNA did not alter the baseline density of VGlut1 punctae. However, Arc shRNA completely blocked 

a BDNF-induced increase in VGlut1 punctae (Figure 4.12). In addition, Arc shRNA blocked BDNF-induced 

dendrite elongation by ~ 60% (Figure 4.13). Collectively, these results suggest that BDNF-induced Arc 

synthesis is required for the formation of BDNF-induced excitatory synapses and dendrites. 

Arc is required for the formation and/or elongation of BDNF-induced dendrites. However, Arc’s 

role in this process is not clear. Since Arc is thought to play a role in the synapse maturation and the 

maturation of synapses on new dendrites is believed to contribute to dendrite stabilization, I 

hypothesized that BDNF-induced Arc may localize to nascent dendrites allowing it to directly participate 

in synapse maturation. To test this hypothesis, I co-transfected cortical neurons with mCherry and Arc-

TS-YFP, which acquires YFP fluorescence in the presence of BILN, and I tracked the localization of BDNF 

induced Arc within BDNF-induced dendrites. Similar to the results in Chapter 3, BDNF induced the 

formation of dendrites with filopodia, and in a fraction of these dendrites I observed the accumulation 

of Arc-TS-YFP puncta, suggesting that BDNF-induced Arc protein may directly participate in the 

stabilization of nascent dendrites (Figure 4.14). 
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F            ss ss n              f      n         s  N           BDNF- n            n        
    n  s n                s s         DI  primary cor cal cultures were triple transfected with 
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   TM      TM  sh NA  and m herry.    hours a er transfec on, cultures were s mulated with   
mm BI N along with vehicle or   ng ml BDNF. TimeStamp accumula on was assessed with an -HA and 
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F                   n             f        s  N   n         n        n         n              
  n                DI  primary cor cal cultures were co-transfected with GFP and non-targe ng 
sh NA (N.T. sh  or    TM  sh NA (TM  sh .  ultures were treated at   .  DI  with vehicle or   ng ml 
BDNF for an addi onal    hours. Total dendrite length was measured using the algorithm developed in 
 hapter  . (Top  Bar graphs represen ng the average total dendrite length normalized to the N.T. sh 
vehicle condi on.  ed bars represent BDNF treated cultures. Grey bars represent vehicle treated cul 
tures. n 4  neurons.  p  .      p  .   assessed with AN  A and Tukey post-test. (Bo om   ine 
graphs represen ng the average total dendrite length at a speci c distance from the neuron soma nor 
malized to the  . . vehicle condi on. Black  lines represent N.T. sh NA transfected cultures. Green 
lines represent    TM  sh NA transfected cultures. Black squares indicate vehicle treatment.  ed 
squares represent BDNF treatment. 
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F                   n             f        s  N   n BDNF- n       n    s s  n        s n  s s  n 
                        DI  primary cor cal cultures were co-transfected with GFP and non-targe ng 
sh NA (N.T. sh  or    TM  sh NA (TM  sh .  ultures were treated at   .  DI  with vehicle or   ng ml 
BDNF for an addi onal    hours. Total dendrite length was measured using the algorithm developed in 
 hapter  . (Top  Bar graphs represen ng the average total number of  Glut  synapses normalized to 
the N.T. sh vehicle condi on.  ed bars represent BDNF treated cultures. Grey bars represent vehicle 
treated cultures. n 4  neurons.  p  .      p  .   assessed with AN  A and Tukey post-test. 
(Bo om   ine graphs represen ng the average total number of  Glut  synapses at a speci c distance 
from the neuron soma normalized to the  . . vehicle condi on. Black  lines represent N.T. sh NA 
transfected cultures. Green lines represent    TM  sh NA transfected cultures. Black squares indicate 
vehicle treatment.  ed squares represent BDNF treatment.   
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F                   n             f     s  N   n         n        n         n                n      
          DI  primary cor cal cultures were co-transfected with GFP and non-targe ng sh NA (N.T. sh  
or Arc sh NA (Arc sh .  ultures were treated at   .  DI  with vehicle or   ng ml BDNF for an addi onal 
   hours. Total dendrite length was measured using the algorithm developed in  hapter  . (Top  Bar 
graphs represen ng the average total dendrite length normalized to the N.T. sh vehicle condi on.  ed 
bars represent BDNF treated cultures. Grey bars represent vehicle treated cultures. n 4  neurons. 
 p  .      p  .   assessed with AN  A and Tukey post-test. (Bo om   ine graphs represen ng the 
average total dendrite length at a speci c distance from the neuron soma normalized to the  . . 
vehicle condi on. Black  lines represent N.T. sh NA transfected cultures. Green lines represent Arc 
sh NA transfected cultures. Black squares indicate vehicle treatment.  ed squares represent BDNF 
treatment. 
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F                   n             f     s  N   n BDNF- n       n    s s  n        s n  s s  n     
                    DI  primary cor cal cultures were co-transfected with GFP and non-targe ng 
sh NA (N.T. sh  or Arc sh NA (Arc sh .  ultures were treated at   .  DI  with vehicle or   ng ml BDNF 
for an addi onal    hours. Total dendrite length was measured using the algorithm developed in  hap 
ter  . (Top  Bar graphs represen ng the average total number of  Glut  synapses normalized to the 
N.T. sh vehicle condi on.  ed bars represent BDNF treated cultures. Grey bars represent vehicle treat 
ed cultures. n 4  neurons.  p  .      p  .   assessed with AN  A and Tukey post-test. (Bo om  
 ine graphs represen ng the average total number of  Glut  synapses at a speci c distance from the 
neuron soma normalized to the  . . vehicle condi on. Black  lines represent N.T. sh NA transfected 
cultures. Green lines represent Arc sh NA transfected cultures. Black squares indicate vehicle treat 
ment.  ed squares represent BDNF treatment.  
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F            BDNF- n                n         s    BDNF- n        n     s      DI  primary cor cal 
cultures were co-transfected with GFP and Arc-TS- FP.  ultures were treated at   .  DI  with   ng ml 
BDNF and   m BI N for an addi onal    hours and imaged with  me lapse microscopy. In the top 
panels are the   hour  me point and the    hour  me point at the original magni ca on. No ce the 
expansion of the m herry-labeled dendritc arbor by    hours and the accumula on of Arc-TS- FP 
punctae. The white box represents the digi ally zoomed panel in the bo om panels. No ce the ap 
pearance of the BDNF-induced branch that is decorated with  lopodia and a single BDNF-induced Arc-
 FP puncta. 
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4.5 Conclusions 

I have confirmed that Arc is a BDNF target gene and I have identified LRRTM1 as putative BDNF 

target gene in vivo and in vitro. Originally identified in a microarray analysis, I validated that Arc and 

LRRTM1 mRNA levels are reduced within the striatum of adult forebrain-restricted BDNF knockout 

animals. In addition, I determined that acute BDNF administration to primary cortical cultures rapidly 

increases the level of Arc but not LRRTM1 mRNA, though prolonged BDNF administration is sufficient to 

increase LRRTM1 mRNA. Using the protein synthesis reporter TimeStamp, I documented that BDNF-

induced Arc and LRRTM1 both localize to excitatory synapses and that a fraction of BDNF-induced Arc 

localizes to BDNF-induced dendritic branches. Overexpression analysis revealed that LRRTM1 and BDNF 

display an additive effect on the number of VGlut1 positive excitatory synapses within the proximal 

dendritic arbor. Loss-of-function analysis revealed that Arc is required for BDNF-induced excitatory 

synapse and dendrite formation. 

4.6 Detailed Methods 

Primary neuron culture, transfection, live cell microscopy and immunocytochemistry were 

performed with methods identical to those described in Chapters 2 and 3.  

qRT-PCR Analysis 

RNA was isolated according to the procedure in (Strand et al., 2007). As some of the primer 

combinations did not span exon/exon junctions, prior to qRT-PCR analysis RNA was treated with DNAase 

(Sigma) in order to degrade contaminating genomic DNA. Total RNA was then converted to cDNA using 

the iScript cDNA synthesis kit (BioRad). cDNA and forward and reverse primers were added to 5X Sybr-

Green qRT-PCR master mix and brought to a final volume of 25 l per reaction. Reactions were 

performed in 96 well plates (ISC Bioexpress) and analyzed using an Applied Biosystems 7500 Fast qRT-

PCR machine. For gene expression analysis, standard curves were prepared by creating a mixture of 

cDNA from each experimental condition and diluting across a 4 log range (0.1 ng to 100 ng). Each primer 
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pair displayed linear amplification across at least 3 logs of the dilution series and standard curves were 

run on the same plate as the variable and control reactions. Gene expression was normalized to the 

expression of GAPDH or 18s rRNA. 

Primers: 

Caspase 2 F: ATGGCTTGCCAGAAGATACC 

Caspase 2 R: AAAGGGACTGGATGAACCAC 

RyR1 F: TTTGTACCCTGTCCTGTGGA 

RyR1 R: GAGTCAGTGCCCAGAGTTCA 

RyR3 F: ACTCCTATGGCTTTGATGGG 

RyR3 R: ATGCTGGGTACTCCAAGGTC 

ITPR1 F: AAGCAGCATGTGTTCCTGAG 

ITPR1 R: ATTCCAGTACCCAGCTCCAC 

Arc F: AGCCTACAGAGCCAGGAGAA 

Arc R: AGGCAGCTTCAGGAGAAGAG 

Homer1 F: TTGACCCGAACACAAAGAAG 

Homer1 R: ATGTTTGGTGTGATGGTGCT 

Fos1 F: GAGAAACGGAGAATCCGAAG 

Fos1 R: CTGTCTCCGCTTGGAGTGTA 

Cdh13 F: TGTTACACATCCACCAGCCT 

Cdh13 R: GTAGTGCAGCTTCTCGTTG 

LRRTM1 F: GGCTTGTTCAAGCTCACAGA 

LRRTM1 R: CGAGAGAGCTGACCACAA 

GAPDH F: TGTGTCCGTCGTGGATCTGA 

GAPDH R: CCTGCTTCACCACCTTCTTGA 
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18s F: TAAAGGAATTGACGGAAGGG 

18s R: CTGTCAATCCTGTCCGTGTC 

Cell Lysate Preparation and Western Blotting 

 Cell lysates were prepared by lysing cells in the cell culture dish with 1X RIPA buffer containing a 

protease inhibitor cocktail (Sigma, P8430). For confluent HEK cells and high-density cortical cultures, 150 

l of RIPA buffer was added per well of a 12 well culture vessel and scaled linearly for larger and smaller 

wells. Lysates were cleared by centrifugation at 18,000 x g for 10 minutes at 4o C and the supernatant 

was transferred to a fresh tube and protein quantification was performed with a BCA assay kit (Pierce). 

5X Laemmli buffer containing 100 mM DTT was then added to the cleared lysates to make them 1X and 

lysates were stored at -80o C. 15 mg of total protein were size separated on 10% SDS-PAGE gels which 

were transferred to PVDF membrane. PVDF blots were blocked for 1 hour (0.2% Tween-20, 5% 

powdered milk, 1X TBS) and sequentially incubated in primary antibody (mouse anti-HA, Santa Cruz F-7; 

mouse anti-Arc, Santa Cruz c-7; rabbit anti-GAPDH, Abcam; mouse anti-Tubulin, Promega) and 

secondary antibody in blocking buffer (goat anti-rabbit and anti-mouse HRP, Millipore; goat anti-rabbit 

and goat anti-mouse Alexa700 and Alexa800). Blots were developed using high sensitivity ECL substrate 

(GE, Amersham) or using a Li-Cor Odyssey infra-red imaging system. 

TimeStamp Cloning 

 The Arc-TS construct and PSD95-TS construct were generous gifts from Dr. Michael Lin and are 

described in (Lin et al., 2008). LRRTM1-TS was generated by PCR amplifying 3 separate fragments from 

mouse genomic DNA and a single PCR fragment from the PSD95-TS construct, which were then 

sequentially cloned into pcDNA3.1. The first fragment was generated by amplifying the  ’ UT  from the 

transcriptional start site to the nucleotide preceding the ATG start codon and inserting a  ’ HindIII site 

and a  ’ BamHI site (F Primer: AAGCGAAGCTTGGCGTTCT CCAACCTGGACTC; R Primer: 

AAGCGGGATCCTAGCGAGAATCTTTCCAGAGAGAC TGGAG). The second fragment was generated by 
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amplifying the coding region from the ATG start codon to the nucleotide preceding the TAG stop codon 

and inserting a  ’ BamHI site and a  ’  hoI site (F Primer: GCGGGATCCGCCACCATGGATTTCCTGCTACTC 

GGCCTCTG; R Primer: CGCCTCGAGCACCTCGCATTCCCTCGCAGGCTG). The third fragment was generated 

by amplifying the  ’ UT  from the nucleotide following the TAG stop codon to the end of the putative 

polyadenylation signal and inserting a  ’  baI site and a  ’ ApaI site (F Primer: 

AATCTAGATTGTCCCAGAGGCTCCCAACC; R Primer: AAGGGCCCTCTGTAGAAACTGTAAATGCTA). The fourth 

fragment was generated by amplifying the TimeStamp cassette from the PSD95-TS construct and 

inserting a  ’  hoI site and a  ’  baI site (F Primer: AAAACTCGAGCCCATGGCCAGCATGAC; R Primer: 

AAAATCTAGATCAAGGCGCGCCAGCGTAATC). BILN2061 (Boehringer) was dissolved in DMSO at a stock 

concentration of 10 mM and stored at -80o. Individual aliquots were diluted to 1 mM in DMSO and used 

as working stocks. 

shRNA and Expression Plasmids 

 Three Arc shRNA plasmids and four LRRTM1 shRNA plasmids were acquired from the Sigma 

shRNA library (Sigma Aldrich, St. Louis, Missouri). The three Arc shRNA plasmids were clones 

TRCN0000108905 (target sequence: CAGTGATTCATACCAGTGAA), TRCN0000108906 (target sequence: 

GAGGAGATCATTCAGTAT), and TRCN0000108908 (target sequence: CCCAATGTGATCCTGCAGATT). The 

four LRRTM1 shRNA plasmids were clones TRCN0000106505 (target sequence: 

CGCTCTGATTTGTTGACTGAA), TRCN0000106506 (target sequence: CCTGGTTATCATCAACGAGTA), 

TRCN0000106508 (target sequence: CAGCCTCAAGTTTCTCGACAT), and TRCN0000106509 (target 

sequence: TGGCTGTATTTGGATCACAAT). The non-targeting shRNA control plasmid was the Sigma Non-

Mammalian control shRNA (SHC002). The human Arc-V5 (ccsbBroad304_07860) and human LRRTM1-V5 

plasmids (ccsbBroad304_10055) were acquired from the CCSB Broad Lentiviral Expression library and 

were retained in their pLX304 plasmid backbone. 
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Chapter 5. Discussion 

 In this thesis, I developed a novel method for constraining mathematical models of action 

potential generation with morphological data describing excitatory and inhibitory synapse location. I 

then used this methodology to test the functional consequences of BDNF-induced synapse and dendrite 

addition within the proximal dendritic arbor of cortical neurons in culture. Finally, I identified Arc and 

LRRTM1 as potential molecular intermediates between elevated BDNF signaling and excitatory synapse 

formation. In the following sections, I will attempt to integrate my findings into scientific literature at-

large. 

5.1 A Novel Method to Constrain Compartmental Models that Generate Action Potentials 

 Computational models have a rich history in the field of neuroscience. Whereas computational 

models were previously accessible only to those who were extremely proficient in both mathematics 

and software programming, the advent of user friendly simulation packages has broadened the 

modeling audience. This has been specifically helpful when testing hypothesis that currently cannot be 

experimentally addressed, such as determining the input-output relationship between collections of 

thousands of excitatory and inhibitory synaptic inputs. In Chapter 2, I developed an algorithmic 

approach for converting confocal images of excitatory and inhibitory presynaptic inputs into 

computational models. The potential benefits as well as the limitations of my approach will be discussed 

below. 

Automated Image Analysis to Quantify Synaptic Puncta 

A number of methods have been developed to automatically and reproducibly quantify pre and 

post-synaptic punctae. In fact, the sheer number of individual methods precludes a thorough discussion 

of each one in detail, so instead I will focus on three papers that represent three different themes in 

automated puncta analysis.  
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Paradis and colleagues screened for candidate molecules that were required for excitatory and 

inhibitory synaptogenesis, by examining excitatory (PSD95) and inhibitory post-synaptic structures 

(GABAA receptor) on cultured hippocampal cultures (Paradis et al., 2007). To automate quantification, 

they used a global thresholding approach where all pixels that were above the global mean of the image 

plus two standard deviations were considered to be synaptic structures. Though easy to implement and 

amenable to high-throughput automated image analysis, this approach is limited in that, by definition, it 

will tend to detect the same number of pixels for all images regardless of the actual amount of signal. In 

addition, because this approach requires the end user to manually identify individual dendritic branches 

for quantification, and users are likely to differentially identify “representative” branches, this approach 

makes it difficult to achieve reproducibility. 

McAllister and colleagues developed a semi-automated protocol to identify synaptic punctae 

that is based on the user manually discriminating punctate signal from background signal (Glynn and 

McAllister, 2006). With this protocol, the user creates a circular region of interest (ROI) and uses the ROI 

to measure the intensity within non-punctate regions of the image. The average of the non-punctate 

regions within the neurite is then calculated and this value is subtracted from the entire image, which 

effectively sets the background of the image close to 0. With the contrast artificially enhanced, the user 

manually annotates synaptic punctae or utilizes a size threshold to automatically identify all structures 

that are greater than a given number of voxels. While this approach provides more flexibility than the 

standard deviation approach, its main limitations are throughput and reproducibility. Manual 

annotation is time consuming and different users are likely to vary in their subjective discrimination 

between punctate signals versus background. In addition, similar to the standard deviation approach, 

this method requires that the user identify individual dendritic branches for quantification, which 

further limits reproducibility. 
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A more recent method that utilizes more sophisticated image analysis procedures was 

developed by Schmitz and colleagues and published as a MatLab package called SynD (Schmitz et al., 

2011). This method is convenient in that it is highly automated and has a built in means for data 

analysis. In addition, this method represents a significant advancement because it simultaneously 

quantifies dendrite morphology and it catalogs synaptic structures as a function of their distance from 

the cell soma, using a Sholl analysis-like procedure. Another noteworthy difference between SynD and 

other methods is that SynD allows one to sum the total number of synapses across the entire dendritic 

arbor, so the user does not have make a subjective decision when determining which dendritic branch 

to quantify. However, it is limited to working with single plane images or maximum intensity projections 

of confocal images and its synapse detection algorithm uses a rigid mean plus standard deviation 

approach similar to (Paradis et al., 2007). The inability to work with multi-plane images could be a 

significant limitation, particularly when analyzing punctae that are localized to thick dendrites where 

maximum intensity projection could merge spots that are in the same XY space but different Z space.  

The approach that I have developed circumvents some of the major limitations in the above 

methods. By using the L.O.G. convolution approach to identify all features that are present within the 

image regardless of their intensity or their local noise, the potential inaccuracies inherent to the 

standard deviation approach are avoided. In addition, while the approach presented in this thesis is 

similar to SynD in that it simultaneously quantifies dendritic and synaptic morphology as well as the 

distance of these features from the soma, my approach has the advantage of being able to perform in 3 

dimensions and for utilizing L.O.G. edge detection rather than a rigid standard deviation scheme. 

However, whereas my approach measures the Euclidean distance of each feature from the center of the 

soma, SynD has the capability of measuring the path length to the center of the soma which is a more 

accurate representation of distance. 

Converting Morphological Data into Compartmental Models 
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 Multiple approaches have been used to automate the process of synaptic puncta analysis, but, 

to date, none of the described methods provides a way to convert morphological data into 

compartmental models. Similarly, there are a number of approaches to create morphologically 

constrained compartmental models, but the vast majority of these approaches are focused exclusively 

on detailed reconstruction of dendritic morphology while ignoring the location of synapses within the 

dendritic arbor. Therefore, a single method does not exist to both quantify excitatory synapses, 

inhibitory synapses and dendritic morphology and to use these features to constrain compartmental 

models. The approach developed in this thesis represents one of the first attempts to automate the 

construction of realistic compartmental models that are partially constrained in terms of dendrite 

morphology, excitatory synapses and inhibitory synapses. However, to balance the ease of automation 

with the difficulty of incorporating detailed morphological characteristics, I was required to make a 

number of simplifications and these will be discussed below. 

 The fine details of the dendritic arbor can influence the neuronal input-output relationship. 

These details include the branching pattern, the presence of dendritic spines, the structure of individual 

dendritic branch points, the dendrite diameter and the absolute dendrite path length. The modeling 

process presented within this thesis made simplifications for each of these fine details. Sholl analysis 

provides a single method to describe the complexity of a highly branched dendritic arbor. However, it 

does not provide any information regarding branch symmetry within the arbor or the fine structure of 

individual branch points. Therefore, using a deterministic approach to directly convert individual Sholl 

into dendritic branches imparts artificial branch symmetry and it obscures fine branch point 

morphology, both of which can influence the integration of synaptic inputs (Ferrante et al., 2013; 

Komendantov and Ascoli, 2009). The majority of excitatory synapses form on the head of dendritic 

spines which are separated from the dendritic shaft by a thin dendritic spine neck (40-200 nm). The thin 

spine neck can generate up to 500 M of resistance which can amplify spine head depolarization by up 
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to 45 fold (Harnett et al., 2012). The approach I used takes into account spine volume when calculating 

the diameter of individual compartments, but it does not take into account the localized increase in 

resistance due to the spine neck. Finally, the attenuation of synaptic voltage is influenced by the path 

length of the synaptic input to the site of action potential generation rather than the Euclidean distance. 

Therefore, by calculating the Euclidean distance of objects, my models minimize the impact of dendrite 

tortuosity on dendritic path length. 

5.2 Synapse Distribution: A New way to Account for BDNF-induced Increases in Neural Activity 

 Typically synapse formation is studied by calculating the density of synaptic structures along 

individual dendritic branches. I developed a novel method that sums synaptic structures across 

individual dendritic arbors and incorporates the synaptic features into computational models, which 

allows one to predict the input-output properties of a given distribution of synaptic inputs. In Chapter 3, 

I used this approach to determine that BDNF increases the total number of excitatory and inhibitory 

synapses without increasing their density and that this effect is correlated with enhanced network 

activity. Further, I determined that the resulting distribution of synaptic inputs is tuned to produce a 

greater number of action potentials. In the sections below I will discuss the potential implications of 

these findings as well as some discrepancies between my findings and the pre-existing BDNF literature. 

BDNF Induces the Formation of New Synapses on New Dendritic Branches 

 My results suggest that excitatory synapse formation and dendrite formation are tightly coupled 

during BDNF-induced structural plasticity. This is consistent with the synaptotrophic hypothesis, which 

posits that synaptic inputs are required to rapidly stabilize nascent dendritic branches(Cline and Haas, 

2008; Vaughn, 1989). The precise role of BDNF in excitatory synapse formation and nascent branch 

formation remain unclear. I envision three distinct possibilities. First, BDNF could induce the formation 

of dendritic branches, but synapse formation on nascent dendritic branches could proceed 

independently of BDNF signaling. Alternatively, elevated BDNF signaling could initiate dendrite 
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formation and also be required for synapse formation on the nascent dendrites.   Finally, BDNF could 

simultaneously initiate dendrite formation while also stimulating the production of factors required to 

stabilize synapses. In this scenario, BDNF-induced expression of synaptic proteins could be stimulated 

early during the structural response and then activity-dependent mechanisms could drive their 

incorporation into synapses. The role of BDNF in enhancing the translation of proteins incorporated into 

synapses supports the latter two models. 

The relationship between BDNF-induced excitatory synapse formation and dendrite formation 

has been evaluated in other systems using time lapse microscopy but has led to some different 

conclusions. In Xenopus, BDNF infusion increased the density of synapses between retinal ganglion cells 

(RGCs) and tectal neurons. In contrast to our study, this analysis revealed that increased synapse density 

was correlated with enhanced RGC axonal arborization and not enhanced tectal neuron dendrite 

arborization (Cohen-Cory et al., 2010; Sanchez et al., 2006). This may reflect differential BDNF effects on 

axons and dendrites in different sub-populations of neurons. In ferret slice cultures of visual cortex, 

BDNF over-expression dramatically increased the number of dendrites, but it reduced dendritic spine 

density (Horch and Katz, 2002; Wilson Horch et al., 1999). However, in the latter studies dendritic spine 

analysis was restricted to “old” dendrites, and, consequently, the emergence of “new” spines on “new” 

dendrites was not documented. Therefore, my study represents previously undocumented evidence 

that BDNF induces the formation of dendritic spine synapses on nascent dendritic branches. 

BDNF’s Regulation of Inhibitory Synaptic Puncta Density 

 Others have estimated BNDF’s influence on inhibition by quantifying proteins found at inhibitory 

synapses. In 10 DIV hippocampal neurons, 24 hours of BDNF application (50 ng/ml) decreased the 

density of GABAA (inhibitory) receptor clusters per m of dendrite (Elmariah et al., 2004). In 8 DIV BDNF 

null mutant hippocampal neurons, either 24 hours of bath BDNF application or BDNF over-expression 

decreased the density of VGAT punctae per dendritic region of interest (Singh et al., 2006), which was 
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suggested to reflect BDNF-induced down-regulation of inhibitory synaptic input. However, BDNF 

increases the number of hippocampal dendrites in culture (Dijkhuizen and Ghosh, 2005; Singh et al., 

2006). Therefore, net synapse formation cannot be easily determined using puncta per dendrite length 

measurements because of the increase in total dendrite length. In my study, by summing the number of 

synapses across entire neurons, I found that BDNF application increased the formation of inhibitory 

synapses. However, in my studies the increase in synapse formation is accompanied by a decrease in 

puncta density because dendrite elongation was more rapid than synapse formation. Therefore, I 

propose that, rather than BDNF promoting the specific disassembly of inhibitory synapses, BDNF-

induced inhibitory synapse formation is robust but it lags behind dendrite formation. In support of this 

view, when BDNF’s effect on inhibitory synaptic punctae were quantified using a field of view approach, 

in which punctae were not normalized to dendrite length (Huang et al., 1999; Marty et al., 2000), BDNF 

caused a robust increase in the density of GAD65 punctae per area. In addition, my results are in 

accordance with electrophysiological studies documenting that BDNF enhances the frequency of 

miniature inhibitory post-synaptic potentials (mIPSPs) in cultured neurons (Bolton et al., 2000; Vicario-

Abejón et al., 1998) and in vivo (Hong et al., 2008), which is at odds with the notion that BDNF initiates 

the disassembly of inhibitory synapses. 

Inhibitory synapses limit the flux of calcium (Ca2+) from dendritic spines into the dendritic shaft 

in a spatially-restricted manner (Chiu et al., 2013; Miles et al., 1996). Ca2+ release from intracellular 

stores, which can be initiated by dendritic spine Ca2+ transients (Plotkin et al., 2013), participates in the 

process of activity-dependent dendrite stabilization (Lohmann et al., 2002). My results suggest that 

during the process of BDNF-induced dendrite formation, there is a global reduction in the density of 

inhibitory synapses per dendrite length. I speculate that reduced inhibitory synapse density may 

facilitate the activity-dependent stabilization of new dendrites by enhancing Ca2+ entry induced by 

excitatory synaptic transmission.  
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My results suggest that excitatory synapse formation is more tightly coupled to dendrite 

formation than inhibitory synapse formation, at least during the first 12 hours after BDNF addition that 

we studied. This discrepancy could reflect the gene expression programs that are initiated by BDNF 

stimulation. BDNF positively regulates the expression of the VGlut family of excitatory amino acid 

transporter (Melo et al., 2013), but it negatively regulates the expression of the inhibitory amino acid 

transporter VGAT (Henneberger et al., 2005) .  Similarly, while BDNF positively regulates the expression 

of the post-synaptic excitatory scaffold molecule PSD-95 (Yoshii and Constantine-Paton, 2007), BDNF 

does not appear to regulate the expression of the post-synatpic inhibitory scaffold molecule gephyrin 

(Wuchter et al., 2012). Therefore, BDNF stimulation may initially favor the productive assembly of 

excitatory synapses over inhibitory synapses. 

There is a long history of BDNF-dependent effects on excitatory synapse density, which conflicts 

with my finding that bath BDNF application increases the total number of excitatory synapses without 

affecting density. In acute slices from the CA1 region of the hippocampus, 24 hours of recombinant 

BDNF exposure increased the density of spines on secondary and tertiary dendrites emanating from the 

apical dendrite (Amaral et al., 2007). Similarly, in dissociated cortical cultures, 48 hours of BDNF over-

expression increased the density of spines on a mixture of apical and basal dendrites (Hiester et al., 

2013). However, in dissociated hippocampal cultures, 50 ng/ml recombinant BDNF increased the density 

of NMDA receptor clusters after 48 hours but not  4 hours, suggesting that BDNF’s ability to modulate 

excitatory synapse density is sensitive to the length of stimulation (Elmariah et al., 2004). In an attempt 

to capture the earliest observable stage of BDNF-induced structural plasticity, I limited BDNF application 

to 12 hours. Therefore, the most parsimonious explanation to reconcile my observation that BDNF did 

not enhance VGlut1 density with previous reports is that longer BDNF doses increase excitatory synapse 

density while shorter BDNF doses do not.  
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My density measurements were calculated by dividing the total number of synapses within a 

Sholl radius by the total dendrite length within that Sholl radius, and I did not calculate the specific 

synapse density of individual branches. Rather my measurements reflect a global average density at a 

given distance from the soma. BDNF stimulation rapidly increased dendrite length, and, therefore, it is 

possible that “new” and “old” dendrites have different densities, which is not reflected in the global 

average. Although this possibility cannot be ruled out, my live cell observations document the 

occurrence of dendritic spines on new dendrites, which suggests that new dendrites are not completely 

devoid of excitatory synapses. 

Modeling the Consequences of the BDNF-Induced Distribution of Synapses and Dendrites 

 It has been widely documented that BDNF application enhances the rate of action potential 

generation in cultured neurons as measured both intracellularly and exctracellularly (Bolton et al., 2000; 

Gambazzi et al., 2010; Kang and Schuman, 1995; Vicario-Abejón et al., 1998). It has been suggested that 

BDNF positively regulates action potential generation by specifically strengthening excitatory synapses. 

This notion is supported by an ample body of evidence documenting that BDNF positively regulates 

mEPSP frequency and amplitude (Bolton et al., 2000; Sherwood and Lo, 1999), BDNF increases the 

number of docked presynaptic vesicles at dendritic spine synapses as well as the number of dendritic 

spine synapses (Tyler and Pozzo-Miller, 2001) and BDNF increases the expression and synaptic 

localization of numerous post-synaptic proteins that positively regulate excitatory synapse strength (for 

review see (Carvalho et al., 2008; Gottmann et al., 2009). However, this simple view is confounded by 

studies documenting that BDNF also positively regulates the function of inhibitory synapses (Jovanovic 

et al., 2004; Rutherford et al., 1997; Yamada et al., 2002).  

In this study, I have taken a modeling approach to reconcile aspects of this apparent conflict, 

which has led to two major conclusions. First, in a stochastic simulation of uncorrelated barrages of 

synaptic activity, BDNF stimulated neurons are more efficient at converting synaptic activity into action 
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potentials. Second, BDNF-induced expansion of the dendritic arbor has a normalizing effect on BDNF-

induced increases in synapse density. My finding that the BDNF-induced collection of synapses and 

dendrites is more efficient at converting barrages of mixed synaptic activity into action potentials is 

likely an important mechanism by which BDNF participates in the plasticity of cortical circuitry. 

5.3 Arc and LRRTM1 Mediate Unique Aspects of BDNF-induced Plasticity at Excitatory Synapses 

 In an attempt to understand the cellular mechanisms that facilitate the BDNF-induced increase 

of excitatory synapse numbers, I analyzed BDNF’s ability to regulate two potential mediators of BDNF-

induced excitatory synapse formation: Arc and LRRTM1. I confirmed that Arc is a BDNF-target gene and I 

discovered that BDNF-induced Arc localizes to “new” as well as “old” dendrites and that Arc may be 

required for BDNF-induced dendrite formation. I established LRRTM1 as a novel BDNF-target gene and I 

discovered that BDNF-induced LRRTM1 localizes to excitatory synapses where it may potentiate BDNF’s 

effects on excitatory synapse formation. In this final section, I will discuss the potential implications of 

these findings. 

Arc as a BDNF Target Gene 

 Arc is a well-established BDNF target gene, and, therefore, our findings that Arc expression is 

regulated by BDNF are largely confirmatory. However, the vast majority of studies have examined the 

relationship between BDNF levels and Arc mRNA within pyramidal neurons of the neocortex, and less is 

known about BDNF’s regulation of Arc in other neuronal populations. In cultured striatal neurons bath 

BDNF application is sufficient to acutely upregulate Arc mRNA in a calcium and TrkB dependent manner 

(Gokce et al., 2009). By documenting that Arc mRNA is decreased in the striatum of BDNF knockout 

mice, our results suggest that, not only is BDNF sufficient to regulate Arc within the inhibitory neurons 

of the striatum, but sustained BDNF expression is also necessary for normal Arc mRNA levels. 

Interestingly, in a pharmacological model of Huntington’s disease, corticostriatal synapses failed to 

depotentiate after LTP induction, which could be indicative of an inability to remove surface AMPA 
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receptors from the post-synaptic membrane (Picconi et al., 2006). BDNF-induced Arc facilitates surface 

AMPA receptor removal and reduced BDNF is thought to be a major contributor to striatal dysfunction 

in Huntington’s disease. Therefore, the depotentiation defect could be the result of impaired BDNF-

induced Arc accumulation at potentiated corticostriatal synapses. 

 BDNF regulates the abundance of Arc protein within the dendrites of cortical pyramidal 

neurons. However, BDNF-induced Arc accumulation has never been documented specifically within 

BDNF-induced cortical neuron dendrites (i.e. “new” dendrites). We used the TimeStamp protein 

synthesis reporter to visualize BDNF-induced Arc localization and we detected BDNF-induced Arc in both 

“old” and “new” dendrites. Given that Arc is considered to be a negative regulator of synapse strength, 

the appearance of Arc in new dendrites is peculiar because new dendrites are presumably strengthening 

their synapses in accordance with the synaptotrophic hypothesis. I envision 3 possibilities regarding 

Arc’s role in “new” dendrites. First, Arc has the ability to regulate the expansion of the actin 

cytoskeleton (Messaoudi et al., 2007), so Arc in “new” dendrites could be promoting filamentous actin 

accumulation which is associated with enhanced synapse strength. Second, little is known about the 

kinetics of Arc disassembly from AMPA receptor containing endosomes, so Arc’s presence in “new” 

dendrites could represent AMPA receptor containing endosomes that are being trafficked to “new” 

dendrites to support synapse strengthening. Finally, AMPA receptor subunits are mobile within the post-

synaptic membrane, and they must be efficiently recycled in order to prevent their dispersion from 

post-synaptic sites (Petrini et al., 2009). Therefore, Arc could strengthen synapses on “new” dendrites by 

establishing AMPA receptor recycling at nascent synapses, which may explain BDNF’s ability to increase 

spontaneous activity as determined with multi-electrode arrays. 

 Arc overexpression did not influence the number of VGlut1 pre-synaptic terminals or dendrite 

elongation. However, Arc loss of function did impair the process of BDNF-induced synapse and dendrite 

addition, which suggests that Arc is required for aspects of acute BDNF-induced plasticity at dendrites 
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and synapses. In conjunction with our live cell microscopy evidence that BDNF-induced Arc localizes to 

nascent dendrites, this evidence may indicate that Arc plays a direct role in the synaptic stabilization of 

nascent dendrites. In addition, this evidence may explain the phenomenon that sustained Arc 

expression is required for the late phase of BDNF-induced LTP at hippocampal synapses (Messaoudi et 

al., 2007). In these experiments, LTP was measured using extracellular field potential recordings, which 

is not capable of discriminating between synapse strengthening and the formation of new synapses. 

Therefore, it is possible that Arc enhances the efficacy of excitatory hippocampal pathways by 

translating the BDNF signal into increased excitatory synapse formation. 

LRRTM1 as a BDNF Target Gene 

 We have presented evidence that the trans-synaptic adhesion molecule LRRTM1 is a BDNF 

target gene in vivo within the striatum and in vitro in primary cortical neurons. In situ hybridization and 

semi-quantitative RT-PCR have confirmed that LRRTM1 is expressed within the striatum and cortex in 

vivo in the adult mouse brain (Laurén et al., 2003). However, virtually nothing is known about the 

mechanisms that control LRRTM1 expression. Our results present some of the first insights into the 

regulatory program that governs LRRTM1 mRNA expression, although the prolonged time course 

indicates that the relationship between BDNF and LRRTM1 expression may be indirect. Recently, an 

intron within the    TM   ’ UT  has been discovered, which would make LRRTM1 a putative NMD 

substrate. Therefore, an alternative explanation for the indirectness could be that BDNF directly 

increases LRRTM1 transcription but that enhanced transcription is coupled to enhanced translation. In 

this scenario, LRRTM1 mRNAs would be synthesized at a higher rate but they would also be undergoing 

NMD-mediated decay at a higher rate as well. This explanation is supported by our analysis of LRRTM1-

TimeStamp, which will be discussed below. 

 In response to acute BDNF stimulation, LRRTM1-TimeStamp expression increases and a fraction 

of LRRTM1-TimeStamp accumulates within dendrites apposed to VGlut1 positive pre-synaptic 
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structures. This observation leads to two conclusions. First, BDNF may regulate the translation of 

LRRTM1 in cortical neurons. Second, BDNF-induced LRRTM1 may directly participate in the process of 

BDNF-induced synapse formation. Similar to LRRTM1 transcription, little is known about the 

mechanisms that mediate LRRTM1 translation or LRRTM1 localization, so this result presents the first 

evidence that LRRTM1 abundance and subcellular distribution is influenced by extracellular factors. 

BDNF governs aspects of excitatory synapse formation, but little is understood about the cellular 

mechanisms that dictate where a BDNF-induced synapse forms. BDNF stimulates the division of pre-

synaptic vesicle pools, which presumably makes vesicles available for incorporation into nascent pre-

synaptic terminals (Bamji et al., 2006). BDNF also stimulates the surface expression of glutamate 

receptors and the clustering of post-synaptic scaffolding molecules, which could prime the post-synaptic 

surface for functional contact with pre-synaptic axons (Caldeira et al., 2007a, 2007b). Since LRRTM1 

clustering is sufficient to induce pre-synaptic differentiation (Linhoff et al., 2009), the BDNF-induced 

accumulation of LRRTM1 within dendrites could mark the physical location where other BDNF-induced 

synaptic proteins collect to form functional synapses. Assuming that the above speculation is correct, 

the next question becomes what dictates where BDNF-induced LRRTM1 accumulates within dendrites? 

As a transmembrane protein, LRRTM1 must be processed via the secretory pathway. Since dendrites are 

capable of local translation and dendrites harbor endoplasmic reticulum as well as Golgi outposts (Leal 

et al.; Ori-McKenney et al., 2012), an intriguing possibility is that LRRTM1 mRNA localizes to dendritic 

sites bestowed with the capacity to locally translate and secrete transmembrane proteins.  Upon 

elevation of BDNF signaling, nascent synapses could form at these translational hotspots. 

LRRTM1 and BDNF Display an Additive Interaction on Excitatory Synapse Numbers 

 I have presented evidence that LRRTM1 is a BDNF target gene and I have speculated that 

LRRTM1 may organize BDNF-induced synapses. However, functional experiments utilizing LRRTM1 

overexpression and LRRTM1 shRNA do not indicate that LRRTM1 is necessary for BDNF-induced synapse 
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formation. If LRRTM1 functions downstream of BDNF in a linear pathway that promotes synapse 

formation, LRRTM1 overexpression should saturate the system and additional BDNF should promote no 

further increase in synapse number. Similarly, in a linear pathway LRRTM1 loss of function should 

prevent additional BDNF from increasing synapse numbers. However, the treatment of LRRTM1 

overexpressing cells with BDNF resulted in an additive increase in excitatory synapses, while LRRTM1 

loss of function did not prevent BDNF-induced synapse addition. An interpretation for each of these 

results will be discussed below. 

 LRRTM1 overexpression increases the strength of excitatory synapses by promoting the 

incorporation of AMPA receptor subunits (Soler-Llavina et al., 2013). BDNF signaling is potentiated by 

neuronal activity because neuronal activity increases the surface expression of the BDNF receptor TrkB 

(Nagappan and Lu, 2005). Therefore, one intriguing possibility to explain the additive interaction 

between BDNF and LRRTM1 during excitatory synapse formation is that LRRTM1 potentiates synapses in 

a cell-autonomous manner and thus makes LRRTM1 overexpressing neurons more sensitive to BDNF. In 

addition, since LRRTM1 and TrkB both share extracellular leucine-rich repeats, which can display 

homophillic interactions (Huang and Reichardt, 2003; de Wit et al., 2011), LRRTM1 could increase TrkB 

surface expression via a direct interaction at the post-synaptic membrane. 

 The process of trans-synaptic adhesion at synapses is highly redundant. This is evident from 

studies of the neuroligin knockout mouse, in which simultaneous deletion of all three neuroligins is not 

sufficient to disrupt the number of synapses as determined via morphological assays (Varoqueaux et al., 

2006). Similarly, in cultured hippocampal neurons, simultaneous depletion of LRRTM1, LRRTM2, 

neuroligin-1 and neuroligin-3 was required to disrupt the baseline formation of excitatory synapses (Ko 

et al., 2011). Therefore, it is not surprising that the depletion of LRRTM1 on its own does not block 

BDNF-induced addition of excitatory synapses. I propose that the inability of LRRTM1 loss-of-function to 

display an interaction with BDNF likely reflects compensation from other post-synaptic adhesion 



 

117 
 

molecules. However, it is important to note that, although LRRTM1 is indispensable for the BDNF-

induced formation of pre-synaptic VGlut1 vesicle clusters, I did not test the functional capacity of these 

synapses. Since LRRTM1 is required for LTP at hippocampal excitatory synapses, it is possible that BDNF-

induced synapse formation proceeds in the absence of LRRTM1, but that these synapses are functionally 

and/or ultra-structurally compromised. Since the knockdown strategy that I developed was designed to 

specifically block the accumulation of BDNF-induced protein, it is also possible that pre-existing LRRTM1 

is adequate for BDNF-induced excitatory synapse formation. Alternatively, since the LRRTM1 shRNA was 

only 70% effective, I cannot rule out the possibility that the BDNF-induced production of a limited 

amount of LRRTM1 is sufficient to mediate BDNF-induced excitatory synapse formation. 

5.5 Summary 

 In this thesis I have explored BDNF’s ability to modulate excitatory and inhibitory synaptic 

inputs. I developed an algorithm to quantify the number of excitatory and inhibitory pre-synaptic 

structures across the proximal arbor of individual neurons. In order to predict the functional 

consequences of individual distributions of excitatory and inhibitory pre-synaptic inputs, I developed a 

strategy to constrain computational models with morphological data. I then used this algorithm to 

characterize the functional consequences of BDNF-induced excitatory and inhibitory synapse formation 

throughout the proximal dendritic arbor. I determined that the spatial distribution of synaptic inputs 

that results from BDNF stimulation is intrinsically more excitable. Finally, I identified Arc and LRRTM1 as 

potential molecular intermediates between elevated BDNF signaling and excitatory synapse formation. I 

propose that these insights provide novel insight into the mechanisms that allow BDNF to shape the 

structure and function of cortical circuits. 
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