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Quantum mechanical measurements are essentah fianderstanding of collision
and reaction dynamics on the molecular scale. higoeind, laser induced fluorescence
(LIF) is used to probe rotational, vibrational, aldctronic product state distributions
following various chemical events. For exampld; bh the hydroxyl radical is
employed to examine the propensity to populateckfit levels of OH following
photolysis of HO molecules using a technique known as vibratigmakdiated
dissociation (VMD). VMD is also used as an indirethod for obtaining infrared
spectra of water clusters (Ar.8, H,O-H,O, and H-H,0), weakly bound species which
are produced in the cold ( ~ 5 K) environment dlitasapersonic expansion. Peaks are
then assigned with the aid of high level theorétedculations. LIF is also performed to
study systems where reactive precursors produc®0OHadicals (F + BO — DF + OD
and F + HO — HF + OH) as well as for nonreactive processes &vgesund state NO
inelastically is scattered from liquid Ga metakoom temperature ionic liquid (RTIL)
surfaces. In the reactive scattering experimeatgful examination of OH product spin-
orbit branching provides an opportunity to quantifg degree of multiple surface
behavior in these systems. Rotational-state-veddacattering of nitric oxide from a
molten metal provides an opportunity to directlgetve thermal roughening of the liquid

due to capillary wave excitations. Scattered N&ztebnic distributions, which are out of



thermal equilibrium with rotation, are quite sen&tto surface temperature, a possible
consequence of interactions with electron-holespairing the collision. Finally, NO is
scattered from room temperature ionic liquid (RT$&mples where branching between
the two possible scattered spin orbit statBls;{ andMsy,) is found to be highly sensitive
to surface heating and choice of ionic liquid. sTtiay serve as a novel means for
characterizing these surfaces, which are of teclgicdl interest due to their potential

role as advanced solvents.
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Chapter I:  Introduction

Quantum mechanics is essential for understandmgyhamics of chemical
reactions. Electrons which are bound to angstroabesatoms and molecules tend to
experience a high degree of quantum confinementhwigisults in ground state kinetic
energy on the order of tens of eV and a sparsef &¢ctronic levels accessible at typical
thermal collision energies. Since so few of thes#es participate in a reactive collision,
classical pictures of electronic motion break dowmthis case, it is appropriate to
identify the electronic state of a molecular sysfenmsome starting set of atomic
positions and treat the effect of changing molecotefiguration as either a time-
independent or a time-dependent perturbation oékbetronic energy level structure.
Atoms, on the other hand, have masses thousartsesf larger than that of an electron,
so for spatial confinement to molecular length esathey give rise to molecular motions
characterized by much lower energy spacings. Yidmal states, for example, are
separated by half of an eV or less while low-Jtrotel levels are characterized by
energy scales on the order of hundredths or thaltisaf an eV. Even though these
values are small compared to many electronic sgacthey still are often significant
compared to the kinetic energies of reacting maéscuFor this reason, a complete
guantum description of the internal molecular degref freedom is the ideal means for
understanding the results of chemical reaction nhyosat their most fundamental.

In practice, for bimolecular reaction dynamicsstbomplete quantum description

takes the form of state-to-state studies wherespeeifies collision energy as well as the



internal quantum state of each reactant. If omescdsequently measure the probability
distribution to produce specific quantum statethefproducts as well as the probability
to scatter with a particular product momentum, taerearly full description of the
reaction has been achieved, limited only by lackrafwledge of the impact parameter.
In many chemical reactions, the complicated hié¢naaf product energy scales
(electronic, vibrational, rotational) results iga@od deal of dynamical richness even for a
relatively simple hydrogen abstraction reactionhsas F (ground state) +8 (ground
state)—» HF (excited state) + OH (excited state).

In this case, the exothermic process provides etiergccess to several vibrational
modes of both the HF and OH products and will éxcite of many available rotational
levels of each diatomic molecule. Additionallye tbxistence of an unpaired electron in
the OH product gives rise to four low lying prodetctronic levefswhich all lie within
0.016 eV of each other. This complexity makesfitadllt to perform a single
experiment or theoretical treatment which is ableliserve the probability to produce
each product quantum state. Therefore, it is afressary to collect information from
many different types of experimental and theoréstadies in order to form a full picture
of the nature of a particular chemical reaction.

A wide variety of experimental techniques haverb@eveloped for obtaining
information on relevant degrees of freedom formasiscattered products. For example,
mass spectroscopic studies are used to deterner@rabability of creating a specific set
of product molecules in a crossed beam reactiombkg, providing a product branching
ratio? the most fundamental observation to be made ircheynical reaction. By

combining these experiments with angtiamd time of flight measuremerftsesearchers



are further able to specify the probability distitibn for a specific product channel to be
characterized by a particular recoil speed andestag angle. While such studies cover
a very large amount of the product phase spaceg rémeain insensitive to internal
degrees of freedom which must be accessed by meotatized methods. Scattered
vibrational distributions of closed shell produsteh as HF, for example, are often
accessed with infrared (IR) techniques ranging fudonational chemiluminescence
detection to spectroscopic techniques where infrared lagkt is absorbetby specific
rovibrational transitions. These methods are odiiled by the use of a multipass cavity
to improve experimental sensitivity or by couplintp a ringdown cavityso that time
domain information can be used to further sepasigteal from background. On the other
hand, for certain molecules such as the open spetlies detected in this work (OH and
NO), very specific ultraviolet laser techniques t@nemployed to detect them with high
sensitivity due to a greatly reduced influencengident laser photons on the nonresonant
background. One such method which has long besshtesdetect NO is resonantly
enhanced multiphoton ionization (REMBI)n this scheme, multiple ultraviolet photons
are used to state-specifically ionize a specifismmnic quantum state of a specific
molecule. When coupled with sophisticated ionaptREMPI can further provide
information on translational distributions, eithmrtime of flight methods or by velocity
map imaging (VMI)? However, despite its high sensitivity and thgéamount of
information obtained in a single experiment, ihantrivial to extract quantitative
population distributions from these types of stadi@his is partly due to the multiphoton
nature of the excitation and partly due to highsgenty to the electronic energy level

structure of the molecule under study. While tdnwork on REMPI in nitric oxide has



been able to surmount these problems to a highedetire hydroxyl radical has proven
far more difficult to treat by this technique. Rbis reason, for the studies presented
herein, detection of OH and NO is done using las#uced fluorescence (LIE} where
absorption on rovibronic UV transitions is inferr@tien spontaneously emitted photons
are detected with k-vectors and frequencies diffefrom those in the incident excitation
laser. When this UV laser is scanned over sevevabronic bands, a spectrum is
produced which can be further analyzed to yieldtrohal, vibrational and electronic
product distributions.

LIF techniques are employed here initially as @nseto examine spectroscopy
and dynamics for water-containing Van der Waalstelts. In these experiments, the
weakly-bound species are prepared by cooling it augersonic jet source to
temperatures between 5 and 15 K which is suffidiem@nsure a measureable amount of
cluster formation. A variety of different waterrtaining complexes are examined,
namely Ar-H0O, H,0-H,0O, and H-H,O. In each case, a tunable infrared laser is tesed
excite the first stretch vibrational overtone af O moiety which renders it susceptible
to photolysis by a subsequent 193 nm laser puddeer the water molecule has broken
apart, a third ultraviolet laser pulse is introdiige order to measure the resulting OH
population distributions by LIF. Since the 193 hght does not efficiently photolyze
ground state water, fixing detection on a single I&¥¢! while tuning of the infrared
excitation laser provides an indirect but sensitigheme for measuring infrared spectra
for these complexes, a technique known as actieatsyscopy. The overall detection
scheme is shown in figure 1.1. In addition to firidinfrared absorption lines, however,

this method can be used to observe dynamical pgaresvo very different timescales.
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Figurel.l  Scheme used to detect HH,O clusters: a) Complexes are formed in a
~3 K slit supersonic jet. The potential energy minm structure is shown here. b) An
infrared laser pulse excites theJ0@vertone stretch vibration of the® moiety. c) The
H,0 is photolyzed by a laser at 193 nm, a color whiticiently breaks apart
vibrationally excited water while minimizing backgmd from photolysis of the ground
state. The time delay between the IR and pho®lgsiers can be varied to probe
predissociation of the metastable cluster stajeOHl photolysis products are detected by
laser induced fluorescence following excitationdatyinable 308 nm pulse.

First of all, when the infrared laser is fixed ogpecific cluster absorption line, one can
scan the LIF laser in order to obtain OH distribos following a “half reaction” where
photolysis from an initially bound configuratiorstéts in trajectories which lead to fully
dissociated products. The resulting OH distrilngiare heavily influenced by the
presence or absence of whichever molecule is confqgand to its parent #. For this
reason, it is possible to directly measure predission timescales by varying the time
delay between the nanosecond-wide infrared andptsid laser pulses while both
tunable lasers are parked on specific resonarfélestolysis of cluster-bound,B tends
to create a rotationally colder OH distributionrthghotolysis of predissociated®,

likely due to the propensity to break apart intad&ibrationally excited water.
Consequently, increasing the IR-photolysis timegdtads to an increase in the

population of high-J OH states on the timescaleooiversion of metastable,&

vibrational excitation into intermolecular degredgreedom.



In the case of kO bound to noble gas molecules, these predissociatients
occur on a timescale of tens to hundreds of nawosiss which is very long compared to
the femtosecond-scale vibrational period of thateganternal HO state. Additionally,
the atom-molecule binding energies, on the orddi06fwavenumbers (ch), are
dwarfed by the 7600 crhof vibrational energy in the overtone-excited wam®lecule.
This provides an interesting opportunity to study dynamics of a long-lived metastable
state by comparing predissociation timescales afdiStributions, with very different
dynamical signatures observed for excitation ofowes rovibrational states of @
clusters. Such distinguishability provides insigtib the structure of the wavefunction
for various excited vibrational levels of the atomolecular clusters, which in turn assists
in assigning the bands observed by action spedpgscThis assignment, further
confirmed by comparisons with theoretical resuktpresents the first identification of
transitions in Ar-HO OH stretch overtone.

Methods for predicting infrared spectra are alspleyed for the more
complicated systems HH,0 and HO-H,O. In these clusters, nuclear spin statistics
dictate the existence of several different spesiiese there is no pathway for cooling
hydrogen atom nuclear spin on the time scale oéxperiments. FHand HO will each
be described by a statistical distribution of naclgpin configurations, which due to
fermion exchange symmetry, do not cool to the seotaional ground state. Infrared
spectra and theoretical predictions are therefseel in tandem in order to decisively
identify which particular ortho / para combinaticare present at detectable levels in the
supersonic expansion. The resulting infrared spscopy is of interest in both

astrochemistry, where the- ;0 interaction is expected to influence severalaait



processes, and in high earth atmospheric contextsen(HO), dimers may be present.
For this reason, the dynamics of these speciealsoeof interest. Predissociation ofH
dimer in the vy = 2 polyad overtone manifold occurs on timesctdster than the
resolution of this experiment (~ 8 ns), possiblyigating a structure exhibiting more
rotational hindering of the internakb® motion than was seen for the water — noble gas
studies. This rotational hindering may lead tddyetoupling between internakh,@
vibration and intermolecular stretching which résuh a quicker predissociation process.
The H-H,0 predissociation rate, on the other hand, is mrab#ibut still faster than
what was seen in Ar-fD, a likely indication of increased coupling betweke
metastable internal @ excitation, H rotation, and vibrational excitation of the
intermolecular stretch degree of freedom.

Critical to the theoretical ideas employed in piheceding discussion is a
simplifying assumption which is fundamental to mwéltomputational chemistry. This
idea, known as the Born-Oppenheimer approximdtiompased on the fact that
electronic excitation frequencies are often vest tmmpared to the timescale for motion
of the atomic nuclei. To the extent that this agstion is correct, electronic dynamics
can be treated as independent of the speed ofarunl&ions, although still dependent on
the actual positions of the nuclei. In other wor®e can solve the Schrodinger equation
for a range of different molecular configuratiopspducing a set of potential energy
surfaces. Since Born-Oppenheimer dynamics arallasa separation between the
timescales for electronic and nuclear motion, #pgroximation does not allow any way
for a system to move from one electronic surfacanmther except in the localized cases

of conical intersectiotdand coupling to an external radiation field. &ast, electrons



are expected to rearrange their configurationsttdaough speed that electronic degrees
of freedom can be treated adiabatically. This waukan that a chemical reaction
beginning in the ground electronic state of thetaats would need to terminate in the
ground electronic state of the products. Convgrsdéctronically excited reactants
would be expected to lead to products excited iateNder electronic level correlates with
the starting configuration.

In gas phase reaction dynamics, the Born-Opperdrainteria are least certain

near the transition state where adiabatsa6d @) may be coupled vié¢>2

d
— where
4 ¢1>

motion along the dissociative coordinate, a, isigehtly fast to lead to nuclear motion
at high enough speeds to promote non-adiabaticndipsa Most attempts to test the
validity of the Born-Oppenheimer assumption havauged on comparing experimental
product rotational and vibrational distributiongiheoretical predictions made using
the approximatior® In many cases, such as the simplest bimolecedation: H + H —
H, + H at collision energies below 1.5 eV, this paogrof study has yielded very good
agreement? raising confidence in the validity of the adiabatpproximation. However,
this reaction may represent something of a speas# since all electronic excitations
require a good deal of energy, on the order ofitbenic’P — S transition for well-
separated reagents, and still several eV at thsitian state. In more typical chemical
reactions, where the electronic structure is moremicated, there is debate about the
role of nonadiabatic dynamics. This is especitllg in the presence of smaller
electronic splittings such as spin orbit, which @nethe order of 120 cffor NO and
OH. In theses cases, the fundamental argumehedorn-Oppenheimer approximation

breaks down since transitions between these levelsxpected to occur on a timescale



which is no longer short compared to the rate afear motion. Several previous
experiment$™ have explored the degree of nonadiabatic natusedh systems with
varied results, and at the same time, an arrayeafretical methods have been developed
for predicting the probability of hoppiftfrom one electronic surface to another.

In order to shed further light on this questiocya@ssed molecular beam apparatus

is employed for observing OH or OD product stastridbutions after one of these two

reactions:
F+HO -~ HF + OH (1.1)
F+ DO - DF + OD. (1.2)

This system proves to be an ideal testing grounthirole of nonadiabatic dynamics
when coupled with theoretical predictions of théuna of the various electronic energy
level surfaces in these systems. As shown indidu2, the lowest two surfaces, which
are separated by only a 120 tspin-orbit splitting in the exit channel, actuatlijfer by
5000 cnt in their respective barriers to hydrogen abstoacteaction. By choosing a
collision energy which is between the heights eftho transition states, it is possible to
assign every spin-orbit-excited product moleculéhtoresult of one or more surface
hopping events in the exit channel. Reactivelyteoad OD is in fact found to be very
likely to appear in its spin-orbit excited stateeault which points to the extensive
occurrence of non-Born-Oppenheimer events duriagturse of this reaction. Isotopic
substitution (reaction 1.2), results in substalytidifferent rotational distributions but
unchanged propensity for spin-flipping events. si¢an be used to further specify the
location where the nonadiabatic dynamics occuncé&the exit channel dynamics clearly

differ for the two systems, the insensitivity ofrs{flip probability to isotopic
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Figurel2  Energetics for the reaction F %® — HF + OHEMy;, 3. Barriers are
obtained from high level MRGib initio calculations.” Fluorine in its ground spin-orbit
state can react adiabatically to produce ®Hg) at our COM collision energies, but the
higher barrier to adiabatically produce GH(),) is not accessible. Therefore,
observation of spin-orbit excited product providesmbiguous evidence for
nonadiabatic dynamics. Energetically accessibleartFOH vibrational states are also
shown for théT3, ground electronic state.
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substitution is likely a result of nonadiabatic dymcs occurring near the shared
transition state rather than far out in the exdralel of the lowest electronic surfaces.

Even more direct evidence for the importance ofagiabatic processes can be
found in the field of gas-surface scattering dyr@miln particular, collisions of nitric
oxide from single crystal (111) gold surfaces hasrbshown to be highly nonadiabatic
by a number of theoretiddland experiment&l*methods. In a sense, the molecule-
metal system represents the opposite of a probictable by the Born-Oppenheimer
approximation, because electronic spacings nedfdhmi energy are so close together
that they can be treated as continuous. Therefdren compared to this infinitesimal
electronic level spacing, the NO vibrational stasetis characterized by very large
energy gaps, each of which is resonant with theggneeeded to create a hot electron-
hole pair excitation in the gold. Some experimeolservations of these effects have
taken the form of direct detection of the hot elees or holeS. Conversely, these
processes may be inferred by observation of veongtpropensity for vibrational state
changing® during collisions of NO with Au, a phenomenon whitoes not occur for
scattering from insulating materials, which arerelkterized by a very low density of
electronic states at the Fermi level.

Theoretical investigations into the mechanism behihese phenomena have
focused on the high degree of charge transfer ctearaehen the open shell molecule NO
is bound to a metal surface. In this picture, lacteon jumps to the NO molecule upon
approach to the surface, resulting in a configaratvhich is stabilized greatly by the
attraction of the newly ionized N@ its image charge in the gold. This creatagea f

hole in the metal which is later joined by a frésc&on as the NO scatters and travels
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away from the metal surface. Because the eled¢tobampair (ehp) energy can take any
one of a continuous set of values in the metatgethgll always be such an electronic
transition which is resonant with any moleculangiéion in the NO molecule. In
contrast, insulating surfaces are characterized toyich lower probability for near
resonance between molecular and condensed dedreesdom, which therefore leads
to the much lower probability to add or remove NBrational energy during a scattering
event. Aside from explaining the observed nonaatia observations, however, this
picture makes an interesting prediction about tlodgbility for spin-orbit-changing
collisions. In its ground state, NO contains agrunpaired1 electron which is
presumably joined by a metal electron of the sapelsut opposite projection of orbital
angular momentum when the molecule picks up arireleérom the metal to form &
state on approach to the surface. As the moldéaels out the exit channel, an electron
must be lost from this orbital, but the orbital atay momentum projection of the
electron left behind may not be the same as theteoinitially impinging NO. For this
reason, spin-orbit-changing collisions may serva asnsitive probe of the degree of
charge transfer character for the system’s wavéfmduring approach to the surface,
an idea which was earlier considered in analyzpig-8ip scattering of NO from Ag
(111) surface§*

A good deal of work has been done on examininet@and molecular scattering
from various single crystal metal surfaces, althotlge vast majority of these studies did
not specifically consider the probability for sprbit scattering events. Initially, much
effort was focused on obtaining fundamental picdwkthe effect of the metal-molecule

potential on scattered rotational and translatidinsgttibutions. For example, the hard
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cube modéf was created in order to quantify the degree takvhiscattering event
could be thought of as a collective impulsive aidin with many atoms versus a collision
with a single recoiling atomic partner. By obsag/ithe angular scattering distributions,
it was straightforward to parameterize the probéna two body collision where the
mass of one of the participants was that of a talbd®& number of metal atoms (N).
Larger values of N were observed for more stifinded systems. Further investigation
into higher order aspects of these distributionsl{sas translational rainbow scatterfrig)
uncovered sensitivity to surface corrugation onitieratomic scale. Rotational
distributions have also been extensively studieading to the discovery of interesting
features such as rotational rainbdshich arise from a singularity in the Jacobian
which links an isotropic incident molecule angudéstribution to the distribution of
scattered rotational states. Additionally, deth#gamination of the molecule-metal
collisions results led to a picture where scatterimy occur by at least two chann@ls.
One of these channels, known as trapping-desorptiby, is ascribed to events where
the molecule is transiently adsorbed on the suiti@fere being thermally ejected. The
other, comprising all other scattering paths, masay not be dominated by single
bounce collisions where the event may be thoughsan impulsive scattering (1S)
interaction as in the hard cube model.

In addition to the extensive literature on scattgfrom solid surfaces, there has
also been a good deal of interest in interactionieainterface between liquid and gas
phase species, particularly in recent years. Whbilkghness at the solid-vacuum interface
is somewhat static and mainly determined by thpgmagion history of the sample, liquid

surfaces are constantly in higher amplitude maéi®letermined by the theory of
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capillary wave®’. For this reason, the roughness of a pure liguitace is independent
of preparation method and instead simply a repnbtifunction of the temperature of
the sample. Heterogeneous liquids, such as sdlijiens, for example, have an
additional interesting phenomenon, namely the tfzatt the molecular composition of the
interface may exhibit temperature dependence. thuidilly, the surface concentratfon
of dilute species may be significantly enhanceduppressed relative to that of the bulk
due to thermodynamical driving forces based onasartension, solvation energy, and
entropy of mixing. In order to further exploregtascinating subject at the meeting
ground between gas phase dynamics and condenstt ptatsics, an experiment (figure
1.3) has been built where nitric oxide moleculessaattered from a liquid surface in a
temperature tunable crucible before being detdayedF.

Collisions of NO with liquid gallium result in rational distributions which can
be fit to a two channel scattering process in agesg with the trapping desorption /
impulsive scattering picture developed for the aafsscattering from solid metal
surfaces. Additionally, the average amount of gnéransferred from initial translation
to final rotation is found to depend strongly onident collision energy, but weakly on
the surface temperature. When compared with puswstudies on NO scattering from
single crystal surfaces, liquid gallium promotegational excitation much more
effectively than does Ag(111), despite the fact Hilger is characterized by an atomic
mass which is 50% larger than that of the Ga atbnfact, the degree of rotational
excitation is on the order of that observed fofisimns with Au(111) whose mass is
almost three times larger than that of Ga. Thisatis thought to be a consequence of

the presence of small wavelength capillary waveghvioughen the surface on the
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Kinetic Energy:
1-20 keal/mol

Cooling Water

Figure1l.3  Schematic of the NO + liquid scattering experimehtnable energy NO
molecules (&c = 1-20 kcal/mol) are generated in an Evan-Lavigejavith the resulting
supersonic jet skimmed before colliding with a ranlGa surface heated to between 313
and 600 K. Scattered molecules are detected bywhieh probes a 5 mm section of the
excitation laser beam. The apparatus has fletyibrliexcitation and detection geometry;
however, the incident angle for the current expenits is fixed at 45(5)%ith detection

at the near specular angle.

length scale of interatomic spacings. Observatadribe scattered electronic degrees of
freedom show the presence of spin-orbit-changifigsmms, similar to the effect seen for
NO on Ag(111¥® Furthermore, the electronic temperature charizaterthe outgoing
spin-orbit populations is shown to have a weaktpa@stdependence on incident collision
energy, a possible indication of the importancaai-Born-Oppenheimer dynamics in

this system. Also, while the effect of surface pemature on the electronic degree of

freedom is modest, it is stronger than that seeatation, a likely indication of very
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different dynamical timescales for rotational vexrglectronic thermalization. This
situation may provide confirmation for a pictureemh rotational excitation is governed
by simple attractive and repulsive forces betwegfase and adsorbate, while electronic
distributions provide insight into the multisurfacature of the scattering problem.

Further exploration of these phenomena is donephacing the molten metal
with a room temperature ionic liquid (RTIL). Thesavel materials (figure 1.4) are salts
in that they are entirely composed of cations andres. However, unlike sodium
chloride, which melts at 1074 K, RTIL’s are chaeaited by freezing points which are
below 400 K and often well below room temperatuféis property, along with
generally low vapor pressure, makes these speergsattractive as advanced reusable
solvent$® with the potential to reduce a good deal of wastadustrial processes.
Because there are a variety of choices for ani®sN(TBF,, CI' for example) as well as a
myriad of ways to functionalize the organic cat{@rbutyl-3-methylimidazolium for
example), the diversity of these species is treraead In principle, such a large set of
choices allows for a good deal of tunability in Hudvation properties of these liquids.
For example, a RTIL could be chosen which dissoteagents but not products for a
specific reaction, allowing one to physically separdesirable chemical species while
leaving the solvent ready for another productiocley Recently, RTIL’'s have begun to
show promise in a variety of disparate fields ragdgrom electrolyte® for batteries and
capacitors to supported membranes for removinga&@ CQ during combustion
processes:

The NO scattering experiment is performed on &taof RTIL surfaces for two

reasons. First, it provides an opportunity to expinovel methods for characterizing the
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Figurel.4  Room temperature ionic liquids (RTILS) used irstexperiment. All

consist of an organic cation (1-butyl-3-methylinedaum) and one of three possible
anionic species. In order of decreasing size #ney Bis(trifluormethanesulfonyl)imide
(TfoN"), BF4, and chloride (C).

interfaces of these exciting new materials. Seciinslexpected to provide further
information on the role of charge transfer in thattered electronic distributions as
observed for NO on liquid metal surfaces. Unfoatghy, the RTIL's cannot be heated as
much as the molten metals due to vapor pressuaesapidly increase with temperattfre
and the possibility of thermal breakdown in the eniat >* Nevertheless, despite the
modest AT = 100 K) range of temperature examined, the efiesurface temperature

on scattered spin-orbit temperature is quite stfon@MIM-Tf,N when compared to the

effect on scattering from liquid gallium. This ptsing result may be due to charge
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transfer between the RTIL anion species and théngipg NO molecule, with the
temperature dependence possibly ascribable tocasased representation of anionic vs.
cationic species on the surface is heated. Somigmmation of this picture is seen when
the identity of the anion is changed, since smalteons appear to lead to less charge
transfer at elevated temperatures. It is possitalethe larger anionic species are more
likely to be pushed out to the top layers of tiggild surface, making them more available
as collision partners for the NO molecule. Furtvgsloration of this charge transfer
picture is needed; a promising path of study maghserving the effect on spin-flipping
probability as the cation functionalization is cgead. In particular, lengthening the
alkane chain from four carbons to twelve is expdétem theoretical studies to result in
a surface dominated by carbon chains and reducaciam character. Therefore, such a
surface would be expected to lead to greatly dseatarobability for NO spin-flipping.

In summary, the body of work presented below regmés a variety of chemical
dynamics experiments, each of which has employedeithnique of laser induced
fluorescence to make inferences on the naturecbemical processes. The studies range
from spectroscopy and dynamics of weakly bound emdar water clusters to reactive
scattering of fluorine with D to inelastic scattering of NO from various liqsigecies.
Throughout this exploration, attention has beed paihe interplay of electronic
dynamics with the motion of heavy atomic nuclehisThas led to the examination of
regimes with a good deal of variation in the rdl@onadiabatic dynamics. In the cluster
studies, spectra are found to be in excellent ageeéwith Born-Oppenheimer-based
theoretical techniques. In F @I, multisurface dynamics prove to be an inescapable

factor in the nature of this reaction. Finallycmllisions of NO with metallic and ionic
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liquid surfaces, nonadiabatic spin-flip events saas a sensitive probe of the interaction

of potential adsorbates with the surface.
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Chapter I11: Experimental apparatus

2.1  Laser Induced Fluorescence (LIF) detection and analysis

In all of the studies presented in this dissestatLIF spectroscopy is used to
obtain quantum state distributions for NO or OH eeoles which result from various
dynamical processes. Since the line intensitigh@LIF spectra are the main
experimental result and are used to make inferesiocegt the nature of the chemical
dynamics under study, a good deal of effort musttpended in order to ensure that
these results are both meaningful and reproducible detection scheme begins with a
tunable ultraviolet (UV) laser which brings moleesito an excited electronic statg {n
the case of both NO and OH). Over the course@tgontaneous emission lifetime (~
200 ns for NO and ~ fis for OH), fluorescence photons are detected ovange of
solid angle chosen to omit the incident laser bediris separation between the
directions of wavevectors for excitation versusalgphotons results in a very high
detection sensitivity (~ Tamolecules per cubic centimeter per quantum stateever,
in order to achieve these levels of signal to natgs very important to reduce the
number of incident photons which are able to fimeirtway to the detector by reflections
from various parts of the experimental apparatisice our photosensitive device is
capable of observing a single photon and the imtideam may contain ~ #photons,
even very unlikely paths from laser to detector mesult in unacceptably high
nonresonant background. This is prevented by iatyasf geometrical and optical

techniques designed to limit the freedom for scatighotons to be recorded. Once
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selected in this way, the fluorescence light entensra photomultiplier tube (PMT)

which converts them into an electrical signal. Tésulting voltage is amplified and
recorded over a range of UV excitation frequenegdpcing a spectrum which is then
analyzed using a least squares fitting progranrderoto extract the population
distribution from the areas below the differenthgeaThe raw populations are afterwards
subjected to more analysis in order to understaadiata in terms of various theoretical
pictures.

Fig. 2.1 shows the general scheme for detectingpNOH by LIF. Briefly, a UV
laser excites from nonvibrating (v=0) levels in #lectronic ground staté{) up to the
first excited doublet levefE). Due to the large difference in equilibrium bdedgth for
the two electronic manifolds, fluorescence tendseanuch redder than the excitation
frequency since Franck-Condon overlaps are masieit for’s(v = 0) — (v ~ 5).

For this reason, a Schott Glass UG11 absorptiter fill effectively block scattered

light from the probe laser while passing the majof~ 60 %) of fluorescent light. This
effect is not present in OH, meaning tf&tv = 0) — 2M(v = 0) excitation light can not
be substantially reduced by filtering. Fig. 2.2k the basic energy level structure of
NO in both the electronic grouna'() and excited’§) states relevant for LIF detection.
Each’l(v) ground state is split into four electronic Byels €My2% 2Ny |, °Ms°, and
’M47), each of which can exist in a manifold of differ&l-O tumbling states as denoted
by the total angular momentum, J. The spin-ofblt vs.M1,) splitting of 125 crit in
NO reflects the mean relative orientation of thm gojection along the internuclear axis
(also called) vs. the unpaired electron angular momentum ptioje¢known as\).

The much smaller lambda doubl&fif vs.?n") splitting of 0.1 crit for 2My,(J = 10.5),
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Figure2.1  Electronic and vibrational levels involved in LIEtéction of NO.
Excitation is done on the transiti6B(v = 0)«— 4M1(v = 0) with a tunable ultraviolet laser.
When this is resonant with a transition from anupeed ground state, flourescentce
preferentially involves relaxation vibrationallyated? levels due to more favorable
Franck-Condon overlaps. For this reason, prober lasam scatter can be largely
removed using a UG11 low-pass optical filter.

on the other hand, arises from weak terms in thailtanian sensitive to the relative
direction of molecular tumbling angular momentund arternal angular momentum of
the electron about the internuclear axis. Thesmublet levels are labelexhndf
according to their inversion symmetry, i.e.estate with angular momentum J has
inversion symmetry of—1)’~*'? while anf state would havé¢-1) x (-1)’ 2. Note the
need to remove the contribution of spin by addmgequivalently subtracting) 1/2 from J

in the exponent. The energy level structure ofthepper state is simpler than that of
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Figure2.2  Absorption spectroscopy of N&X«— 2M1). The 12 branches which
originate from J = 3/2 levels are labeled to shdwch ground states they address. Each
level is also labeled in terms of its parity intb¢t/-) and (e/f) format.

the ground electronic state, but neverthelessndagsinaming convention is employed.
However, due to the lack of any orbital angular reatam about the internuclear axis in
aZ state, the energy level structure is essentially of a closed shell diatomic rotor with
a small spin-rotation splitting built on top of éamolecular tumbling state (labeled with
approximate quantum number N). Also shown in Eig.is the naming system for the
various dipole-allowed transitions in this moleguldich appear as peaks in the LIF

spectrum. Taking the transitionk8/2) as an example, the "R" refers to the incréase

by one quantum from tH&l (J” = 3/2) state to th& (J’ = 5/2) level, while “P”
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corresponds to transitions with J’=J"-1, and “Q”ane that J’=J". The first and second
subscripts refer to which spin-splitting level ddaessed iRZ and?M respectively with
"1" referring to the lower splitting state and 'I&ferring to the more energetic one in
each case. Note, however, that "spin-splittinghief= level actually refers to the
energy difference between each two levels withstrae total angular momentum (J),
which actually correspond to rotational energyetiéhces in this species. Finally, the
number in parenthesis is the total angular momertutimeM1 starting level. Each
ground state rotational and electronic level iseased by three transitions with the

following correspondence between branch and eleictmanifold probed:

2|_|f,2 - I:)11' R11,Q21
2|_II/z - P21’ R21’Q11
an/z - Pzzl R221Q12
2|_I;/z - I312’ R.Lz’sz

Fig. 2.3 shows a sample NO LIF spectrum to giveumh idea of where the various
branches appear in frequency. In this molecukefdhowing transitions are not
resolvable within the 0.25 chrfrequency resolution of the dye laser, so togetihey
each appear as one peaki; & P21, @1 & R11, @2 & Rz, and B2 & Q2. In OH, on the
other hand, sufficient spin-rotation excitationstsiin the’> manifold to separate these
pairs, causing these peaks to separate beyondgéelinewidth.

The spin-orbit splitting in OH is ~ 120 ¢nsimilar to NO, but the ordering of the
two levels is reversed, witlils, being the lower state of the hydroxyl radical.
Additionally, unlike NO which remains in Hund’s @8 up to high J, OH rather quickly
transitions to Hund'’s case B before J = 5, oftaulteng in a different naming

convention for levels and transitions for this spec Because N, the tumbling angular
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Figure2.3  Sample LIF spectrum for NO scattered from liquid G&e branches
corresponding to the four prominent bandheadsarghly labeled. Also shown is a
blowup of a smaller section to show the averagsitienf peaks. The negative-going
red peaks show the best-fit simulation used taaekpopulations from the peak heights.

momentum of the molecule, becomes a useful quantumber in this limit, states are
labeled, for example, &6112(N = 1), where N = J + 1/2 féfl;,and N = J - 1/2 for

’M3,. Transitions are also now referenced to the Idwiavel, rather than the lower J,
and the two subscripts in the transition symboltiicare the convention of 1 referring to
the ground (nov2 = 3/2) spin-orbit level while 2 refers to the erd spin-orbit state}

= 1/2) — note that the symb@l = A + X represents the total angular momentum about
the internuclear axis. As an example, the tramsi@;(N = 2) corresponds to an
excitation originating fromiMy (N = 2) which changes N by +2 to N = 4 in the upper
state. Note that, unlike in the case of closed si@ecules, this “o-branch” corresponds

to a change in N by + 2, but total angular momendurhanges by only + 1. Therefore,
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this is still an electric dipole allowed transitidaspite its strange naming scheme, and in
fact, an s-branch can also be found in the OH atxait spectrum.

As a first step to produce spectra as shown inZRy ultraviolet laser light is
created in a chain of devices starting with a Nd&rdscillator/amplifier which produces

an ~ 8 ns pulse of green light at 532 nm. Figshdws the components of this device.

BBO doubler Amplifier head

Back mirror Brewster window Output coupler

Pockels cell Oscillator head

Figure2.4 Internal workings of the YAG laser. In additiondome of the most
important optical elements, the beam path of furefstal and doubled light are also
shown.

The oscillator cavity, which is capable of prodec200 mJ of infrared (IR) light at 1064
nm, is bounded by two coated mirrors both of whaithn adjustable mounts. If a

hotspot (as seen on a highly filtered CCD camerai$ in the output laser beam, a slight
cavity alignment may be necessary. However,nbisadvised to make more significant

changes to the mirror angles unless lasing haslbsenlf this is the case, shine a

helium-neon (HeNe) laser through the center obilput coupler and all internal cavity
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elements so that it strikes the centers of the badlor. Irises should be mounted before
and after the cavity to define a beam path. Adjustback mirror to retroreflect the red
beam through the first iris. Then, using a sesiesteering mirrors, send the HeNe into
the cavity through the back mirror, through the sanses, and retroreflect from the
output coupler. Now that the cavity is set, thpot coupler must be translated so that
the HeNe beam strikes it in its center (which candentified by a series of faint
concentric colored rings on the surface of thegjla3wo set screws, on the side of the
mount, should be used to move the mirror in plamé the red beam coincides with the
colored rings. This entire process may need titebated several times to obtain a good
alignment. The YAG active gain medium is a 15 omgl crystal rod with a diameter of
7.5mm which sits in the middle of the cylindrical lasead. The head also contains a
discharge flashlamp whose lifetime is somewhattéohand therefore must be replaced
whenever laser power drops to unacceptably lowldevBee the laser manual for
information on how to replace the flashlamps. Menual also contains instructions on
how to refresh the deionized water supply whichietioe laser head, a task which must
be carried out every few months. Before exiting ldser, the beam passes through a Nd-
YAG amplifier crystal mounted in a similar head {(luth two flashlamps) and a Beta
barium borate (BBO) doubling crystal which produb82 nm green light. The laser
control box contains two buttons for adjusting #mgle of this crystal to obtain
maximum output power at 532 nm.

YAG laser timing, as well as all other synchroti@a in this experiment, is
controlled by a Stanford Research Systems (SR&gndaglay generator (DDG), which

presents rising edge triggers with delay specifig@ntering numbers in the front panel
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for each of the four output channels. Each YA@ilasquires two separate triggers to
produce a laser pulse. The first activates theetfiashlamps which bathe the crystals in
light, leading to a population inversion. The settrigger controls a high voltage pulse
in the Pockels cell, an electro-optical componarthe oscillator beam path which
"opens" the cavity. In short, the oscillator cgwbntains a window oriented at
Brewster's angle for 1064 nm, which results inngsinly for p-polarized light due to
rejection of ~ 10% of s-polarized radiation on epalks. Normally, the combination of
the Pockels cell and a 1/4-wave plate in the caesylts in a change from sto p
polarization for each round trip in the cavity, megy that lasing will not occur.
However, when the Pockels cell is transiently adéd, s and p components are no
longer interconverted on a round trip, resultingicavity which is "open" for p-polarized
light. Therefore, while the first DGG timing pulseeates a population inversion, the
second pulse opens the cavity so that lasing daralcoccur. Varying the delay
between these two channels is one means of adjuben1064 nm output power as the
opening of the cavity becomes more or less synéhedrwith the flashlamp firing.
However, IR power can also be adjusted by simpiyitig down the flashlamp voltage as
controlled by a dial on the laser power supplyisTi$ the preferred method since lower
voltages result in longer flashlamp lifetime, andliermore, the flashlamp - Pockels cell
delay can be directly accessed by a dial on th& tvbthe power supply. Nevertheless,
the design of the YAG laser electronics requires asing edge flashlamp trigger and a
second trigger for the Pockels cell. Furthermtre latter trigger pulse must have
negative polarity (i.e. held at +5 V when not teggg) and a short duration to avoid

damage to the Marx bank, a set of transistorsthi@at delivers the high voltage pulse to
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the Pockels cell. The instruction manual contafgrmation on how to arrange triggers
to produce the necessary timing inputs for the Y&€ttronics.

The 532 nm beam is used to pump a dye laser fiiddone of two dyes: DCM
for detecting OH, or LDS 698 for detecting NO malles. Best results for tuning over
the entire’=(v = 0) — (v = 0) bands are obtained at a (oscillator, arign)iDCM
concentration of ~ (3.6x10M, 1.9x10* M) in methanol for OH detection and an LDS
698 concentration of ~ (3.0xtM, 5.0x10° M) in methanol for NO. Fig. 2.5 shows the

internal

Oscillator cell

Amplifier cell Preamplifier cell

Figure25 Photograph of the dye laser, which converts graserllight into a beam
of lower energy photons. Paths are shown for w532 nm pump laser and the red
output.

workings of this stage of light generation. A grdeam from the previous YAG laser

“side pumps” three liquid-containing dye cells, arfevhich is in the dye oscillator
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cavity and two of which function as amplifier stagerhe front mirror of the cavity is the
edge a fully silvered mirror, from which output g@ding achieved by having a small
amount of radiation miss the it and travel throtigghamplification stages. Instead of a
back mirror, the cavity is bounded on the othee &gl a diffraction grating which
retroreflects a specific color of light dependingits angular position. The laser is
managed by a dedicated DOS computer which is mdantrolled by Labview
acquisition software on a modern computer (seerappd3.1). This tunable laser is able
to cover both the @ 0 and 1~ 1 bands of théx M transitions in both OH and NO.
It converts 100 mJ of 532 nm light into 20 mJ ab &in when filled with DCM dye. The
output energy varies by ~ 10% from pulse to pulse frequency resolution is about 0.25
cm?, and the polarization is vertical.

Visible red light from the dye laser is then pasg@gough more BBO crystals,
each of which resides in its own “autotracker” l§Big. 2.6) featuring rotating stages for
a crystal and a refractive compensator block atagehn active feedback system for
maximizing production of UV laser light. Type Ui frequency generation (SFG) is
employed, meaning that the output polarizatioiated by 90° from that of the input
photons. A motor continuously adjusts the BBO arigt optimal SFG output energy,
employing the principle that best phase matchiraghieved when the input and output
laser beams are coaxial. To this end, a small atafloutput UV light is picked off,
and sent through a series of color and neutralityefiiters before striking a split
photodiode which is sensitive to changes in UVHdasection. At a fixed dye laser
frequency, the BBO angular position is first chof@rmaximum production of output

UV light. Next, the position of the split photod® must be adjusted so that equal
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BBO doubler Compensator block

Color filters . _
Neutral density filter Split photodiode

Figure2.6  Elements of the autotracker, which doubles inpsitole light in a BBO
crystal. A small amount of the output radiatiompisked off and sent to a split
photodiode which feeds back on the crystal posiitwmmaximum UV generation.
radiation lands on each side. Finally, puttingdkeice in “auto” mode will allow it to
continuously adjust the phasematching conditiorr twe course of a spectral scan. In
order to detect OH, only a single BBO stage is rddd double the ~ 616 nm dye laser
output to produce a 308 nm tunable UV beam. Ted&O, two BBO stages are

needed. The first converts some of the 690 nndemtibeam into 345 nm light; next, the

combination of fundamental and doubled radiatientath passed through a polarization
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rotator to bring the 345 nm radiation back to theper polarization. Finally, the two
frequencies enter a second BBO crystal where sequéncy generation takes one
photon from each beam to produce radiation at ttimees the frequency of the original
light (230 nm). While these doubling and triplisigj;,ges do not broaden the output laser
frequency distribution, they do tend to increasat-¢b-shot energy noise due to the
nonlinear nature of SFG. For example, for an inpdtbeam of 20 mJ + 10%, a typical
doubled output energy would be ~ 2 mJ £ 20%, whilgpded beam would come out at
0.2 mJ £ 30%. The efficiency of UV light generatis sufficient for high sensitivity
detection of these species, and in fact the flasplaoltage often must be turned down to
avoid saturation of the LIF transitions. For NQaser pulse of HiJ and a beam

diameter of 2.5 mm was found to put the measurememsafely non-saturating regime.
The 30% pulse to pulse variation, on the other hegjtesents a significant amount of
on-peak noise, so it is important to record lasergy for each shot so that each data
point can be normalized to this value. After pagshrough all necessary UV generation
stages, the beam passes through a harmonic sepahaie two prisms mounted on a
translatable stage shift the spatial positiondhef\arious frequency components with
respect to each other so that only the desired tokllowed to exit the device.

Since the resulting UV laser beam has poor spaiality, a very small (~ 750
pum) portion is selected by placing an iris at thigliest part of the intensity distribution.
This results in some diffraction which takes therfaf a series of circular rings around
the central bright spot which can be seen by flsceace with the naked eye when a
normal piece white paper is placed in the UV beath.p These diffracted photons

cannot be allowed to enter the chamber becausectimag in at an off-axis angle, making
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them more likely to scatter off of a surface indside experiment. They are removed by
sending the spatially-selected UV light down a |¢2g m) path before it passes through
a second aperture whose diameter is chosen tadeedampared to the final beam size
but small compared to the diameter of the brighdéftcted rings which do not pass on
to the chamber. This beam path requires two tgrmnrors as well as a periscope to
raise the beam to the level of the chamber. lemtal avoid scattered light contributions
from multiple reflections from the two faces ofypital dichroic reflector, right angle
fused silica prisms are employed instead. Ultiatilight enters normally through one
face, totally internally reflecting off the longda and leaving the reflected beam free of
any ghosting. After being raised by a periscope,lV beam enters the chamber
through a thin (2 mm) calcium fluoride window whiishtilted near Brewster’s angle to
minimize multiple reflections from its two planarrfaces which can be another source of
stray photons inside the chamber. Once insidedhaum, the beam passes through a

series thin metal baffles (Fig. 2.7), four alumintings with increasing diameter ranging

Figure2.7  Aluminum baffles used to minimize scattered ligiaguced as the
ultraviolet laser beam enters the chamber. Thiae&ed rings are slid into the 24" baffle
arms on either side of the chamber.
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from 5 mm to 11 mm. These apertures are chosba large compared to the 3 mm
incident laser beam size but small enough to bligtk scattered from the entrance
window. The beam then passes through the centbeafubical vacuum chamber, where
it produces fluorescent light when resonant withaasition from a populated ground
state of OH or NO. Afterwards, it again passesugh an identical series of baffles with
steadily decreasing size before passing througthantused silica Brewster window.
After the exit window, the UV beam enters a sotates (J5) power meter which measures
the energy of each laser pulse.

After NO or OH molecules are excited by the ldssam in the center of the
vacuum chamber, fluorescence is collected by agfgalano-convex fused silica lenses
with diameter of 5 cm. These optics sit at the eha welded stainless steel imaging
tube (Fig. 2.8), and the first of them is pressgairest an o-ring which forms a chamber
seal. Therefore, there is no need for a windowveeh the vacuum and the first
collection optic, which results in reduced losses tb reflection from these surfaces.
The two imaging lenses each are characterizedfbgah length of 5 cm, and they are
placed at a distance of 5 cm from the UV laser bpath, meaning that a 1 to 1 image is
produced approximately 5 cm from the back of tremed lens. A flat metal ring with
inner diameter of 4 mm is placed in the imagingplao that only a segment of the laser

induced fluorescence is allowed to pass. Thisaddtering scheme serves to minimize
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Figure2.8  Schematic of the imaging tube. Fluorescence gtieough a pair of
plano-convex lenses (blue), the first of which nfostn a vacuum seal with an o-ring
whose groove is machined into the endpiece. Argtns tube (aqua) contains a spatial
filter (black) which limits the in-chamber detecticegion to a 4 mm segment of the UV
excitation laser. Only light passing through ttirgular aperture is then allowed to reach
the photomultiplier tube (red).
contributions from fluorescing NO molecules whick &bcated far away from the
collision geometry of interest. For example, ia #bsence of this mask, a very large and
cold background signal is observed which occutbatntersection of the incident
supersonic molecular beam with the LIF laser beafter the spatial filter, fluorescent
light generally passes through a low pass glas fthosen to further minimize
background contributions from scattered photorteénchamber. This step is often not
employed for detecting OH, but NO exhibits verydeable Franck-Condon overlaps for
fluorescence from=(v = 0) into a wide range of vibrationally excitgobund state levels.
Fluorescent light is detected using a photomuéiptiube (PMT) which has been
wired in the manufacturer-suggested configuratamiaximum linearity (see Fig. 2.9)
but is still capable of observing single photomistg its surface. In fact, the baseline

noise from this device is so low that output nassestead dominated by the arrival of

the occasional stray photon on the detector. Thaskground photons are inevitably
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Cathode
Focuser
Dynode 1
Dynode 2
100 kO Dynode 3
Dynode 4 100 kO E—
100 kQ o
Dynode 6 100 kQ
Dynode 7
Dynode 8
Dynode 9
Dynode 10
Dynode 11
Dynode 12
Dynode 13
Dynode 14 50 Q

Figure2.9  PMT wiring scheme. The resistor chain is chosemfaximum linearity
to avoid saturation for large numbers of LIF phatper pulse. Current flows from the
anode through a 5Q resistor over which signal voltage is measured.

related to direct scatter from the UV probe pulséam fluorescence in, for example,
the entrance and exit fused silica chamber windevia;h is the reason that great effort
is expended in reducing stray photons as discussede. The PMT photocathode

voltage is generally set somewhere between -2080d/-1600 V relative to the anode

stage where photocurrents are collected. Overdhige of voltage, PMT sensitivity
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varies by about a factor of 13, which is sometimesded in order to avoid charge
saturation in the final few dynodes in cases wi@teor NO LIF signals are large. At -
2000 V, the device (Electron Tubes model 9813QBhmracterized by a gain g = 2.2(9)
x 10 electrons per detected photon and a quantum gfed@proximately 30%. For
studies on reactive scattering of F with(H it is necessary to transiently turndfie

PMT while the discharge fluorine source is firimgarder to avoid saturation by resulting
photons. This was done with a home made high gelsavitch (see appendix A.1) which
transiently sets the relative voltage from the cdéhto the first dynode to -200 V, which
is sufficient to repel photoelectrons and thus d\RMT saturation. The switch
effectively turns off the PMT throughout the dueatiof a TTL positive pulse from a sum
combination of two channels on the DDG. After todlection anode, the device is wired

through a 5@ readout resistor to the ground of the high voltageer supply.

- 9eR

Therefore, a single collected photon produces & pigmal ofV ., . Since the

time responset) is on the order of 3.5 ns for this device, psighkal is ~ 50 mV for a
PMT cathode-anode bias of -2000 V. PMT signalskmrelated to NO or OH densities
in the detected region by taking into account tlagomsources of reduction in collection
efficiency, starting with the fact that the firstaging lens subtends a solid angl€gf: =
0.66 steradians. Taking into account the R ~ Sléatons from the six glass surfaces
encountered en route to the PMT, the 60% signasitngssion through the UG11 filter, as
well as the 30% PMT quantum yield and the capaitititsaturate the LIF transition of
interest (saturation means thgt* 50% of molecules from a particular ground staite

be excited by the pulse to a level with the sangeederacy), it is possible to predict the

number of NO molecules from a particular groundestarresponding to a single
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-1
detected photon aN . = [% XT e X (1= Ryjass)® X QYo X fexj =300. Since the
T

probed volume is on the order of 0.006cthis means that the fundamental detection
sensitivity limit is ~ 5 x 16molecules/criiquantum state. For NO detection, stray
photons arrive with a frequency on the order ohatpn per 10 laser shots, meaning that
this limiting level of sensitivity is readily achiable with minimal time averaging
required. Due to the less favorable Franck-Cormarlaps in OH, the minimum
detectable density is higher for this system bym@er of magnitude. In either case, to
preserve maximum sensitivity, it is important tm@avadding noise in subsequent
amplification and data processing steps.

Signal level is obtained by measuring the voltagess the 5@ resistor on each
shot of the 10 Hz UV laser beam. Voltages are mexeased by a factor of 10 in a 20
dB preamplifier (1 GHz bandwidth) in order to swamput voltage noise in the next
stage where the fluorescence transient is captuiteda boxcar integrator. The boxcar
width is set at the radiative lifetime of the malec(~ 200 ns for NO) and is timed to
begin averaging on the order of 20 ns after thediof the probe laser. The boxcar
duration sets the bandwidth of the measurementaidtHz and also provides a final,
temporal, means of discriminating against scattprextons from the incident laser beam,
resulting in a background level of typically lekan one photon per pulse. Note that the
output from the boxcar is equal to the averageageltduring the detection window.
Therefore, the 500 mV, 3.5 ns signal after the pgaorresponds to an output of ~

500mV 35ns
200ns

=9mV . This signal is typically further boosted by atta of 20 in a

second amplifier which is built into the input dktboxcar integrator. Finally, this signal
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enters an analog to digital converter which sehddligitized boxcar signal level to a
data taking computer. Like all elements of theezkpent, this digitization step is
triggered at 10 Hz by a TTL pulse delivered frone @hannel of one of the SRS digital
delay generators.

In fact, all experimental timing is ultimately coolled by a pair of Stanford
Research Systems delay generators, one of whtdlggered from the other master
clock. In addition to specific devices which Wik discussed separately for each
experimental setup, the following items each regjtheir own timing pulse: 1) the Nd-
YAG flashlamps, 2) the Nd-YAG Q-switch which detenes the time when the probe
laser pulse fires, 3) the LIF boxcar integratoradjoxcar integrator for the probe laser
energy, and 5) the Labview control and readout ianog(Fig. 2.1Gand appendix B.1).
Upon receiving a timing pulse, the program recaases for both LIF signal and probe
laser energy which has its own preamplifier anddaointegrator. On each laser shot,
these values are stored in memory, and upon tetimmaf the spectral scan, they are
stored with a set of UV frequency values. Theesguencies are calculated based on the
assumption that the probe laser wavelength contisiyadvances at a rate which is
determined in the Labview program and fed intol#iser control computer at the
beginning of the scan.

A typical scan proceeds as follows. Start by usiheg“go to” button to move the
dye laser to the desired starting frequency. Rertwo channels of importance (LIF
signal and Probe energy), enter the gain valuestsel with the boxcar amplifier stage

into the appropriate boxes on the Labview progranast panel. Next, press the button
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Figure2.10 Front panel for the Labview data taking progranmisvirtual is capable
of scanning the dye laser or the infrared OPQaltt also automatically vary laser timing.
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called “Monitor”, which records data at 10 Hz witte probe laser frequency fixed.
Press “stop” after a minute or two, and the progvahreport both the background and
noise for both channels. Write these numbers dowlater use. Incidentally, due to
low frequency variation in boxcar output, it is eesary to perform this procedure at the
beginning and ending of each spectral scan. Omebdckground has been obtained,
choose the desired direction and velocity and gi®&st” to initiate a manual UV
spectrum. At 0.1 cilfs, it takes about 2.5 hours to scan the efifife = 0) — (v = 0)
NO band, and no other inputs are required of tlee dsring this time. Once the scan is
complete, hit “stop”, and an output file will autatically be generated in C:\spectra in a
folder and file corresponding to the current datd ame. Note that it is often useful to
increase the PMT voltage for the last half of thectrum, where the smaller peaks are
less likely to saturate the PMT. This necessita#@$ng two separate scans (making sure
to change the “LIF signab Conversion” variable to reflect the change in PMT
sensitivity) which can then be manually combined spreadsheet program such as
Origin. One final note, the program is also capaijlscanning in the time domain,
where for example, the firing time of the pulsedseurce (which introduces NO into the
chamber) can be varied with respect to the proder lpulse to observe the gas arrival
distribution in the time domain. These scans argdn the “Delay Scan” section by
directly controlling the DGG timing on a shot taosivasis with time delays randomly
selected between two user-specified limits in otdeavoid systematic errors associated

with low frequency drift in the system.



44

During a frequency scan, the actual laser lighgdescy tends to differ from this
value by up to 0.2 cthin a random manner over the course of a spectitis.likely
that this error is caused by some lack of mecharepaoducibility in the scanning
mechanism, but given that the output laser linewisionly about 0.2 cth this
frequency error is unacceptable. This is partitylkaue in the case of NO where a good
frequency calibration is necessary in order toasttpopulations from the congested
spectrum. Therefore, the frequencies must bereddid in a second Labview program
(Fig. 2.11and appendix B.2) which performs a linear caliloratio ensure proper line
positions in a semi-automated manner. In shogtptiogram displays a segment of the
experimental spectrum along with a simulation aesaser-defined temperature.
Frequency shift and linear correction are autorafifichosen via a least squares fit
which must be accepted by the program user for easielength region, typically set to
50 cni' in width. The automatic calibration is generabgccomparing the experimental
spectrum with a thermal simulation based on a deéned temperature. While the peak
intensities are, of course, not expected to agrdethe simulation, the program still does
a reasonably good job of choosing a frequency béfsd a linear correction term to
correct the wavelength error. However, this dagsatways work, so it is sometimes
necessary for the user to vary the limits of thtedi frequency region ("backwalk" and
"step”) until a visually satisfactory fit is obted. Press "next segment” when a
reasonable frequency calibration has been obtaibgdn pressing the “stop” button at
the end of the scan, the output data will be sa#tC-*", where “*” stands for the name

of the input data file.



45

|l @

mmmvv

ammvv

mvva

avmvv

mmmvv

onmvv

(7-u) Asuanbaiy
mN_— bb ON.— $44

_ B od

awny

| 2% oo

awn

mﬁmvv oﬁwvv

D [1e]

=

S0THb 00THb S60bb 060bb
. . . a- 5200'0-

(C/A) |eubis 411

-550°0

— dols JUaWD3aS JXap mN.o—\” Am-\“

paysiuly ppvaun dus
oor [ oosf af

T-unfsuiod  (4) aamesedwa) Aemspeg

1X3'04ul pauIquIOd0T0Z UolRAqIed Aduanbaidimalageiswelboidi:q au—

3|4 ©3°p ON

' Wd SZEWEEYPIZ\ENT T0Z\edads) D au_

a1y wnuyads

Figure2.11 Front panel of the Labview frequency calibrationgram. The abscissa

of the raw data (white) is shifted and scaled tmimbagreement with known line

positions (shown as a thermal simulation in red).
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Once calibrated, spectra are entered into a FGRI'Brogram called “LIFfits.f’
(appendix B.3) which uses STARPAGonlinear least squares fitting to vary NO or OH
populations until the experimental spectrum isodpced as shown in Fig. 2.3.
Extensive spectral overlap in both systems is maigid by the fact that each quantum
state is generally represented by several peakslirseparated areas of the spectrum.
Therefore, low intensity lines in the unclutterddebend, for example, are absolutely
crucial for disentangling spectral information lietdense central portion, so it is very
important to scan over a sufficiently wide randdis is especially true in OH, where the
Hund's case B character of the molecule resultsarintensity “O” and “S” branches far
from the highest peaKsThe program outputs populations tabulated acongrtti ground
rotational level as well as electronic manifoldadfich there are fouf{ly, M7,

’M3r°, and’Mg; ) for both NO and OH (see Fig. 2.12). The accyddhis rather
involved analysis can be tested by firing the priaiser well after the supersonic jet so
that radical populations are allowed to fully thatiy equilibrate with the chamber walls.
Fig. 2.12 shows a Boltzmann plot of such a studyNf@. Not only is the rotational
distribution characteristic of a room temperatwmple, but the summed spin-orbit ratio
also corresponds to a temperature of 300 K, shothaigthis degree of freedom has also
reached thermal equilibrium and is properly handigdhe data analysis procedure. The
LIFfits.f program is controlled by an input fileltsd “par.dat” whose inputs include the
folder and name of the input file, the wavenumiagige to be considered, the maximum
J to include in the fit, the peak width, and thenea of files containing information on

transitions and energy levels.
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Once an acceptable fit has been achieved, semaalt files are generated
includingmC* (showing the best fit model spectrum), pC* (wibhe quantum state
populations extracted from the raw data), and pra(@@ntaining a Boltzmann analysis

of the population distribution). The file pC* inrh serves as an input for another fortran
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Figure2.12 LIF analysis procedure applied to a 300 K static l@4x10® Torr).
When plotted on a Boltzmann axis, populations exéc from the spectrum agree well
with the expected 300 K distribution. Inset: eryeleyel diagram for NO(Xq)
showing the spin-orbit splitting ofdsn-omit. = 125 cni* and negligibly small energy
difference between lambda doublet levels.

programs for further data analysis. “Double_Expf"f(appendix B.4), fits the raw data

(population(J) for each electronic manifold) tone temperature distribution according
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l1-a

expEe, /KT,) |, where T and T, are the

to P(J) = (2J +1){£exp(—£J [KT,) +
Q >
temperatures of the two sub-populations ans the branching between themy &d Q
are normalization factors for each sub-distributidfet another file called “par.dat”
contains the name of the input file, the energgeato consider, guesses for the

parameters I T,, & a, and Boolean variables which determine whethdiotd or fix

these values in the fit.

2.2  Stateto-State Scattering at the Gas-Liquid Interface

Several aspects of the nature of liquid surfacesaplored by observing inelastic
collisions of ground state NO molecules to formigdtrotational and spin-orbit states.
LIF detection (section 2.1) is employed to detesmrtime probability to populate various
internal motions of the NO molecule after interastvith molten metals and room
temperature ionic liquids (RTIL’s). In addition éxamining rotational excitation of the
scattered NO, a good deal of effort is expendexbiaining reproducible electronic
distributions showing the probability for incideground spin-orbit state molecules to
undergo a spin-orbit flip to scatter in the excitBd,, manifold. These experiments are
performed using a much improved LIF detection seheompared to that used for
examining clusters and gas phase reaction dynalmitshe basic principles are the
same. For brevity, the LIF system described itiee@.1 is in fact the one used for
these studies on scattering from liquids. Thesesh&tering studies are somewhat
simpler due to the use of only a single laser &eddck of need for an electric discharge

to produce reagents. However, considerable cast beutaken to ensure purity and
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cleanliness of these liquid surfaces so that, ¥an®le, the NO molecules are not
inadvertently scattered from a gallium oxide swefeather than bare liquid gallium.

A turbomolecular pump is employed so that surfageter study will not
experience contamination from oil molecules. Tdesice features a rated pumping
speed of 1800 I/s for Nmolecules and an 8” entrance. The turbomoleddsice is
backed by a E2M80 25 I/s foreline pump. Additidped residual gas analyzer is
installed inside the chamber to observe, in rea¢fithe constituents of the background
gas. The vacuum-chamber system is able to reael@pressure of ~ 3 x i0orr as
measured on a Bayard-Alpert style ionization gaugerther exmination of the
composition of this background gas on the RGA rlsvagroportion of more than 90 %
of H,O, and a molecular oxygen partial pressure oftless 10° Torr.

O, concentrations are of particular importance bee#igsid gallium surfaces are
expected to form several monolayers 0b@Gsin the presence of an oxidizing
environment. The rate of this process has beemsuned, by sensitive x-ray reflectivity
studies'® to occur on a timescale of several hours & T6rr O,. This means that
experiments can be carried out on a clean surfaceighout the 2 hour scanning times in
this study as long as the oxide layer has beenvedprior to scanning. Removal is
done with the use of a 2 keV Asputtering source mounted 5 cm away and at 4% fro
the surface normal. Prior to each spectral stesmdevice is run for 15 minutes, which is
sufficient to completely clean the surface as oles#by reduction in the total intensity of
the scattered NO signal (Fig. 2.13). This effd&wface cleaning is thought to be a
consequence of increased excitation of thermallaapivaves on the pure metal surface

compared with the flatter oxidized interface. Awstbackfill A" source requires a
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neutral Ar chamber pressure of 5 X>IDorr, a lecture bottle of 99.995 % pure argon is
introduced directly into the chamber through a hegdlve followed by a small port in
the side of the vacuum can.

Ar” cleaning is not possible on the RTIL surfaces bsedocal heating vaporizes
the material, resulting in a white coating on tleanby LIF imaging lens, which decreases

overall detection sensitivity. However, these iitguwill not form a floating oxide layer

5.0e+5
4.0e+5
3.0e+5 A

2.0e+5 1
15 minute Ar' cleaning

P, signal (V*cm'l/J)

1.0e+5 1

0.0 . ' . . ' '
0 50 100 150 200 250 300

Time (minutes)
Figure2.13 The effect of Af cleaning on NO + Ga LIF signal integrated overRhe
branch of NO. Cleaning decreases the overall atnafistattered NO, likely a result of
increased roughening of the pure Ga surface reladithe flatter oxide.
in the presence of {aas was the case for liquid metals in the chamBéso, due to their
superior ability to dissolve ¥#D, the dominant background species in the chantibese
liquids are not expected to form a water film oeitlsurface at the background water

pressures used in this experiment. For exampéejqus studi€¥ on the effect of gas

phase HO on surface properties of RTIL's found no measleseffect below partial
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pressures of I0Torr, a value which is 4 orders of magnitude greitan what is seen in
the vacuum can. Nevertheless, cleanliness caonrferoed by periodically scraping and
disposing of the surface every 5 minutes with alstére which can be fed through an
UltraTorr fitting below the entrance baffle arm.h@h this is done, scattered NO
distributions are in good agreement with those feonunscraped surface, indicating that
these liquid surfaces are sufficiently clean. Befoeing placed in the crucible, ionic
liquid samples, even BMIM-CI, which is a solid abm temperature, must be degassed.
Removal of dissolved gases is crucial becausanirgtes HO contaminant, and it also
avoids violent degassing in the experimental vacabamber, which can result in a
liquid coating on the LIF collection lens. Remowédissolved Mand Q is done in a
round bottomed glass flask which is heated to 3%@kadditionally boil away dissolved
H,0) and agitated with a teflon-coated stir bar. Tdpeof the flask is evacuated with a
mechanical pump whose backstreaming oil is elingithdty pumping through a coil of

Y4” copper tubing immersed in liquid nitrogen. Tggdly, liquids are degassed for 4
hours prior to being quickly transferred to the rohar.

For these studies, NO is seeded in a variety nfeaxtive ballast gases in order to
control the collision energy with which the moleesikstrike the surface. These gases
include argon, neon, helium, and hydrogen, whiefe gollision energies of 1.0, 2.7, 10,
and 20 kcal/mol respectively. In each case, 50 ®DNO gas is mixed with 5000 Torr
of ballast in a 1 L stainless steel tank, resulimg NO concentration of 1%. Mixing
pressures are measured on a 10,000 Torr Baratumeda ensure accurate NO
concentrations which are further confirmed by usheyRGA to directly observe

chamber NO and ballast concentration while theigpsised through the valve. Before
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use, the steel premix tanks are left untoucheaffteast 24 hours to allow full diffusive
mixing of NO with the carrier gas. All gas handjiis done in a welded stainless steel
manifold featuring o-ring sealed VCO fittings an@HE tubing connecting to gas
cylinders, the premix cylinders, Baratrons, andpghksed valve, as shown in figure 2.14.
It is exceptionally important to ensure that thismfiold is leak free because even a very

small concentration of £s capable of reacting with NO and reducing obsérsignal

 Mixtank |
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Figure2.14 Manifold used for creating gas mixtures and deingethem to the pulsed
valve inside the vacuum chamber. Violet circlggesent ball valves for flow control.
The manifold itself is welded stainless steel tghiith VCO fittings. All tubing is
teflon.
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levels. Therefore, anytime a change is made tgaéisehandling system, it is important to
use a helium leak checker to ensure leak ratesHassl(®® standard cubic centimeters
per minute (sccm).

After the premix cylinder, gas flows through arosion-resistant stainless steel
and monel regulator which determines the backireggure and is typically operated at
its maximum value of 3000 Torr (absolute). Nextetal mesh filter is encountered
which is meant to remove any particulates that ety the pulsed valve downstream.
After the filter, the gas encounters another 10,000 Baratron gauge which serves to
accurately measure the backing pressure. Firgdlyflows into the pulsed valve, an
Evan Lavie style device which accepts a 1/8” tetigme through a small swagelok
fitting. Itis very important to realize that tleesmall swagelok fittings do not require 1
and ¥ turns of initial tightening like normal swégenuts, but instead only need % of a
turn. These devices are designed to handle vgtygressures, up to 76,000 Torr. Since
this number is very high compared to the 3000 baaking pressure employed in this
experiment, it is necessary to input relativelgé&walues for “pulse time” into the
control unit in order to ensure full valve opening. practice, it has been found that a
pulse time between 40 and @8 is sufficient for all carrier gases used hemgdavalues
are not recommended since they tend to lead t@d deal of afterpulsing as seen when
running a “Delay Scan” on the Labview control pragr(Fig. 2.10). The subsequent
molecular beam travels 5.3 cm before passing thra@ug mm skimmer (Fig. 2.15) which
collimates the molecular paths well enough to elate LIF background from the cold
incident beam when looking at specular scatteridgtnce 1.6 cm above the surface.

The pulsed valve is mounted on a rotatable 80/2@tsire allowing access to a large
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range of incident collision angles from at least®25° with respect to the surface
normal. Additionally, the liquid surface can bartslated in both dimensions in the
scattering plane in order to control the detectegleaover a similar range. In the studies
presented below, incidence angles are fixed abd8°specular detection is employed
except for the special case where the incident bissifi is observed by removing the
liquid surface completely and placing the deteqtenht (fixed at the center of the

chamber) directly in line with the molecular beawhen this is done, incident beam

Kinetic Energy:
1-20 kcal/mol

Cooling Water

Figure2.15 Gas-liquid scattering experimental apparatus.nxture of NO in a seed
gas flows out of an Evan Lavie valve and is colliedtin a skimmer to form a small spot
on the liquid surface. Specularly scattered mdéscare detected using laser induced
fluorescence. Also shown is the aluminum and ksisteel crucible assembly for
heating, cooling, and containment of the moltengam
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temperatures are found to be exceptionally colté(obelow 1 K), attesting to the high
cooling power of this valve system.

The liquid surface is contained in a stainlesslstricible which is held near the
center of the chamber and attached to the 80/2thtimgustructure by four 4-40 threaded
stainless steel standoffs with a length of 4 crhisBetup provides a good deal of thermal
isolation between crucible and chamber which iseetgd to be characterized by on the
order of 25 W of conductive heat loss when theibftads heated to 1000 K. Thisis a

result of the standard heat flow equation for lieat power (P): P = KATlé. K=27.7

W/mK is the thermal conductivity of stainless stael000 KAT is the 700 K
temperature difference across the standoffs, AX98xn? is the total cross sectional area
of the four 4-40 rods, and | = .04 m is the lengftthe standoffs.In fact, at these
temperatures, this conductive loss is very smatigared to the expected radiatave

power of ~ 150 W. Note that thermally radiated powan be roughly estimated as

P

. =0AT*, whereo = 5.67x10° W/m?/K* and A ~ 30 crhis the crucible surface area.
285 K cooling water is flowed through a block afiminum to which the stainless steel
standoffs connect, ensuring that the chamber iteatfins cool as the crucible is heated.
As shown in Fig. 2.15, the crucible itself is add®f stainless steel with cavity
dimensions of 4 cm x 2.4 cm x 0.25 cm (2.4 mL) previous version also exists with
dimensions 4.4 cm x 2.4 cm x 0.5 cm. Two NiCrridge heaters are sandwiched
between the bottom of the crucible and a lowerepéatch of which contains machined
grooves for the cylindrical devices. These heatash of which is capable of delivering

500 W of power, can easily heat the crucible to0lR0 However, higher temperatures

cannot be achieved due to a rapid loss of mechesteaility of the NiCr wires which
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eventually leads to an electrical spark as the eaks. 4-40 nuts on the standoff rods
hold the whole device together and provide enougbgure to ensure good thermal
contact between heaters and crucible. A smaltltiole is drilled through the back of
the crucible block, and threaded 4-40 set screwseda from the top and bottom of the
resulting cavity. A type K thermocouple is insérteto the blind hole and secured by
tightening the set screws, a scheme which provadaegasurement of liquid temperature
with an accuracy of 1 K, as confirmed with a thecowuple placed directly in the liquid
under study or in an icewater bath.

In liquid metals at high temperature, the choiteracible material is very
important because of the possibility of amalganmatitnere metallic crucible atoms are
dissolved into the liquid under study. This istgaarly serious because of a
phenomenon whereby a small bulk concentration aframanted species in a liquid
metal can lead to a very high proportion of impasiton the surfacg For gallium in
steel, solvation of Fe in Ga is the most importatgraction, and previous studi€show
that the iron concentration will be below 1% at pmmatures below 900 K. However,
upon further heating, the Fe concentration risdgeraapidly, meaning that a steel
crucible is not ideal for a very hot gallium sampMany other potential materials such
as aluminum also amalgamate well with Ga, and eaenon will be dissolved, ruling out
the use of a graphite crucible. One promisingiaétive is to line the steel crucible with
a layer of tungsten foil, which does not easilywkthe solid phase to amalgamate with a

nearby liquid metal at an interfdée
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2.3  Spectroscopy and Dynamics of H,O-containing Clusters

A variety of water clusters were studied usingitgjed spectroscopy apparatus.
The list of species consists of Ap®, Hx-H,0, and HO-H,O. With the exception of
H,O dimer, these complex&sire bound by tens to hundreds of Grmeaning that
samples must be cooled rather aggressively in eodemsure measureable cluster
concentrations in the detection region. This isedby co-expanding on the order of 0.1
% H,O in a gas of the desired atomic or molecular aitma supersonic bedmGases
are typically mixed by bubbling Ar, Ne, orlthrough a reservoir of purified liquid water
which is cooled in an ice bath to maintain a steadter vapor pressure of ~ 5 Torr. The
richness of the water mixture is adjusted by vagyhre carrier gas pressure in the mixing
cylinder, and the total backing pressure in thezteois dynamically varied with an in-
line needle valve to control total gas flow andstipwessure behind the expansion. The
expansion is produced by a home made pulsed supesdi jet source which has been
discussed in detail elsewh&reA pair of steel jaws typically limits the slitisith to ~ 100
pum, and the length is held fixed at 5 cm. Becaudgsbeinherent propensity for three
body collisions in a slit expansion as opposedpmhbole, this is an ideal setup for
generating water clusters by cold gas phase awilési The resulting molecular beam
expands into a 96 L cubical vacuum chamber evaduate 10” diffusion pump which
is backed by a 25 I/s E2M80 mechanical pump. Aitiquitrogen cooled baffle is
employed to limit the presence of backstreaminfugibn pump oil in the chamber. The

resulting chamber pressure of ~®IDorr exhibits a mean free path ~ 70which is more
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than sufficient to ensure an absence of collisieitls background gases in the chamber
before encountering the set of detection laser béaom downstream.

Gas phase clusters within the 5 cm path lengtheMmolecular beam are
detected by three-laser action spectrostagyshown schematically in Fig. 2.16. Briefly,
each cluster first encounters a tunable infrarsdrlaeam whose frequency is chosen to
be near resonantefor two quanta of KD monomer vibrational excitation. Next comes
a 193 nm photolysis pulse whose energy is apprepiaepreferentially break apart
vibrationally excited water molecules. Finallysudting OH molecules are state-
selectively detected by LIF with a 308 nm probespuds discussed in section 2.1. All
three laser beams are spatially overlapped inbelehamber, and the fused silica

' b) ' ) ‘ d)

-

A A P,

1.3 um 193 nm 308 nm N\
3md 15 md 2.5 md

a)

Figure2.16 Scheme used to detect HH,O clusters: a) Complexes are formed in a ~
3 K slit supersonic jet. The potential energy mmam structure is shown here. b) An
infrared laser pulse excites the J0@vertone stretch vibration of the H20 moiety.Toe
H,0 is photolyzed by a laser at 193 nm, a color whiiciently breaks apart
vibrationally excited water while minimizing backgmd from photolysis of the ground
state. The time delay between the IR and pho®lgsiers can be varied to probe
predissociation of the metastable cluster stajeOHl photolysis products are detected by
laser induced fluorescence following excitationdotyinable 308 nm pulse.

Brewster windows must be replaced with calciumrild® in order to minimize

absorption of the 193 nm pulse. Due to the mmesd&meter for these beams, OH
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products are expected to fly out of the probedargin a microsecond timescale,
meaning that the time delay between photolysispanbe lasers can safely be set to
several tens of nanoseconds to allow the PMT toveacfrom the flash of scattered UV
radiation from the excimer beam. Even though pligsi® cross sections are at least an
order of magnitude greater for vibrationally exditeersus ground state water molecules,
this still leaves a significant OH background whislobserved even in the absence of
any infrared laser light. Since these backgrowdlicals originate mostly from water
monomers, they are not at all specific to the presef cluster species and therefore
must be removed from reported data. This is dgneibning the infrared laser at 5 Hz
while all other experimental components are putgetd Hz. Then, the Labview data
taking program automatically subtracts adjacera @aints in order to obtain a
background-free spectrum.

Infrared laser light is produced by a Laser Visigrical parametric oscillator
(OPO) pumped by a Nd-YAG laser as shown in Fig7 2.1064 nm laser light exits the
YAG before entering the OPO where it is immediatidybled to make a 532 nm green

beam. This beam enters a grating-containing @soillcavity in which KTP crystals



60

BBO doubler

)2 plate Telescope

1064 nm

Output
coupler
. Signal

Tuning mirror ~ Grating

KTP cry./stals

Figure2.17 Optical parametric oscillator (OPO) laser usedrtmduce tunable infrared
light. A doubled YAG (532 nm) beam is introducedatcavity where it is converted into
an idler frequency (resonant with a cavity) andigaa beam (which is removed by
specular reflection from the diffraction grating.

consume photons at 532 nm (pump) and output twéopkdsignal and idler) whose
energies add up to that of the green pump phoitt grating and output coupler
retroreflect the signal beam while the idler exmugh the output coupler before
leaving the laser. This system is equipped witlmaplifier stage where the idler beam
and some 1064 nm light is sent through four KTAstais to produce more idler light by
optical parametric amplification. However, at thavelengths of interest for these

studies (~ 1.41m), the amplifier stage tends to actually attentizadler, so it is

physically removed from the beam path. The deMi@apable of producing about 15 mJ



61

of light at 1.4um, which is near the resonance for first harmoraitation of the OH
stretch in HO. Tuning is done on the accompanying computeckvhioves the grating
and nonlinear crystal angles with stepper motditse position of the grating ultimately
controls the value of the output idler frequenayd ¢he angular positions of the KTP
crystals are chosen to ensure phase matching tugeanaximum OPO power. The
laser must be periodically recalibrated for maximpower by manually tuning through
the desired frequency range while recording optifmelximum idler power) positions
for all crystals. This information is then fit #othird order polynomial and entered into
the OPO controller software for velocity controltbé stepper motors. Frequency
calibration of this laser is done using a low pueed+0O cell containing a microphone
for acquiring optoacoustic spectra during eachdéhs While the peak intensities of
such a scan are of limited use, the frequenciesampared with expected values in the
HITRAN H,0 databas&’ Linear interpretation between such peaks reguks
accurate frequency measurement compared to ther0' #inewidth of the laser
radiation.

Photolysis at 193 nm is done with a Lambda Phlysitra 50 excimer laser
running on metastable argon fluoride. The lasadhs filled with 65 mbar of 10%,fn
He, 250 mbar of Ar, and 2700 mbar of “Ne-70" (70%, [80% He), and the discharge
voltage is typically set to 24 kV. Under theseditions, approximately 100 mJ of UV
light is produced at the laser output, but dueadaicant losses from dichroic mirrors,
focusing lenses, and travel through air, only aldduinJ is actually focused to the inside
of the chamber. Under normal operating condititims,inside surface of the output

coupler must be cleaned every few weeks due téotheation of a white residue which
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seems to originate from the discharge source. dlihig, the laser head must be emptied,
purged, and opened. The caked-on white residugrisved by hard scrubbing with a
fine abrasive powder such as Vienna chalk. Uppfaoing the output coupler, the laser
head must then be evacuated, repassivated, alldddefore use. Passivation is done
by filling first with 2600 mbar of He and running 56 kV and 15 Hz for 10 minutes.
Next, the head is loaded with 100 mbar of 102tnFHe and 2000 mbar of He, and the
discharge is run at 24 kV, 10 Hz for 15 minutes.

When both IR and probe lasers are fixed on pdatidransitions of an O-
containing cluster and OH respectively, the timagéetween vibrational excitation and
photolysis can be varied in order to obtain a @®ultiation spectrum. Given the
approximately 8 ns time duration of these pulda@s, grocedure allows measurement of
LIF signal versus time delay with a resolution bbat 5 ns. Such a process can be used
to discover the rate for predissociation of a duftom a metastable initial state where ~
7250 cmt* of internal energy is present in the water monoimside a cluster which is
only bound by an energy on the order of 30'crPhotolysis of a free, predissociated
water molecule leads to a very different OH disttibn than does photolysis ot@
bound in a cluster. Therefore, variation of IR{iexer time delay tends to show an
exponential change in LIF intensity between thateosbed for photolysis of bound water

and that of free bD, as shown in Fig. 2.18. For short-lived comp$exanalysis of these
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Figure2.18 Direct observation of predissociation lifetimeaH,-oH,O. This is
obtained by varying the time delay between thearsfd excitation and the photolysis
pulse while examining a specific cluster transitéom a particular OH level. The
measured lifetime of 15(2) ns is large compareith¢onstrument response function of 8
ns as determined by observingdHmonomer lines (inset).

results is somewhat complicated by the finite terajpeesolution associated with the
nanosecond laser pulses in use. However, thibeanitigated by deconvoluting the

observed signal from a Gaussian which is used dordee the overlap between the two

beam. The following function is employed:

f)=8, +| 2 et Lt |- earme N | g L Ll 2.1)
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where g is the background signal level, which is seen wihenphotolysis laser fires
before vibrational excitation; & the signal after predissociation, apdtthe time delay
resulting in a signal halfway between these exteerodas a parameter describing the
instrument response function arising from the s &uwration of both pulsed laser beams;
it is found by looking at photolysis of water monemna system which does not
predissociate. Finally,is the predissociation lifetime, which is extratfeom the data

by a least squares fit. Note that this fittingqaaure is only appropriate in the case
where the LIF laser is parked on a transition femmOH level whose production is
enhanced after predissociation. In the clusterdiatl here, Ny = 8 levels meet that

criterion.

24  Crossed Jet Reactive Scattering

As shown schematically in Fig. 2.19, LIF detectadrOH (or OD) molecules
(see section 2.1) is also used as a method towabdes result of reactive scattering
collisions between fluorine atoms and water molesub produce HF + OH(D). In short,
F, molecules, seeded in helium, are converted t@msin a pulsed discharge
supersonic beam source. At the same time, a watgaining helium molecular beam is
crossed with the fluorine one at 90° and 5 cm feamoh valve, leading to a collision

energy of 6(2) kcal/mol. After
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Figure2.19 Reactions between F and®lare carried out in a crossed molecular beam
experiment. F2 is converted into its atomic forithva -1 kV pulsed electrical discharge
at the throat of the expansion. Product OH mokscale detected by laser induced
fluorescence at the intersection of the two j#&kso shown is the dynode control which
shuts off the PMT during the discharge pulse.
the fluorine atom has abstracted a hydrogen franwiditer molecule, OH is produced in
some rotational and electronic state which is thetected by LIF. This experiment is
carried out in the same 96 L cubical chamber asused for water cluster studies. The
vacuum system is also essentially the same asi$ledtin the cluster experiments with
typical base pressure of i@orr.

Molecular fluorine is purchased in cylinders whigris already mixed with He
at a ratio of 10% Fto 90% He. This tank is connected to the stagnatgion of a

general valve with a stainless steel needle val\metween in order to adjust pressure by

controlling flow. Choice of tubing is crucial sesintered teflon tends to trap®
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which degases and produces an OH background héelischarge. Extruded PTFE
tubing was found to be much freer of backgroundstooe. The backing pressure is
typically set to 50 Torr (1.6x2®molecules/cr), and the valve is opened for
approximately 1 ms. As the hydrogen-fluorine mypa&nds through a 4Q@m oriface

into the vacuum chamber, it travels through anteted discharge driven by a transient
high voltage pulse. This pulse is created by aénarmade push-pull circuit (appendix
A.2) which supplies ~ 800 V and 200 mA throughklballast resistor in line with the
discharge gap. The electronics are wired as shiowig. 2.19 so that the cathode is
formed by a pair of knife edges spaced to produmengature slit expansion with a
spacing of ~ 1 mm. The body of the steel genaablesforms the anode so that electrons
flow upstream through the exiting gas, leading tmae stable discharge than can be
obtained by wiring in the opposite direction widspect to gas flow. This is likely due to
the relative ease cations to flow in the directbdigas motion while the negatively
charged electrons flow upstream relative to theosp situation where cations attempt
to move against the direction of mass transpantbetween cathode and anode lies a
glass insulator with 1.5 mm thickness. These atsu$ can be produced by drilling a 1
mm hole through a microscope slide, but they magtdriodically replaced because the
discharge will slowly damage and blacken the eddéise hole.

Water-helium mixtures are produced in an ice-cddebbler similar to that used
in the water cluster experiments in section 2.Be flesulting HO / He gas flows through
a separate manifold and a needle valve beforeiegtampiezoelectric actuated vatve
with total backing pressure of 200 Torr (6xifMolecules/cm3). Care must be taken to

avoid electrical breakdown to the piezoelectricndigince a single discharge event is
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capable of ruining it. Therefore, it is importaoatalways turn off the high voltage source
when the valve is being pumped down. Internal heetdaces are painted with Corona
Dope high voltage insulation in order to furthepgress breakdown through the water-
containing backing gas. Experiments on F:©Rre performed with the same setup
after extensive passivation with respect te-sHD exchange, where aD-containing
mixture is contained the valve and manifold over ¢burse of several days. The degree
of passivation can be immediately seen in the s@ldll OD background which can be
seen in the absence of flourine collision part@ad originates from background®i/

D,0 in the discharge.

Care is taken to ensure that single collision ¢@ns are obtained so that each
fluorine atom is likely to collide with at most oaéom or molecule during its flight
through the detected region of the experimentthAtsame time, it is important to ensure
that background gas pressures are low enoughhibia is a low probability for OH
products to collide with anything before being mbgated by the probe laser beam.
Both of these criteria are met by ensuring thatggassures are sufficiently low in this
crossed-beam experiment. For example, as tke/HHe jet travels x =5 cm from the

stagnation region, its density drops from its sedigm region value afiy = 6x103° #/cnt
d 2

(where "#" stands for "molecules™) down mx) = 024n0[—j . Given that d, the
X

aperture diameter, is equal to ~ 508 for the jet source valve, a densityngd cm) ~
1.4x10? #/cc of mostly He atoms is expected in the callisiegion as potential targets

for the incident F atoms. For a hard sphere dotlisross section af ~ 5x10™ cn?, the
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fluorine collision probability isP.,, ~ T s Mg/ ol yawe » Which comes out toc ~ 4 %,

i.e. safely in the single-collision regime.

A collision of F seeded in He with,B also seeded in He at an angle of 90° is
characterized by a center of mass kinetic energywEof 6 kcal/mol. However, these
unskimmed molecular beams collide with a ratherewathge of oy, and therefore OH
products from high Eom geometries (i.e. places where the two molecules h#ore of a
head on collision) feature some finite probabitifyarriving in the LIF detection region
which lies at the 90° collision point between tieaterlines of the two beams. To gain a
higher order understanding of the range of colligieometries under consideration,
Monte Carlo simulatiort§ are employed in which incident beam angular distions are
modeled by cd¥0) functions. From this analysis, the likelihoodtan OH product is
the result of a collision at a certaigdm can be found from the probability for collision at
a specific point in space times the probabilityt the resulting OH molecule will be
found within the 0.16 cfdetection region at the time of laser pulse firirBuch an
analysis depends on some assumptions about thé&aadgiribution of reactively
scattered OH molecules, but it was found to bensisige over a rather large range of
possibilities. For example, less than a 10% cham@eth the average and the standard
deviation of the collision energy distribution isserved when the molecular frame
scattering distribution is changed from isotropicbs@). On the basis of this Monte
Carlo analysis, the effective collision energydarid to have an average of 6 kcal/mol

with a standard deviation of 2 kcal/mol.
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Chapter 111: Vibrationally-mediated dissociation dynamics of H,O in the
Von = 2 polyad

Published inJ. Chem. Phydl19, 10158 (2003)
3.1 Introduction

Photofragmentation of 4D in the first absorption band {Bs — X*A;) has long
represented a fundamental paradigm for direct diggon on a single repulsive potential energy
surface (PES).In contrast to photodissociation in the seconagit®on band (BB, - X'A,),
which involves multiple product channels, conicdkrsections, and considerable excess internal
energy in the OH fragmeftphotoinduced bond-breaking via théBA state is less complicated,
in principle, permitting development of simple pitgd models of the dissociation event. For
example, AB; — X'A; excitation produces little change in the HOH b angular
anisotropy, which largely accounts for the low aegof rotational angular momentum
transferred to the nascent OH prodiithe moderate levels of OH vibrational excitation
observed can also be rationalized from a claspe@pective by preferred initial motion on the
upper potential surface along the symmetric stretdrdinate-*

However, when examined on a fulitate-to-statdasis, this rather simple picture for
photodissociation of D proves somewhat deceptive, and indeed becomestiar and
dynamically more interestimy'° The first experiments on photodissociation dynanoitwater
from single ro-vibrational excited states were tuAndresen and co-worketg heir pioneering

experiments on state-selectegl Jx k) in the =1 vibrational polyad revealed surprisingly

strong oscillations in the OH fragment quantumespadpulations as a function Wby for a
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single spin-orbitA-doublet manifold. What made this observation paférly noteworthy was
that these same oscillations vanished for photodiagon of rotationally equilibrated water,

even when cooled into the lowest two nuclear sgtes {k k. = lo1, Oo) at supersonic jet

temperature$! This oscillatory behavior has since been unamhiglyoverified in single
rovibrational state photodissociaion studies gDHor higher OH stretching polyads fosy= 3-
5279195 hsequent experimental and theoretical studies emonstrated that these
oscillations result from coupling between OH angat@mentum states in the exit channel.
Specifically, a Franck-Condon model projecting itiiéal HOH wave function into asymptotic
OH states was developed by Balint-KtftiThis has provided an excellent qualitative (and i
some test cases, semi-quantitative) descriptidthehascent OH populatidhslearly
confirming the extreme sensitivity to the initiatational and bending states oftH Indeed, this

analysis provided the necessary framework to exgiaiv the presence of twi k. = 1o, Ooo

nuclear spin isomers in the early beam experimefitsdresei” had been sufficient to average
out all oscillations in the observed OH rotatiodeitributions.

From the perspective of vibrationally mediated colndf photofragmentation dynamics,
state-selection of ¥D via overtone excitation offers special advantagesdirst elucidated by
Lawton and Child, the OH stretch structure foOHan be best described by polyads, with each
polyad containing y4+1 levels corresponding t@y quanta distributed between the two
identical bonds. By virtue of anharmonic detuniffg@s that increase withoy, these quantum
states can often be quite well described by asigginmetric or antisymmetric linear

1/2
{

combination of pure “local mode” excitations (grm>" = 2-4{|n,m> % |m,n>}) with

perturbative contributions from other nearby merslzérthe same polyad (e.g.2

Y2{|n+1,mF1> + |1, ne1>)). At least for higher polyad numbersov= 3,4,5), this has led to
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the “spectator” paradigm, i.e. a strong properfsity\cleavage of the OH bond with greater local
mode vibrational excitation, with the surviving Qidnd retaining its initial local mode
excitation'® For example, elegant experiments in the Crim gemponstrated that 220-250 nm
photodissociation of D in |04> local mode state predominantly results in OH(vis@yments,
whereas dissociation of the nearly isoenergetie’|dtate produces mostly OH(v=1). Indeed,
nearly 100% selective bond fission has been demaiadtin analogous HOD studies, for which
the OH vs OD stretch local mode behavior is noversally completeé? These studies have
been extensively corroborated by exact QM dynantialulations: resulting in an impressive
level of consensus between theory and experifimemains an open question, however, what
happens to this spectator paradigm at lower leMab®lyad excitation, e.g. where a local mode
description of the kD stretch vibrations might begin to break down. ldger, such studies
require accessing multiple vibrational states Witimable” spectator mode character, which do
not exist for the lowestgy = 0 and vy = 1 polyads. It therefore proves particularly retging
to explore vibrationally mediated photodissociatiothe \b4=2 polyad, which permits access to
the lowest OH stretching states (e.g. [IB2>, and |113) with distinguishabldocal mode
guanta in the spectator bond.

The thrust of the present work is to explore staiected photodissociation of®lin the
Von=2 polyad, which allows several questions of dyra@ahinterest to be addressed. First of all,
as mentioned above, such studies can directly asse®ral different intermediate levels, [02>
|02>', and |113, whereby photodissociation now has the optionitbee conserving (or
destroying) vibrational excitation in the uncleaw@d bond. As a secondary motivation,
photolysis of these vibrational states with 193exuitation (k= 7.3eV) samples regions on

the upper PES quite energetically similar (seeetahl) to those of Crim and co-workeirs the
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H20  Aphotolysis ~ Eexcess OH in OHin Reference

state  (nm) (cm?) v=0 v=1

|00>" 193 10530 >99.8 <02 *°

|00>" 157 22410 50* 50« 1

|01> 193 14290 § 08

012> 193 17400 § This work

|025" 193 17730 63(3) 37(3)  This work

|02> 193 17780  97.8(3)  2.2(3)  This work

|115" 193 17980 47(5) 53(5)  This work

|03>" 248 9640 § 10

|03> 248 9660 >99.5 <05 *

|125 248 9910 § 10

|125 248 10070 > 08 <2 10

031> 2185 16640 > 90 <10 °

032> 2185 18140 > 90 <10 °

|04> 282 8010 § >

|04> 266 10140 > 08 <2 7

|04> 239.5 14300 99(1) 11)

|04> 218.5 18320 91(3) 9B8) "°

|13> 239.5 14790 16(6) 84(7)

113> 218.5 18800 6(5) 94(5)

|042> 282 11000 > 08 <2 °

|05 282 11670 > 08 <2 °
Table3.1 Summary of vibrationally mediated photodissociatiynamics studies of

H,O in the first absorption band 1B, — X*A,). The HO states are labeled using notation
|[mr’k>, wherem andn are the number of quanta in the OH local modéddtes andk is the

number of quanta in the bend (if any). Excess gnefers to the total excitation energy above

Do(H-OH) = 5.118 eV (41280 ct). In some studies, 2 is excited in the Franck-Condon
forbidden region, i.e. substantially below the dagmint on the AB; PES, which is located

some 16000 cthabove B. OH populations are normalized to the sum of Ojv= OH(v=1).
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classic v = 4 studies of KD. As a result, one can further explore how phaislgynamics
depend on the initial wavefunction projection oa tipper surface for comparable energies,
specifically probing nascent OH product state thatrons. Thirdly, as all three of thesgy#2
overtone states are sufficiently bright for viboatally mediated photogragmentation, the
influence of wave function symmetrgdradevs.ungeradé on the photodissociation dynamics
can be directly tested. Finally, as a somewhat mmaetical consideration, these monomer
photodissociation results provide essential baakgudor interpreting vibrationally mediated
spectroscopy and dynamics of water containing efasturrently under investigation.

The organization of this paper is as follows. Kgperimental details relevant to the
present work are discussed in Sec I, followedean Bl by quantum state resolved fragmentation
results for HO excited to a series opy=2 vibrational levels. These distributions are gpedi
and discussed in Sec IV, and interpreted in théestoof simple QM models for the

fragmentation event. The major conclusions are sanzed in Sec V.

3.2  Experimental Technique

The essential experimental approach has been bedan previous studies from this
laboratory'®*®and builds on powerful vibrationally-mediated disistion methods pioneered by
Andresen and Criffi”*"Water molecules are excited into specific roviloral intermediate
states with direct overtone pumping and then selgtphotolyzed with 193 nm ultraviolet
radiation. This excimer photolysis wavelength issel to optimal for Franck-Condon excitation
of the outermost lobe of the wavefunction in th®H\ — X absorption band, which therefore
suppresses UV absorption by unexcited water masquiesent in the expansion by several

orders of magnitude. The translational, vibratipaald rotational states of OH fragments are
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probed with laser induced fluorescence, providifgrmation on the forces breaking the
molecule apart during the photodissociation pradésperimental details relevant to the current
study are briefly summarized below.

All experiments utilize a supersonic expansion%f df H,O in a monoatomic carrier gas
(He or Ar) at a total stagnation pressure of 50 TbfTorr = 1.33322 mbar) through a pulsed slit
valve (4 cmx 125um, 10 Hz, 50Qus pulse duration). Even under these mild supersonic
expansion conditions, @ cools down almost entirely into the lowest rataél states allowed

by the nuclear spin statisticl,

ke = Ooo (para) and ¢ (ortho), in a 3:1 ratio. The jet-cooled
molecules are intersected 2 cm downstream witimfaared laser beam (5 ns pulse duration,
0.25 cm® bandwidth), where the partiab@& and total jet densities areZ0™ #/cnt and 10"
#/cnT, respectively. The IR laser can deliver up to 3lpulse to the jet region in a 5 riveam
area. For a spectral pulse width of 0.25%his is sufficient to drive strongepy=2 water
overtone transitions nearly into saturation, reisglin vibrationally excited water densities
approaching 1 #/cnt. The long path length nature and slower 1/r dgmBitp off of the slit
expansion permits laser excitation, photolysis @etgction to occur efficiently over a much
larger interaction region than would be accessibke pinhole supersonic expansion geometry.
The IR laser (pump) pulse is followed in time bgaaunter-propagating ArF excimer
laser (photolysis) pulse at 193 nm, delayed by@pprately 20 ns from the pump. Typical
photolysis laser energy in the intersection regsoh mJ/pulse, with a 10 nfreross section in
the jet intersection area. Based on an estimatea@#@rption cross-section of .8x10%* cné/#
18 for ground state water molecules, a relative ptiisemciation probability of 2L0°is predicted
for IR unexcited species. Empirically, we obselvat for the strongestJ transitions in y4=2,

the photodissociation signal is increased b¥10° due to vibrationally-mediated enhancement



76

at 193 nm. Both the vibrationally-mediated and cif93 nm photolysis signals scale linearly
with the excimer laser power, indicating that mphioton processes and saturation effects are of
negligible importance for the photolysis laser.

Fluorescence from the OH fragments is detectedhe®t — X*M v=1-0, 00 and
11 bands of OH. The probe radiation is produced figquency doubled dye laser (< 0.1tm
bandwidth, Rhodamine 590) pumped by a frequencyleouNd:YAG laser. The probe laser
pulse (5 ns duration) is delayed @0 ns from the photolysis pulse. To discriminagenzen
vibrationally-mediated and direct 193 nm photolysients, the pump laser is operated at half
the repetition rate, with the laser off and ondags subtracted to generate a background-free IR-
induced signal. To minimize saturation effects, théprobe laser power is maintained well
below 25uJ/pulse for v=0- 0 /1~ 1 bands (< 9@uJ/pulse for the v=1 0 band) in an unfocused
beam size of 30 mfrarea that overfills both pump and photolysis beaFhss results in partial
saturation effects (< 20%) for the strongest Olddinwhich are explicitly corrected by
normalizing with respect to a reference spectrurmodifsionally thermalized OH. The
thermalized OH sample is obtained under identiocatb@ laser conditions by photolyzing a
flowing 1-2 Torr mixture of MO, CH, and Ar through the vacuum chamber. Delays of 30
between the photolysis and probe pulses transitaeover 3000 hard-sphere collisions, which
ensures complete thermalization. By way of contidestsities and time delays selected for the
actual photolysis studies correspond to fewer thaa collisions of the nascent OH species.

The OH fluorescence is collected through an /1 Gdliptical lens with a PMT
positioned at right angles with respect to the ssq@c expansion and collinear laser
propagation axis. The pump and probe lasers propagdinearly through the slit jet expansion,

and are linearly polarized along the expansion. &tie OH fluorescence signal is sampled with
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a boxcar integrator, with scattered light attendidite a 295 nm long pass and UV band-pass
(UG-5) filters positioned in front of the PMT. Owadlrphoton collection efficiency is a few
percent, typically yielding 7010° signal photons per laser pulse with all threerkpeesent.
Laser powers, gas pulse intensities, and refernghotacoustic spectra are stored for
normalization, diagnostics, and frequency calilbrapurposes. The detection efficiency for OH
is estimated from signal-to-noise resulting fron3 T@n dissociation of }D. With the enhanced
path length, density and collection volume duéhtodlit expansion, detection sensitivities below
5x10° OH molecules per quantum state are routinely nbthi

The relevant spectroscopy for the LIF detectionagcent OH product is as follows.
Each ro-vibrational level of the ground electrosiiate of OH {[1) is split into two spin-orbit
components, £= M3, and k = ?My,. Each spin-orbit level is further split into twimsely-
spaced\-doublets A" andA"), which, in the high-J limit, can be correlatedhwtihe unpaired
electron p-orbital lying in or perpendicular to thlane of rotation. The energy levels are labeled
by J (total angular momentum), overall parily(total angular momentum excluding spin),
symmetry with respect to the reflection through phene of rotation4’ = M* andA"= "), and
additionally with spectroscopi/f labels. For example, in this notatiGhls,'(5) refers to a state
with N = 5 in . manifold withA' reflection symmetry, with rotational branches'ué t
A3 (V') « X’T1(v") bands labeled using notatidiNg (N"), €.9.Q21(3). To achieve high
oversampling in the data set, all 12 rotationahbhees with the exception of:Sare used in the
data analysis, with each spin-orbit akdloublet level independently probed on at least two

branches.
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3.3 Resaultsand Analysis

Figure 3.1 displays a sample action spectrumtafgeled HO between 7205 and 7310
cm’, obtained by tuning the probe laser to the tofhefOHQ11(2) probe transition and
scanning the IR pump laser frequency. All featumesie spectrum result from vibrationally-
mediated dissociation of quantum state-select&dl iH the jet cooled expansion. The lines in
this spectral range are therefore due to the tiansiout of the lowest nuclear spin statig,
= Ogo and ;) of HyO, into rotational levels belonging to the |0&v;+v3 in normal mode
representation) and |02(=2v,) vibrational modes. Throughout this paper, we élusing the
|[mrk> notatior for H,O vibrational states, where m and n represent locale stretching
quanta’’ and k (omitted for k = 0) represents the quanthénHOH bend. The strongest band,
|02>, is of A-type (i.e AK, = 0,AK. =+1) and can therefore access, Qo1, 22 and 2o
rotational levels (thezd— 1o transition lies outside the frequency range showifig. 3.1). The
corresponding |02>band is of B-type (i.eAK, = +1, AK. = +1); it is an order of magnitude
weaker and accesses a different subset of rotateveds: 41 — O, 210 « 1oz, and 22 « 1o;.
Lines in the action spectrum labeled with asteralesstraightforwardly assigned to |[02>
transitions from incompletely cooled,® 1jorotational state (e.g., the transitior=@800 cni is
211 130). Such "hot" transitions can be purposely enhatgeléss efficient rotational cooling in
pure He diluent vs. Ar expansiodgproximately 300 cri to the red of these [02and |02>
bands, another two weak groups of lines can bgreagdito combination bands of symmetric and
asymmetric stretch fundamentals with two quantbesiding excitationy;+2v, andvs+2v; in
normal mode notation, and referred to in local medtion as |02>and |012>. Finally, an

extremely weak band (down in intensity by 400 coraddo |02 due to |115is observed at
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around 7400 cih, corresponding to the overtone of the asymmetkics®etch (2y), but still

accessible with quite respectable $/MO in the slit jet apparatus.

000 101 202
= 102>
=
=]
8
S
s
= 02>"
= 1 1 2
10 11 12
s
= . :
|
i ]L | . JL A
7220 7240 7260 7280 7300

OPO frequency [cm'l]

Figure3.1  Sample action spectrum obtained by scanning th@dBe laser over 40
absorption lines within thegy=2 vibrational manifold. The probe laser is fixadtbe v=1-0
Q11(2) line of OH. Transitions frond «. = Gho and }; states of HO into rotational levels of
|02> and |023 vibrations are observed in the displayed specarage. Transitions from
incompletely cooled rotational levels of |[03tate (such a%_ k. = li0) are marked with
asterisks. The relative intensities of peaks inaitt@n spectrum depend on: i) relative
populations of HO states; ii) state-to-state infrared absorpti@sssrsections; iii) UV photolysis
cross-sections; iv) photodissociation quantum gieiOH into theéMs, (N=2) probe state.
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Access to this broad range of intermediate state®ips one to investigate
photodissociation dynamics from a family of eneiggdly similar but physically quite distinct
vibrational intermediates. For example, one magygect photodissociation of,8 via excited
bending states)¢ > 0) to produce hotter OH rotational excitatiotSimilarly, the [113 state has
its OH stretch excitation more equally distributetween the two equivalent OH bonds; based
on the spectator model, therefore, one might ptetynificantly more OH(v=1) vibrational
excitation from |115photodissociation compared to either [02p|02> states. These effects
will be discussed in more detail below. In partamulwe find both qualitative successes and
failures of these spectator model predictions ehdow polyad numbers.

By fixing the IR pump laser on a specific featurehe HO action spectrum and
scanning the probe laser, a fluorescence excitapestrum of the OH photofragments is
obtained. Figure 3.2 shows sample portions of spelctra extending over tig;1+R2; branches
in the v=1— 0 band of OH. Both branches probe ffg,;"(N) rotational manifold of OH. The top
panel corresponds to photodissociation via theiootiess |02>0q intermediate state. The lower
two panels, |02, and |012> %, correspond to progressively increasing amountstational
and bending excitation, respectively. Note thatrtative intensities of individual OH rotational
transitions are quite different for these threermediate states of;B. The |012> 2, state of
H»O, which has both bending and rotational degreetesk clearly results in the most energetic
distribution. To verify that the populations ardéed nascent, the stagnation pressure and the
photolysis-probe delay have been increased by tharean order of magnitude without
affecting the relative intensities in the spectrdihis is fully consistent with only 1%
probability of hard-sphere collisions between th¢ g@hotolysis fragmenton = 1.2x10° cm/s)

and the carrier gas expected for the present enpatal conditions.
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LIF [arb. units]

012>;2,,

35520 35530 35540 35550 35560
-1
Probe Laser Frequency [cm |

Figure3.2  Sample’(v=1)-M(v=0) LIF probe spectra of OH photofragments. Cthly R;
and R branches are displayed, probfifits,'(N) levels of OH. From top to bottom, the
intermediate KO state systematically changes from a) |@@th no rotation, b) [0Z>with two
guanta of rotation, and, finally, c) two quantéboth rotation and bending excitation. Note the
increase in photofragment rotational excitatiore tluprojection of KO bending and rotational
motion onto the asymptotic states of OH.

From probe scans extending over 11 branches cleasiitt of the OH AS — X
vibrational bands (all possible branches except $e relative populations afl rotational,
spin-orbit, and\-doublet states of OH can be obtained for a giesbrational intermediate
state. Complete OH fluorescence excitation spéwva been recorded for strong |0262>,
and |012> intermediate vibrational levels ob®, for each of several rotational states accessible
out of kake = Ovo, lo1. Due to the 200 fold weak8R cross sections relative to [02enly a
limited set of populations iff13," OH manifolds have been examined for excitation o

state. To enhance the statistics, each spectroolléested 2-5 times and analyzed independently.

Lines in all spectra are integrated and the rasykireas least-square fitted using OH populations
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OHswte N 0= 0> = D> = 0= 0> 0= nx x>
ﬂm 1IZI] 20:‘. 2"..!2! L 1]0 1]] 2]1 ﬂlIl ln] 20:‘.
MLy 1 193(6) 112(2) 429(33) 128(16) 046(13) 693(28) 150(13) 666(3) 320(12) 14129)
2 282(15) 648(29)  90(5)  35(4) 1279  T(9) 245(10) 0.63(6) 2.13(26) 3.87(12)
3 057(5)  L13(33)  258(14)  96(11)  22(5)  226(8) 35(4) 035 078(6) 176(3)
4 0889) OTL4) 0614 289 0TS 0745 L03(14) 2443 L174) 098(4)
5 0061(9) 027(3) 061(2) 0.19(3)  0382) 0482) 029N 0324 08%1H) 215033
6 012(3) 007410) 00722) 037(14) 0082) 022(3) 028(3) 148(11) 061Q) 0.78(9)
7 0041) 006%(8) 00727 0158  015(3) 0.64(8) 044(2) 0.T7(6)
8 0032(5)  0.05(3) 015(3) 019)  048()
9 0.16(3) 0.20(5)
10 0.021(3) 02002)
MLy 1 20109 60339 1260  390)  203(19 11003 236 039(13) 303(8) 20(10)
2 173(4)  1141)  663(36) 154(3)  45(6) 97(17) 143(8) S6(7) 214(18) 095(6)
301106 1123 1066 102(11)  10723) 6919  64(3) 19915 198(3) 1.86(42)
4 165  38417) T 43D T0010)  64(13) 676 165(16) 4.89(40) 6.6
3506  464(18) 217(11) 594  180(11) 23526 390(7) 17.7(13) 1126 419@®)
6 0302) 10523 18025 047(9 0S128) 078(45) 0.46(6) 148(40) 830(8) 1L.8(5)
709313 0734 0613 0741 0.09510) 0784 21037 105113 T  517Q0)
g 03431 0473 0623 0219 0TI 06117 01%10) 6.1(16) 6.69(43) 6.20(30)
9 00479 0061(3) 020(3) 0072) 0.14(3) 0329 0355200 0783 137 2.83(46)
10 0064(4) 0.041(5) 0046(6) 0.047(8) 0.09(3) 123(9) 128Q21) 035(8)
11 0.035(5)
ML 1 0I6() 32323) 360) 04 §60) 1219 133(16) 018(6) 129(1%) 183(36)
2 107(8)  795(60) 394200 54T 192024) 7304 106Q21) 26(8) 1461 0353)
3 58326) 771(12)  63(5)  3.80(15)  65(8)  38(3)  33(6) 08920 123(6) 132(1)
4 LI18(4) 23216  30(5)  263(22) 401(30) 6.11(31) 42(6) 0.88(11) 426(39) 53(6)
533433 3.00012) 15901) 26 0725 15136 245 971D T4 21®)
6 060(T) 125(10) 242(6) O044(5 215 1814 09811 140(11) 66(3) 9.1
7 063(7)  0352) 047(4) 0443 0174 060(8) 167(33) 9327 49219 383@)
§  031(8) 043(3) 0585 0249 05429 050(7) 020(4) 3.83(26) 4920) 52(5
9 0038(2) 0063(3) 0.17(1) 0068(5) 0.11(4) 023(5) 04815 03%7 082(19) 3.1
10 0037(4) 0.055(4) 0047) 0.074(5) 16(6) 1133370 043
11 0259 0757
12 0.13(5)
Ty 1 9L@D  61@ 23304 33519 03019 328(3) 1413 A3@® 24017 12D
2 14504) 39714 757 15211 74(18) 508200 1610100 039(3) 192D 230024
30 L4QD 1519 21129)  328(13)  13026) 185(5) 3.4(12) 05621 040(11) 092(6)
412115  1028)  L16(15) 20326) 122(36) 0.79%6) 095(11) 111(4) 0606) 0.66(19)
5 018(2) 029Q) 0755  025(7) O0TJI(16) 0.5920) 0.5213) 026(5 0.68(3) 147Q20)
6 026(3) 025(1) 0151) 0324  0.16(6) 038(9) 103249 070(4) 077Q)
7 0077(19) 00956) 013()  0.121) 0272 011(3) 0325 060(D 113013
8 00295 0.0087(5) 0.038(11) 0.059(13) 0.10(3) 045(8) 048(8) 05717
9 0025(5)  0.04(1) 034(3) 0220) 0320
10 0.017(5) 0.073(6)
Table3.2 Observed populations of OH rotational, spin-oréitd lambda-doublet states

produced in the vibrationally-mediated 193 nm phatis of HO. The intermediate
rovibrational states of #D are specified in the title row. The populations @ormalized to 100%
for each HO state. The @ uncertainties estimated from comparing populatmbtsined from
independent data runs are given in parenthesisfrabgonal uncertainties in the reported
populations average to g2 = 5%.

as adjustable parameters. The required indivichtational transition strengths are taken from

Chidsey and Crosley datab&sand small saturation correction factors are eitplidetermined
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from the reference room-temperature OH spectraloredy-line basis. Since all populations
are statistically quite overdetermined (each levg@robed by up to 3 independent branches), the
least-square fitting is extremely robust. Althowgitidental line overlaps do occur (eRpa(3)
line is blended with th@®;,(1)+Q.1(1) doublet in the v=1 0 band) , the low power and
relatively high resolution of the probe laser reglsach overlaps to a minimum. The line widths
in the recorded spectra are limited by the Doppteadening with FWHM: 0.3 cm', i.e.
consistent with the expected OH translational epestgase. The fitted populations for OH(v=0)
are summarized in Table 3.2, wherein the resulisusmtertainties are obtained as a weighted
average of populations from several independerat ets. OH(v=1) populations are not listed
because they were recorded only for a limited sutfsgtates withirfMs,> OH manifolds to
verify that OH rotational and vibrational distrilrts are decoupled form each other (see below).
Of particular interest in this work is the fractedranching into OH(v=1) and OH(v=0)
products as a function of,B rovibrational intermediate states, which are exaohin a separate
experiment by comparing repeated scans ove®th@) line, which probes thd1,(3) level in
OH, for the v=1-1 and v=0- 0 sub-bands, for a series of intermediate statésange of IR
pump powers. Relative transition probabilitiestfoese v=1- 1 and v=0- 0 sub-bands are taken
from®* Ref 21. This ratio could in principle be furthemected for fractional v=1 vs v=0
population in the initiafMs,” manifold level. In practice, however, the rotatbrspin-orbit and
lambda-doublet distributions appear to be strongiyoupled from the OH(v) vibrational state,
despite a clear sensitivity to different intermeelieotational states. For example, figure 3.3
shows a comparison between relative OH(v=1) andveB)(populations irfMz;" manifolds
resulting from UV photolysis of [0231; and |113 13, states of KHO. The lambda-doublet and

rotational populations are the same within the arpental precision. Therefore, the nascent
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vibrational populations of OH integrated over eawdmifold can be reliably estimated from
comparison of a single rotational line in fiity; manifold for v=1-1 and v=0-0 OH
transitions (as long as the same rotational sfat&© is photolyzed). The results of these
measurements are listed in table 3.1, put expfioito context with OH(v=1)/OH(v=0)

branching ratios obtained from all vibrationally areged dissociation studies to date.

0.15 L e 102>T 174/ v=0
o |11> 110/v=1
0.10
= / \ |11> 110/V—0
e}
.;
= 0.05 +
=
% 3/2
A~ 0.00 ‘ P S
n 0 1 2 3 4 5 6
O 0.30
= 2 -
s I1
L 3/2
- 0.20 &
Q N
g v
= N P
0.10 \
N\~ N
\4
O .\\\
e
0.00
0 1 2 3 4 5 6
Noy

Figure3.3 A subset of relative OH(v=1) and OH(v=0) populatdn?s;* manifolds
resulting from UV photolysis of [0231;0 and |113 15, states of HO. Strong similarities in the
observed distributions support the assumption obdpling between vibrational and rotational
degrees of freedom in OH photofragments (this apsiomis used to derive relative final
vibrational populations of OH listed in table 3.1).

34  Nascent OH Rotational Populations
A patrticularly striking observation from previoubrationally-mediated dissociation

studie§ >"*°has been the presence of strong oscillations im@d¢ent populations as a



function of rotational state. Such oscillationghe nascent OH distributions are also quite
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evident in the present study of the v=2 polyadl@&a&2). By way of example, figure 3.4 displays

experimental OH populations Vd.for each spin-orbit and-doublet manifolds for

Fractional OH Population

Figure3.4

rotational state of D(]02>) changes fromd3 to 1y; to 2, from left to right, which has the

JKaKc =0q

JKaKc =2,

NOH

0246 8100 2 4 6 8100 2 4 6 8 10

Effect of initial HO(|02>) rotation on the observed OH distributions. The
distributions are plotted as a functionhfor each spin-orbit and-doublet rotational
manifolds. The oscillations of populations ¥sare pronounced even on the logarithmic scale of
the figure. Notice that there is little differenioethe populations of the two spin-orbit
components?(11» vs. M) but an appreciable difference betweenAhandA" A-doublets. The

effect of slightly increasing the average rotati@reergy of OH fragments.

photodissociation of §D(]02>) in a series of intermediate rotational statedciwindicate clear

oscillations even on a logarithmic scale. Interggii, these trends are remarkably similar for the

two spin-orbit componentda, and?Ms,) for each lambda-doublet manifold, whereas

appreciably larger differences are apparent betwlee' vs. A" A-doublets. It is worth noting
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that the population data for different spin-orbamfolds are obtained from entirely independent
rotational branches; the systematic agreement leetfii» and“s, traces, therefore, provides
additional support for the high S/N and reprodditipbof our data.

The origin of these oscillations in OH populatiot?®°1#?has been thoroughly
discussed, and arises from quantum mechanicafenégeice between the various OH outgoing
spin-orbit and lambda-doublet product channelsaAsnple zeroth order prediction, this would
suggest a much smoother distribution when summedaliinterfering channels. This
prediction is tested in figure 3.5, which displ&H photofragment distributions resulting from
photodissociation of D via |02> Jkaxc = 202, hicely confirming the interference nature of the
photodissociation process. Specifically, while gafians within a given individual spin-orbft/
doublet manifold (figure 3.5a) are highly nonmomatofunctions ofloy, the sum over these
manifolds (figure 3.5b) is much more consistentvatsmooth rotational distribution, arising
from largely complete cancellation betweenAieand/” doublets contributions. This behavior
is echoed in distributions for each of the interratrotational states of water from this study,
as can be verified from a detailed investigatiotable 3.2.

The theoretical framework developed by Balint-Ku@&thinke and others*8101223¢
explain such trends is that the OH nascent statahition reflects a Franck-Condon like
projection of the intermediate state wavefunctiarttee upper potential surface, followed by
wave packet evolution in the exit channel out tahasymptotic products. Based on this picture,
one would expect a relatively strong dependenceHifv) populations on kO intermediate
vibrational state, and, conversely, OH rotationalespopulations relatively insensitive to
intermediate state vibrations of the same local endthracter. Striking support for the former

assertion is evident in figure 3.6, which showsceas populations for tha1s;" manifolds,
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Figure3.,5 OH photofragment distributions resulting from pdissociation of KHO(|02>) in
20, rotational state plotted as a functionJef;. While the populations within the individual spin-
orbit and/A-doublet manifolds (top panel) strongly oscillatéhwlon, thetotal population

(bottom panel) is much smoother reflecting therfietence nature of the photodissociation.
obtained for a progression of increasingly OH stragxcited polyad states (e.g. |Qm=1-5) out
of kakec = Oho. Although the excess energies for th€tstates in figure 3.6 vary by more than a
factor of two (table 3.1), the-dependence of the distributions within a givemsgmibit and/A-
doublet manifold remains nearly identical. Photedeation of HO from a series of vibrational

states with non-zero angular momenta yields resghsiisfollow similar trends, although subtle

differences between the OH distributions startpear already at=1.'°
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Figure3.6  Populations offs;," (open circles) anfsy; (filled squares) states of OH in
photodissociation of different vibrational stateg{= 1 to 5) of HO in Jakc = GQyo. Although the
photodissociation is probed at very different esomsergies (see Table 3.1), the gross features of
the rotational distributions are strikingly similalue to the good separability of vibrational and
rotational time-scales for the motion.

In the context of such a Franck-Condon picture,waeld expect overall rotation of the
H,0 prior to photodissociation to result in warmer @ithtional state distributions, as is indeed
clearly evident in figure 3.4. Vibrational pre-etation of HOHbendingstates would imply even
stronger overlap on final OH rotation wave funcipand thus a Franck-Condon picture for
photolysis would predict a much hotter rotationatribution. This prediction is directly
confirmed in figure 3.7, which compares rotatiopapulations resulting from the photolysis of
H,0 in |02> and |012> states, with the latter clearly resulting in aam more rotationally
energetic OH distribution. However, in spite ofgardifferences in populations, a more detailed
inspection reveals clear similarities in the ose¢ilty structure. For example, tfi@" distributions
for |02> Opp and |012> Qypintermediate states (figure 3.7, lower panels) leiktocal maxima (at

N=2,5,7)and minima (=1, 4, 6, 9), despite quite clear differencethmoverall smoother
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trend. Such behavior is in fact consistent withr@anEk-Condon picture, reflecting a separability
of the rotational-bending wavefunction for theQHintermediate state. Specifically, the rotational
wavefunction is responsible for the fast oscillaipwhile the bending wavefunction dictates the

overall shape of the OH distribution.

v, + 2v2

0.2 ;

oo
NO

0.1 1

Fractional OH Population

0.0

NOH

Figure3.7  Effect of HO bending excitation on the OH rotational distribnt The
distributions are plotted as a functionNfor each spin-orbit and-doublet rotational manifold.
The panels on the left and right show data for |@2d |012>, respectively. Although the
bending excitation of D significantly increases the OH rotation, the moorotonic structure
on top of the distributions is quite similar. Thadig curves in the bottom panels correspond to
the Franck-Condon projections of theGHbending wavefuntions on the OH rotational states.

More quantitatively, one can model this second rtoution by projecting the HOH

bending wavefunction onto the asymptotic OH roteicstates:>° This leads to a distribution

proportional tosinz(jye +(-D* gjqqf(_ J j whereg, is the HOH bending wavefunction

HOH

for k quanta of excitatior),is the rotational angular momentum of OH fragmezis the
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equilibrium bond angle in ¥D, awyon is harmonic frequency for the bending motion, ands

the effective reduced mass for the bending matiigure 3.7 shows the non-oscillatory part of
the Franck-Condon distribution for k=2 comparedwtite experimental data obtained for the
|012> state of HO. The data are in excellent agreement with timgpk model, especially in

reproducing the slow nodal structure arolN®8 and a secondary maximumNgt7.

3.5 Nascent OH Spin-Orbit and Lambda-Doublet Distributions

As shown above, spin-orbit and lambda-doublet staéee already proven important in
generating quantum interference effects betweegomyg exit channels. However, they also
provide additional dynamical information on the plgsis event. figure 3.8 shows the
population ratio of the two spin-orbit componefitslz(N)])/ [2M12(N)]* N/(N+1), and its
variation withN and/A-doublet symmetry, where ti/(N+1) coefficient includes thelJ21
space degeneracy. In the statistical regifiesf(N)]/ [“M2(N)]* N/(N+1), should eventually
reach unity for highN. Indeed, this statistical limit is what was obsshin early 157 nm
photolysis of room temperature®* as well as 193 nm photolysis 0§®lin Oy |01> state®®
However, as shown in figure 3.8, this is not in d@greement with the current 193 nm
photolysis study of kD in the v=2 polyad, where sizable N-dependentat®ns from unity are
evident out at high rotational levels with high S&upporting results were also observed in
previous photodissociation studies gfHn the wy=3 polyad, which revealed sizable
deviations from the statistical limfit.At the present time, there is no theoretical usi@eding
for the predominance @13, states in the asymmetrid'() manifold and1, states in the

symmetric A") manifold. In fact, the data might suggest a trawdyfrom statistical behavior in
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nascent spin orbit distributions as a function eDhbolyad number, though this issue awaits

more detailed theoretical investigation.
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Figure3.8 Relative populations of OH spin-orbit states imfaldissociation of KD (|02>).
Triangles and filled circles represent the ratfdssp(N))/ [2M12(N)]* N/(N+1) for A" and A'A-
doublets, respectively. Ti&/(N+1) multiplier accounts for theJ21 space degeneracy; the high-
temperature statistical limit would correspondN{¢N+1) = 1.

TheA-doublet ratio of asymmetrid\() to symmetric A") OH product states has been of
special dynamical interest. In the limit of zeransprbit interaction (which is valid for
sufficiently high OH rotational levels), the elemtic transition symmetry in #0 should strongly
favor production oAA" states of OH. A rapid increase in the [@QFM)/[OH(A"] ratio with N has
indeed been observed in several previous studipbaibdissociation of $#0 and its general
shape is now reasonably well understood, at leaiei absence of the parent rotatibif The
A-doublet ratios from the present study for two rimtediate vibrational states (|02xnd |012>)
and several rotational states gitHare shown in figure 3.9 (note the logarithmicsaxin
interesting contrast to the OH rotational energpgribution, which strongly depends on the

parent bending state, the [OX1{]/[[OH(A"] ratio appears to be remarkably insensitive & th
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vibrational state of ED. The magnitudes and phases of oscillations sr#tio are now very
close agreement for |02and |012>, as well as for all pairs of,B rotational states considered.
This is again consistent with a simple Franck-Cansleparability of bending and rotational
wavefunctions; the bending wavefunction influencely theN dependent features of the OH

distribution and not preferential formation of siheqarity levels.
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Figure3.9 Relative populations of OA-doublets in photodissociation ob8. The top three
panels are fordy, 1p;, and 2, rotational states of #D(]02>) and the bottom panels are for the
same rotational states of®(|012>). Filled circles and open triangles represehi, (N) /

Mg, (N) and?Mz (N) / 2Ny, (N), respectively. The ratios are quite similar foe two
vibrational states but are sensitive tgO0Hangular momentum .Faster water rotation resulés i
smaller difference between the positive and negdiiid /A-doublets.

As a final note, these results make for interestimgparison with previous 157 nm
photolysis studies of room temperaturgoH?, which exhibit a surprisingbsenceof anyA-

doublet inversion ratio. It has been previouslyuadjthat this “smearing out” of tiedoublet
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population inversion for room temperature samplag be the result of orbital mixing caused
preferentially by out-of-plane rotational motiontdfO.***®Indeed, the data in figure 3.9 shows

clear/A-doublet inversion for the series qxfa.JC = Oyo, 101, 202 H2O rotational states, which would

correspond classically to increasimgplanevs out-of-plane rotational versus motion. However,
close examination of table 3.2 indicates that sindikdoublet inversion behavior is observed for
photolysis from both g and 2o levels (i.e. the two classical extremes of in-pland out-of-
plane rotational motion), suggesting that suchréitad mixing effect is not important, at least

for small angular momentum values.

3.6  OH Vibrational Distributions

A patrticularly relevant aspect of this study is #imlity to investigate vibrational state
symmetry effects on #D photodissociation dynamics, as well as the p@kbteakdown of the
spectator model in vibrationally mediated photdyesvents. First of all, as noted in Sec Il,
previous studies have focused on a subset of hightane vibrations, specifically antisymmetric
(i.e.ungeradg@ states and typically with strongly local mode ratder due to anharmonic
limitations on vibrational overtone intensities. the \by=2 overtone level, these anharmonic
effects are less important, yielding sufficientitbator strength for probing photolysis events
from each member of the polyad, |021>, and |025 including bothgeradeandungerade
states. Secondlypvu=2 is the lowest polyad with sufficient rearrangaiseof vibrational quanta
to distinguish between cleaved and surviving bandie photolyzed bD. This offers a unique
opportunity to test the spectator paradigm downwatlevels of vibrational excitation. It is worth
noting that predictive understanding of such effettlow vibrational quanta on chemical

reaction dynamics is particularly relevant, for exde, in thermal models of combustion
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phenomena. Finally, despite the 50% weaker inlaiational excitation in the }0

intermediate state, 193 nm photolysis of theseé divertone |02% |11, and |02>levels sample
comparable upper state energies as previous stoidj@4> and |13>states by Vanderwat al.

" As a result, this allows the present study to $oselectively on the influence of symmetry and

intramolecular nodal distribution on the photolydymamics.

Inspection of Table 3.1 reveals two important fa€tee first observation is that
photodissociation aferade|11>" and |023 states produces substantially more vibrational
excitation in OH compared to that of thegeradel02> state. Specifically, one finds significant
levels of vibrational excitation from both [02and 113, with [OH(v=0)]:[OH(v=1)] =
0.63(3):0.37(3) and 0.47(5):0.53(5), respectiviigse results are in clear contrast to nearly
guantitative 98% yield of OH(v=0) from |02 his observation is consistent with time-
dependent wavepacket simulatifié} which predict significant differences in the
photodissociation dynamics ohgeradeandgeradestates of HO. Specifically, wavepackets
prepared fronungeradestates are predicted to evolve initially along @&isgmmetric stretch
coordinate, whereageradestate wavepackets have an appreciable initial oot along the
symmetric stretch. This difference shows up as & X8currence in the wavepacket
autocorrelation function, which is found for giradestates but does not occur forgerade
ones?* Physically, displacement on the upper surfacegatbe symmetric stretching coordinate
corresponds to motigmerpendicularto the minimum energy path. Such motion would jmted
enhanced vibrational excitation of the surviving ©éhd, in good agreement with the current

experimental observations.

A second, more subtle observation is that the Qirational distributions from |11>and

|02> cannot be fully explained by adiabatic conservatbthe vibrational nodal pattern in the
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undissociated O bond. Indeed, this is the essence of the singaetator model, which worked
so beautifully for photodissociation of the high@4>, |13>, |03, and |125states of HO.>"1°
Such a model assumes that the region of the exeE&isampled by the photolysis is
characterized by weak interactions between theWdonds. Although the excess energies
utilized in the current study fall in the expectadge of validity of the spectator modéthe
level of agreement with observed product OH vilorzdi excitation is clearly mixed. On one
hand, the fractional yield of OH (v=1) from dissatoon of |113 (535 %) is significantly higher
than that from |[02X2+1 %), in qualitative agreement with expectationwidger, there is only a
minimal difference 1.4 fold) between [OH(v=1)]/ [OH(v=0)] product ras resulting from
photolysis of [115and |023 states. This is in striking contrast with the [18ate behavior,
which at 218.5 nm exhibited an order of magnitudeerOH(v=1) than |04¥ Even more to the

point, there is an order of magnitude differenc®Hi(v=1,0) photolysis behavior between [02>

and |02>states, which is in clear contradiction to pradits from the spectator model.

To help identify the physical origin of these desgancies, we have explicitly calculated
2D wavefunctions for the bound and continuum OH| ) stretching states of .
Specifically, the ground state wave functions d&imed from matrix diagonalization of a 2D
distributed Gaussian basis set on the Sorbie-Myogéntial energy surfacdwith the HOH
bend angle fixed at 104.5 degrees and eigenvahregerged by successively increasing basis set
size. Similarly, the excited state wave functiores@btained by matrix diagonalization on the
Staemmler-Palma potential surf&@dor a uniformly distributed grid of Gaussian bafsisctions
over the Franck-Condon region and extendipgyf 10 @) out into the entrance (HO+H) and
exit (H+OH) channels. Out atdy the upper state eigenfunctions approximate thevier of

true continuum wave functions, whose asymptotic W id{ate can be readily identified by the
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nodal pattern. Such a matrix procedure necessaelgs a discrete representation for the upper
state; however, the state density is sufficieniijhithat adjacent energy eigenfunctions are
nearly identical in the overlap region. This pes@stimation of Franck-Condon factors
appropriate to a finite bin of photolysis energyddor wave functions correlating asymptotically
with a specified OH(v).

The resulting lower state wave functions for [02rd |02>states of KO are shown in
figure 3.10. Also shown are sample symmetric anbammetric upper state wave functions
correlating asymptotically with OH(v=0) and OH(v=i¢spectively. As anticipated, the upper
state wavefunctions are confined to the saddleregn the upper PES energetically accessible
via 193 nm excitation fromgg=2; for the purposes of visualization, this arearslosed in
figure 3.10 by bold lines. From the Franck-Condan@ple, the photodissociation dynamics
will be dominated by wavefunction overlap in thiassically accessible region.

Figure 3.10 offers a good zeroth order picturdriterpreting the observed trends.
Specifically, due to a strormutwardshift of the wave function along the symmetric tstine
direction, the two lobes of the upper state wavetion correlating with OH(v=1) overlap well
with theoutertwo lobes for the |02>state. Conversely, the upper state wave functoretating
with OH(v=0) has only one lobe in the symmetriesth direction, and furthermore, by virtue of
lower asymptotic OH stretch energy, reaches fuiitheard along the symmetric stretch
coordinate. This moves the single upper state ¢tolee the oppositely signed lower state lobes of
|02>", yielding destructive interference of the Franaka@on overlap. The result is a net
decreaseaandincreasein photolysis efficiency for formation of OH(v=@nd OH(v=1),
respectively, as experimentally observed for t@e|lower state. The situation for the

photolysis of |02>is precisely reversed, with the outer two lobethef|02>wavefunction now
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Figure3.10 Ground state (|0Z>and |02 and excited state symmetric/antisymmetric wave
functions correlating with OH(v=0,1) and accesskdexcitation near 193 nm. Bold lines
surround the energetically accessible Franck-Comegion for 193 nm excitation out ofn=2
H,0 states. Contours corresponding to positive agdtnee wavefunction values are shown in
solid and dashed lines, respectively.

overlapping well with the upper state wavefunctionrelating with OH(v=0). Additionally,
|02> overlap with the upper state wavefunction cormetatvith OH(v=1) is much less efficient,
due both to a node in the asymmetric stretch doe@nd a larger displacement between lobe
centers in the upper state. The net effect is noim@easeanddecreasen photolysis efficiency
for formation of OH(v=0) and OH(v=1), respectivefgain in good agreement with

experimental observation for the |02xwer state.
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This qualitative picture suggests that the sucoéfise spectator model higher quanta
of excitation arises from anharmonic elongatiotheflower state eigenfunctions along the
dissociation coordinate. Since both lower and ugpee potential surfaces have overlapping
wells in the spectator OH stretch, this leads katiresly tight (i.e. parallel) registry of the uppe
and lower wave functions on the way toward disd@mma The spectator model then follows
immediately from an effective 1D Franck Condon teiin these elongated geometries, which
is therefore quasi-diagonal in vibrational quarntag the spectator bond. On the other hand,
these elongation effects become less importaribfeer quanta of excitation, and particularly so
for the pure symmetric stretch overtone, i.e. [02»this regime, Franck-Condon factors depend
in detail on the energy dependent shift in regibetween the upper and lower state wave
functions along the symmetric stretch coordinateicty, as evidenced in this work, can lead to
dramatic deviations from simple spectator modetijoteons.

An alternative interpretation of such non-spectatodel predictions arises from the
degree of localization in the,B vibrational modes. According to the calculatiohfawton and

Child,?” the stretching vibrations inJ® are represented with the local mode basis set,
© =212y (R)x.(R) % X, (R)X..(R,)], wherex(R) are Morse eigenfunctions for the
individual OH bonds in bD. Most relevantly, Lawton and Child showed that thO

vibrational Hamiltonian can be highly diagonal fiistys&) basis, at least for high vibrational

mn

levels. For example, 4@ states |04>|133, and [02>are heavily dominated by’

(94.9%) 57 (94.7%), andy ;) (99.9 %), respectively (percent values in paresitheepresent
13 02

the squares of the coefficients in front of theeagive basis functions). In fact, the majority of
ungeradeH,O vibrational states can be well described by gust local mode basis function with

only minor contamination from other members ofltlasis. On the contrargeradestates (|02>
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and |113), although still dominated by the respective laoalde basis functions, tend to have

much smaller degree of localization (79.7 % and 79, respectivelyj’ The most important

mixing terms have the forr(n 1 mTr]]H |n, m> reflecting interactions between basis states

differing by one vibrational quantum within the sapolyad. Such increased coupling between
the two bonds can therefore lead to one quantumggsain the vibrational state of the surviving

OH bond. This is of course consistent with presdaservations that photolysis of |02and
|115" states, which each contain ba#j;’ andy!}’ basis functions, produce more and less

OH(v=1), respectively, than predicted from a pyrectator model. In view of this, it would be
interesting to examine photodissociation dynamfoslrational states such as |Z2and 133,
which are even more poorly described by the locadiepicture. Based on the present analysis,
one would predict photolysis to produce a signiitcgpread in OH(V) levels, mirroring the
broader local mode content of the initial wavefimt Although such states cannot be accessed
from the ground state via a direct overtone exoitatthey may be populated by means of two

photon-transitions as demonstréteid Ref 28.

3.7 Summary / Conclusions

193 nm photodissociation dynamics of gas-phage tdolecules has been examined
from selected rotational and vibrational quantuatest within the y,=2 polyad. Rotational,
spin-orbit, and lambda-doublet quantum state thistions of the OH photofragments can be
well described in the framework of previous thelcgdtand experimental studies at both higher
and lower polyad numbers. However, the OH vibratiahstributions deviate considerably from
conventional spectator model predictions, whichk@®ed on assuming adiabatic conservation of

vibrational quanta in the surviving OH bond. Instethe data suggest a somewhat more
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restricted regime of applicability for the spectatodel, specifically for vibrational states of

H,0 at relatively high levels of local mode excitatid his breakdown of the spectator model is

seen to be particularly strong fgeradestates of thegy; = 2 polyad such as |11and |023,

both of which yield comparable photolysis branchimg OH(v=0) and OH(v=1). This is in

good agreement with theoretical wavepacket stughelscan be rationalized by higher initial

momentum projection along the symmetric stretchrdioate forgeradestate photolysis. This

results in a greater departure from the minimunrggnphotolysis path and therefore enhanced

vibrational excitation in the asympototic OH.
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Chapter 1V: Overtone spectroscopy of H,O clustersin thevoy =2
manifold: IR-UV vibrationally mediated dissociation studies

Published iddournal of Chemical Physid®2, 194316 (2005)
4.1  Introduction

Water dimer, (HO),, is arguably one of the most important binary claxes in nature.

It has been intensively studied ever since it$ ipectroscopic observation in a solid nitrogen
matrix' and in gas-phase The most significant spectroscopic studies ofd} include a
comprehensive symmetry classification of its tuimgtotational energy levefspbservation of
low-resolution infraretland coherent anti-Stokes Raman scattéspgctra of jet-cooled water
complexes; observation of high resolution infrdrédar-infrared">** and microwav€&**spectra
of (H2O),; determination of a reliable water pair potentfadnd an elegant measurement of low-
resolution infrared spectra of size-selected weltesters'> which resolved many discrepancies
in previous spectroscopic assignment of@hi fundamental transitions.

In spite of the impressive roster of spectroscagpidies of (HO), and larger water
clusters, relatively little is known about their GHetching overtones. Overtone excitations in
(H20), are especially interesting because of their patkeetfect on the dynamics of donor-
acceptor switching and other hydrogen bond tungehiterchange motions in the complex.
There have been just a few theoretical studiebepbsitions and transition strengths of @,
overtone band¥*° Matrix isolation vibrational spectra of,B polymers in the OH-overtone
range have been reported only recefftf}.No gas-phase spectra of,(B), overtone bands are

presently available.
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Additional interest in the overtone spectroscop{ttO), stems from the potential
atmospheric importance of water clustéfdé Atmospheric (HO), influences the radiation
balance of the planét,homogeneous nucleation dynamics of aerosol foonatiand even rates
and mechanisms of certain chemical reactfdi@vertone spectroscopy is a powerful potential
tool for quantitative characterization of {Bi), column abundances in the atmosphere. Indeed, a
weak band at 749.5 nm recently deteti@ulong-pass atmospheric spectra has been tegitativ
assigned to the bound OHy{y= 4) third overtone transition of (B), based on comparison
with the existing theoretical predictios™® Lower order overtones of @), such as yn=2
bands described here, may be more convenient sarestional work on atmospheric b))
because of their less ambiguous spectroscopicrassigs.

This manuscript examinegy=2 vibrational states of (D), using an approach of
vibrationally mediated dissociatidhi?° wherein selectively prepared ro-vibrational states,0
complexes are photolyzed and the resulting OH graamiments are detected with full quantum
state resolution (figure 4.1). This method providetailed information not only about overtone
spectroscopy but also about molecular energy teanlyfhamics in BD and its complexes.
Specifically, this manuscript presents the firss@tvation of the ¢4=2 overtones in (kD). with
partial rotational resolution and provides inforraatabout the dynamics of (B),
predissociation at thesu=2 excitation energies:(7000 cnt).

By way of contrast, the much simpler complex betwAeand HO provides a useful
juxtaposition with (HO),.2>*° Compared to the water dimer, Ap® has a substantially smaller

potential energy well depth (140 &rin Ar-H,O vs. 1700 cit in (H0),),*** and considerably
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Figure4.1l  Experimental approach. Complexes are excite@js state followed by
photodissociation of ¥D(vonu=2 ) directly inside the complexes with a UV lapalse (left).
Alternatively, the excited complexes first predigate on time scalg,q generating KO
molecules in a different vibrational state (v'),ighhare then photodissociated by the photolysis
laser (right). In either case, the resulting OHjfnents are detected in specific final quantum
states by laser induced fluorescence.
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weaker interactions between inter- and intra-mdégamodes. This makes Ar-B a convenient
system for studying photodissociation dynamics gD th the presence of a weakly perturbing
rare gas “solvent” as opposed to the strongly hyeindoonded interactions present inQh.
Vibrationally mediated dissociation studies of Ag¢Hin the w4=3 manifold have been
reported?® however none in the first overtone region corresiig to the present study of®
dimer. To establish a suitable experimental petspetor the more complicated spectra of
(H20),, therefore, this study also briefly considers attumally mediated spectroscopy and

dynamics out of selecte@dy=2 vibrational states of Ar-}D.

4.2  Experimental Technique

Pertinent experimental information has been sunmedrin recent work dealing with the
dynamics of vibrationally-mediated dissociatiorHz monomer in thear=2 polyad® thus
only the most relevant details are summarized Harél,O and (HO), complexes are produced
in a supersonic expansion of 1%@Hin 30% Ar / 70% He mixture through a pulsed &ilve (4
cmx 125um, 10 Hz, 0.5 ms). The best yields of AsdHand (HO), complexes are achieved at
a total stagnation pressure of 300 — 500 Torr, Wiehyield of dimer decreasing at higher
pressures or at larger Ar fractions presumably iseaf preferential formation of larger
clusters. The a4=2 overtone vibrations of jet-cooled moleculesexeited with a tunable near-
infrared pump lasew(= 7100 crit — 7300 crit, up to 20-30 mJ/pulse, 0.2 émesolution, 5 ns
pulse width). A counter-propagating ArF excimer ttysis laser pulse (193 nm, 5 mJ/pulse, 7
ns pulse width) follows after a variable time de{(@y1000 ns) with respect to the pump,
dissociating a fraction of vibrationally exited watnolecules (figure 4.1). Finally, a probe laser

pulse (30ud/pulse, 0.1 cih, 5 ns) excites the nascent OH on the off-diagdfial— XM v=10
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band some 20 ns after the photolysis pulse, wihrdisulting OH fluorescence collected from the
diagonal A% — X*M v=1 1 band at 310 nm. Both excitation and detectior fice
approximately 2 cm downstream from the expansibnig discriminate between i)
vibrationally-mediated and ii) direct 193 nm pheg®$ of HO and its complexes, the near-
infrared pump laser is operated at half the rapetiate, with the data from alternate laser shots
subtracted to generate a background-free signal.

The resulting OH fluorescence signal is found tditeear in the 193 nm photolysis laser
power, indicating that multiphoton photodissociatfyocesses in the parent molecule are not
relevant. The OH transitions are then probed inntbak saturation limit, and calibrated against
fluorescence excitation spectra under fully theineal conditions. On the other hand, the IR
pump transitions can be saturated significantlgpde the decrease in absorption strength with
successive overtone excitation. Indeed, for trengest overtone transitions, it proves necessary
to attenuate the pump laser power by as much asiars of magnitude to avoid power-
broadening of spectral lines beyond the specifiser resolution of 0.2 ¢fn For optimal
sensitivity, therefore, overview scans are takethenrfull near-IR pump laser power, with scans

of individual overtone bands taken under reducesign@onditions.

4.3  Spectroscopic Notation

We userhrn>* local mode notatioli for labeling OH stretching vibrations of free®{
Ar-H,0, and the monomer proton acceptor subunit g wherem andn are the local mode
stretching quant&. In this notation, one can approximately correlateys and &, normal mode
states of HO with |02 and |023 local mode states, respectively. For the protomedainit of

(H20),, the states are labeled by specifying the numbleical mode excitations in the bound-
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OH and free-OH bond$.For example, |0#>, designates theoy = 1 hydrogen-bonded OH
stretch fundamental vibration of £8),.

We use the notation of Ref. 8 for labeling rotasibstates of (bD),. Briefly, each
rotational level of (HO), is split into sextets by three internal motionsceptor internal rotation,

acceptor-donor interchange, and donor proton ihgerge (figure 4.2). Internal rotation of the

L)
& Fa
< ©
J=1 . By6) 2
—— gt 209
2°(%) £
J"{J=O \“\\ E(3) + E(S) //,// J=
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Figure4.2  Schematic diagram of g@), energy levels (not to scale) and principle inértia
axes for (HO),. OnlyK levels appreciably populated at jet temperatureshown. EacK level
is split intoKjower andKypper cOMponents by proton acceptor internal rotatiamttfer splitting
arises because of donor-acceptor interchangeK#0y there is an additional doubling of all
levels. The total symmetry including rotation (ilermutation-inversion group isomorphic ta)p
and nuclear weights for each level are given fatally symmetric vibration of (kD).
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proton acceptor subunit is extremely facile, sSplifteach],K-state into widely separated “upper”
and “lower” K-manifolds (e.g= 10 cm® betweerK=0jower andK=0yppe), With acceptor-donor
interchange and donor switching resulting in mooalest additional splittings of eahlevel

into A1, E, and B, sublevels (e.g., Aand B are separated by0.65 cniin J=0, K=0uppen-
Furthermore, alK£0 levels are split into doublets by conventionghasietry considerations.
TheKiower =1 andKpper= 0 manifolds are close in energy due to the coaigartunneling and
Ka=1 rotational pathways around the A-axis. Fingl§z0O), molecules under supersonic
conditions cool down to the lowest levels withis & nuclear spin symmetry sub-groups, @,

B1, A, and B), with a fairly large spacing (10 ¢thbetween the A E, B, and A, B, manifolds.
To the extent that all internal motion in® dimer is maximally cooled, one would quite simply
expect comparable=(7:9) populations in thKgwer = 0 vVS.Kypper= OKjower = 1 manifolds.

The energy levels of Ar-$0 are much more simply represented in the framewbrearly

freely rotating HO in the slightly anisotropic potential resultirgrh the Ar atom. Specifically,
ortho andpara nuclear spin designations are still good, ancetiexrgy levels of the complex can
be conveniently labeled by quantum numbers of ke KO rotational statesl{ k) with which
they correlate. Ar-bD levels are additionally characterized by thegxtpn of the total angular
momentum on the intermolecular axis, and by thebmmof quanta in the intermolecular
stretching modewg) as explained in Refs. 35,36. Figure 4.3 displgshematic diagram of the
lowest energy levels of Ar4@ adopted from far-infrared and near-infrared stgdi***"along

with allowed transitions for |02¥%and.
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Figure4.3  Correlation between the Ar-B and HO energy levels. The grid of the A&
levels is shifted with respect to that of®iby the binding energy of the complex. For [02>
vibrational state, thertho andpara labels are interchanged compared to Jaf¥rthe account of
the asymmetry of the vibration, with the |02>|00>" transitions following a-type selection
rules:AK, =even AK, = odd.

44  Overview Spectrum
Figure 4.4 shows an overview spectrum recordedrucateitions optimized for the

maximal yield of Ar-HO complexes. The spectrum is obtained by tunindgJ¥erobe laser on
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the Q4(8) line of the A — X*MN v=1.0 band, which probes tfi13, (N=8) rotational state of
OH(v=0), and then continuously scanning the netasiad pump laser frequency over the
characteristic first OH stretching overtone regiads.will be elucidated below, the choice of a
relatively highN state of OH for detection (e.dN=8 vs.N=1) is utilized to maximize action
spectral intensities from complexes relative tasthtsrom HO monomer. In addition to a strong
dependence on OH probe state, band intensitiéeiagectrum are also affected by time delay
between the pump and photolysis laser pulses becdgistionally excited complexes can
undergo intermolecular predissociatioeforeH,O molecules inside them are photolyzed (figure
4.1). Indeed, this will serve as a basis for dirmetsurement of vibrational predissociation
lifetimes for Ar-H,O and (HO),, as described later. The spectra in figure 4edoatained with a
pump-photolysis delay chosen to be 500 ns; thescgffely ensures that all complexes

predissociate prior to photolysis by the excimsetgulse.

H,0 [02>° H,0 [02>" * "2'20|02>
Og <Tor | Ar-H,0 (02> 1y, < 0y | Ar-H,0 02> 02 < Tor
2(0gp )¢2(141) TT(15,)«-Z(04 )
Ar-H,0 [02> l Ar-H,0 [02>"
2(0go )«T1(14,) T1(1,)-2(0y, ) Ar-H,0 [02>
o (1,0, Z1a)2(00)
(H,0), (H,0), *
| o
7180 7200 7220 7240 7260 7280 7300

Pump Laser Frequency [cm']

Figure4.4  Survey action spectrum. The probe laser is tunebel3; (8) rotational state of
OH(v=0), while the pump laser is scanned in fregyefihe time delay between the IR pump
and UV photolysis laser is sufficiently long toall all vibrationally exited complexes to
predissociate. Apart from a few easily identifiablg® monomer lines, all the structure in the
spectrum is due to Ar-#D and (HO),. The bands labeled with asterisks almost certdialgng
to Ar-H,O but require further studies for definitive assngmt.
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As the first stage in the spectral assignment, tnige rovibrational transitions of jet

cooled HO appear in this spectral range and with appregiaibénsity; these correspondiQg,

= 1p1— Ogo (para) and Qg — 1o; and2y, — 1p1 (0rtho) transitions in the |02wibrational overtone
band. A few HO monomer transitions into |[02state also occur in this spectral range but are
considerably weaker and indeed undetectable atuivent S/N in figure 4.4. The remaining
bands in the spectrum cannot be attributed toHe€2lines and, therefore, must belong to
complexes containing 4. Note that these bands are of comparable intetasitibrationally
mediated water monomer lines. This is not a rafd@cdf water clustering efficiency, but rather
that detection on high ON] states provides an enormous discrimination agaiater
monomer, obviously present in much higher concéntra.

Many bands in the action spectrum are stronglyetated with fractional Ar content in
the expansion mixture, suggesting complexes betwe®nand Ar (Table 4.1 and figure 4.4).
Indeed, some of these bands display partially vesbifotational structure consistent with the Ar-
H,O binary complex. However, a significant numbebafnds in the spectrum remain even if Ar
is completely replaced by He in the carrier gastung although their signal intensities are
reduced due to much smaller clustering efficiemcgure He jets. Since He clustering is
expected to be negligible under room temperat@gnsttion conditions, these can be assigned to
overtone spectra of @@), complexes (table 4.1). To the best of our knowdedhis represents
the first such overtone spectra for neutrgDHtlusters, specifically made possible by the
enhanced sensitivity of vibrationally mediated mitissociation methods. Indeed, at least one of
these bands (at 7193 djreven exhibits partially resolvedtational structure characteristic of

H,Odimer, to which we next direct our attention.
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Positions [cri1] | Carrier Band Shape Assignment
71932 (H.0), T |02>," or [13|1>,
7218.45° Ar-H,0 0 |02 (0g0) — M(102)
7230.05° Ar-H,0 T 102> 3 (0o0) — Z(102)
7240° (H20), 0 most likely [23]0>,
7249.8° (H20), e most likely |23]0>,
7263.7° Ar-H,0 I |02> Z(1o1) « Z(0o0)
7275.0° Ar-H,0 0 102> M (1o1) — Z(Ono)
7282 (H20) I

2 approximate band cent@rQ-branch position® band origin from fitting? poorly defined shape
Table4.1 Positions and assignments of the observed oveltanés of Ar-HO and (HO)y.
Positions are accurate to within 0.2 triVhereas Ar-BHO assignments are relatively certain,

(H20), assignments should be considered speculative aadrae of stimulation for further
theoretical efforts.

45 First Overtone (Von = 2) Spectra of H,O Dimer

Vibrational assignment of the OH stretching banid@gO), has historically proven to
be a challenging task, even at fhbedamentalevel. Indeed, the four OH stretching
fundamentalfiave been re-assigned several times and only naesodefinitively understood

13® Table 4.2 summarizes

from recent cluster size-selective spectroscopikwdHuiskenet a
the presently accepted assignments at ghel/level. With two quanta of OH stretching

excitation, the overtone spectral region is certaibe significantly more complex; for example,
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there are as many as ten different possibilitiedigtribute them among the four OH bonds in

(H20).
Mode K' K" Position [cnT]
01> Otower — Liower 3738.4
Tupper —Oupper& Liower — Oower 3753
2upper— Liower 3777
|1]0> | Oupper— Liower & Liower —Oupper 3731.7
|01>" not observed 3633
|0>]1> | Oupper— Liower & Liower —Oupper 3601

Table4.2 Currently accepted gas-phase positions gO(pIstretching fundamentals. The
positions are taken from Ref. 8 with |Q1lreassigned to |Gi>, based on the results of Ref. 15.
The |01 transition has only been observed in Ar matrfCashere it is quite weak.
Calculations suggest that it should occur at ar®6%D cni in gas-phase.

Fortunately, theory predicts only a few of thesmbmation states to be efficiently
produced from the ground state oL, via direct overtone pumping. Harmonically coupled
anharmonic oscillator (HCAO) calculations by Kjagagd and co-worket¥' predict that the
strongest OH overtone transitions i@, should be [025 |23|0>,, [02>", and |11, (listed
in the order of decreasing transition strengthlens “a”, “f” and “b” refer to proton acceptor,
free proton donor and bound proton donor OH stestctespectively. Calculations by Chaban
and Gerber done at CC-VSCF |eVairedict a somewnhat different order of intensit{eg>,
|1>|1>, [23|0>, [02>, but both studies agree that these four transitshould dominate the

Vor=2 spectrum of (kD). The strongestads=2 bands in the cyclic water trimer spectrum are

predicted to be of the type [#>>, by calculation of Ref. 18. Chaban and Gerber ptatiat



114

transitions of |1#1>, and |032>, types should be just as strong. Figure 4.5 shawslated
low-resolution spectra of (@), based on the prediction of Refs. 16,18,19. Despfiromising
concurrence in general theoretical predictiongtierovertone intensities, these studies fail to
agree on the more detailed relative frequency ordaf the (HO), bands, making
spectroscopic assignment of the observefjklovertones quite difficult. The most significant
disagreement appears to exist for the relativeugaqies of the |%i>, and |230>, overtone

bands in both the dimer and trimer species.

(a) Chaban & Gerber 11> 1>, 02>,

2540,
+ -
10>42>, 02>, 1> 1>, /k
(b) Schofield & Kjaergaard |O2>a'
+
>+ |1 [2>40>
10>42>, 02>, 1% [1>d1>,
: /I ‘ o~
6900 7000 7100 7200 7300 7400

Pump Laser Frequency [em™]

Figure4.5 Predicted band positions and intensitiesgf~2 bands of (HO),. (a) CC-VSCF
calculation by Chaban and Gerbti&¢b) HCAO calculation by Schofield and KjaergaatdFor
better representation of integrated band interssitiee transitions are convoluted over a Gaussian
with HWHM=7 cmi*,

The analysis of the ({D), band centered at 7193 ¢may help shed some light on this
issue. At higher sensitivity and lower IR pump posvi® avoid saturation, this band clearly
reveals a partially resolved rotational structwee(figure 4.6), with a characteristic spacing

between adjacent lines of roughiy.4 cm. Though not fully resolved, this is nevertheless

consistent with an a-type band for,(®,, which is known to have a near-prolate symmeajc t



115

structure with B= 0.2 cni*, #1%12and is clearly inconsistent with any cluster larig@n dimer.
Simulations of this band profile using the fundataéepectroscopic constants forx(b),

quickly reveals it to be composed of at least twerlapping a-type transitions. Most relevantly
to the above discussion, the profile can not bisfaatorily modeled with overlapping b-or c-
type transitions, since such bands would be doméhlay prominent Q-branch features not

observed in the experimental spectrum.

Experiment

Simulation

7186 7188 7190 7192 7194 7196 7198 7200
Pump Laser Frequency [cm'“]

Figure4.6 A slow scan over the @), band at 7193 cth This band has a partially resolved
rotational structure characteristic of a parallahsition in (HO), complex. The band is
simulated as a superposition of thkeed —0 subbands with origins at 7192.5 ¢ifB, subband;
odd J: even J = 3:6), 7191.3 ¢rE subband; no alternation), 7193.3t(, subband; odd
J:even J = 6:3). The band origins are not unigdetgrmined by the simulation, though &B

0.2 cni* rotational constant for water dimer is clearly sistent with the observed structure.

This lack of strong Q-branch transitions rules asgignment to the overtone vibration of
the hydrogen bond acceptor, |@2s8ince this transition moment would be predomilyaasibng

the b-axis of (HO),. In support of this, Huang and Milfeonly observe b-type transitions for the
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corresponding |01fundamental in KO dimer (see Tab. 2) Indeed;®ldimer exhibits
considerable perpendicular structure in the JOflmmdamental region due toK=0jower — Liowen
i) K=Lypper— Ouppe/ K=Liower — Otower aNd i) K=2ypper— Liower SUbbands, which are observed -18
cm?, -3 cm' and 22 crit away from the |01>band origin, respectively. By way of contrast, we
do not observe additional §8), features in this spectral region out to at le=€t cm* away
from the 7193 cil band. In summary, both the 7193 tivand shape as well as lack 060
transitions in the vicinity make assignment to [O2mlikely.

In light of the a-type rotational contour, a motaysible assignment for the 7193tm
band is the |1#1>, vibration centered on the proton donor unit of@f3. This vibrational
motion promotes a dipole transition moment alorggakaxis of (HO),, which is more consistent
with the observed band profile. In addition, thisra strong similarity between the band
observed here and the a-type transition profilenftduang and Millét, which has been assigned
to [0%|1>,", i.e. one quantum of the bound OH stretch. Funtioee, the |1#1>, vibration is
predicted to be the second strongest OH-stretahiegione in (HO), by Chaban and Gerb#,
and executes a motion which correlates with trengt}02> overtone in HO monomer. Also,
the |13|1>, vibrational prediction of 7110 cfby Chaban and Gerber (see figure 4.5) is in
relatively good agreement with experiment. We & the 025 acceptor overtone is yet
another possibility for achieving such a strongettransition moment, with predicted band
origins (7170 cnt *® and 7200 cm ™) in even closer agreement with experiment, althahe
predicted overtone intensities are relatively wiealioth sets of theoretical calculatiofis? In
this regard, however, it is worth remembering taetibn” nature of these spectra, intensities of
which rely on vibrationally mediated UV photolysikthe resulting predissociated complex. For

example, excitation of the symmetric |@2eould well predissociate preferentially inte®in
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Vou=1, which in turn photodissociates efficiently &31nm to yield OH. We will return to this
point later in the discussion, but stress the ingrme of vibrational overtorgynamicsn
interpreting the spectra. Clearly a predictive ustdending of overtone frequencies, intensities
and dynamics in hydrogen bonded systems remaihalkenging area for future progress, which
the present work hopes to further stimulate.

With a suggested assignment of the 7193 &and structure to either |, or |02,
we next address whether one can reproduce thevalolseatational profile with known
spectroscopic constants offB),. Any a-type transition in (D), can in principle exhibit
complicated fine structure due to the presenceuwfd®olable nuclear spin symmetry species,
specifically thredK=1 — Liower Subbands (A, E, By); threeK=0 — Oypper Subbands (4, E, By);
and thred=0 — O,wer Subbands (&, E', B;"). (Note that the specified subband symmetries do
not include rotational symmetries unlike the latslewn in figure 4.2). For example, all of these
a-type subbands appear in close proximity to edlodran far-infrared spectra of acceptor-wag
vibration in (HO), and (30),.1%*8In practice, the & and B* subbands fronk=0iower are weak
because of low statistical weights (figure 4.2)e Bsubbands from=1ower aNdK=0ypper are
also weak because these levels can relax all thedesan toK=0j,er Under supersonic jet
conditions. Finally, based orn=1 fundamental transitions in §8),,° theK=1 — 1 bands are
likely to be significantly broadened by predissticia. Therefore, the dominant a-type
contributions to the rotational structure shouldhedrom i)K=0 — OypperAz'and B and ii)
K=0 « Ojower E" Subbands.

TheK=0ypper States in the vibrationless {B), are well understood: the donor-acceptor
interchange splitting betwedtr0,pper A2 and B states is approximately 0.65 ¢rif'#%

Although this splitting is known to increase fons® intermolecular modes of £8), that
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encourage the donor-acceptor interchaflgecitation of the OH-stretching states is expetoed
reduce it significantly. For example, the interohamy/ B, splitting is just 0.061 cihin the
[01> K=0jower state® Since (HO), retains its plane of symmetry in both 41> and |02%
states, the origin difference of tKe-0 — Oypper A2 and B subbands should equal themof the
K=0 A,/ By interchange splittings between lower and upperafibnal states, i.e. on the order
of 0.7-0.8 crit. Indeed, at our modest resolutiors; 8.8 cm' separation of the Aand B
subband origins would nicely, albeit fortuitousixplain the lack of intensity alternation in the
spectrum (especially evident in the R-branch rejgidne to cancellation at lowof the
predicted B JevedJodd=6/3 VS. A Jeved Joda=3/6 Nuclear spin statistical ratios.

In the interest of simplicity, therefore, we havedaled the observed transition profile as
a combination of i) twdK=0 ~Oypper A2 and B subbands, separated$¥).8 cm® and ii) one
K=0 — Oiower E" SUbband, with the relative location of #ig0 — Ojower aNAK=0  Oypper Subbands
treated as an adjustable parameter. EagB)YHsubband is calculated as a near prolate
symmetric top with rotational parameters taken fieef. 8, with the result shown in figure 4.6.
The simulation is consistent with a¥ K rotational temperature (same as for AGHands
discussed below), and readily reproduces sevdiahsé&eatures of the observed band, namely i)
parallel structure, ii) absence of a band gap,i@nao obvious intensity alternation. However,
with the present instrumental resolution, the satiah is not very sensitive to the transition
band origins, which thus remain poorly determindidvertheless, the rotational structure clearly
confirms the carrier of the observed band to bg which we can tentatively assign to either
the |13|1>, or |02%" overtone vibration.

Inspection of the spectrum in figure 4.4 indicates potential presence of several other

(H20), bands, the assignment of which requires identiboeor suppression of the much
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stronger Ar-HO transitions. Since the water complexes prediasecnuch faster than the laser
pulse duration (see below), the ApBibands can be largely suppressed by recording the
spectrum using very small IR pump-UV photolysisagsl This procedure reveals that the bands
at 7240, 7250 and 7282 €nsan be ascribed to §B), complexes, which based on both
theoretical predictions and matrix studies, md&li correspond to |2}9>, transitions in water
dimer (Table 1). Specifically, Perchard reportesirang band at 7236 ¢hin argon matri&’ and
a corresponding band at 7220°tin nitrogen matriX! which he assigned to [38>, overtone

of the proton donor unit as well. His assignmengsenrecently corroborated by HCAO
calculations:’ CC-VSCF calculations of Chaban and Gerber plaisebidnd higher in frequency
but also predict a large transition strength fof|{2y.*° The present gas phase studies provide
some additional information; in particular, the @2hd 7250 cif bands appear perpendicular,
which is consistent with |2}©>, vibrational motion predominantly along the c-aXike subband
spacings and rotational contours are consistehtavj2*0>, overtone band assignment, but
based on theoretical predictions, it could in pptecarise from the acceptor |[Q2band. Further

theoretical efforts in this overtone region woulddxtremely useful to settle these issues.

4.6  Overtone (von = 2) Spectra of Ar-H,O

The vibrationally mediated IR spectra in figure 4ré clearly dominated by transitions of
Ar-H,0 van der Waals clusters, to which we now turnaitention. Indeed, a first question
worth raising is why the spectra of such weakly+#mbuan der Waals complexes can be so
prominentover the much more strongly bound,(», species, even though the latter are likely
present in much higher concentrations. The ansiners certainly has to do with the

vibrationally mediated nature of the action spestopy, which requires the IR photon to
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enhance the subsequent 193 nm photodissociatidpfeither in the complex or its
predissociated fragments. This enhancement, in demends very sensitively on the number of
guanta in OH stretch excitation in theHsubunit, as beautifully elucidated by Crim, S&lein
and coworker$”***“°For an atom-polyatom species such as ABtpredissociation at the first
overtone level occurs on a relatively slow timele¢ 10-100 ns, depending on the specific
internal rotor quantum state excited), which withs7/laser time resolution readily permits
efficient photolysis of HO in the wy=2 manifold. Furthermorévon=-1 predissociation of the
weakly bound Ar-HO complex (B = 140 cm')®! most likely yields HO in a near resonant
vibrational state with ¢4=1, and thus still exhibit the necessary photolgsisancement. 1D
dimer, on the other hand, is more strongly boung=(D700 cni),** predissociates rapidly (vide
infra), and has more channels with which to depbgitexcess overtone energy. The net effect is
a decreased efficiency for detectingdHdimer by first overtone vibrationally mediated
photolysis, and explains preferential sensitivityneakly bound species such as AiCHH,-
H,0O, etc. Furthermore, this also rationalizes theeabs in our spectra of clusters beyond
(H20),, since predissociation is statistically less hkiel deposit sufficient OH stretching
internal energy in the #0 fragments required for subsequent photofragmientanterestingly,
this also bodes well for vibrationally mediatediactspectroscopy of ¥D dimer and larger
clusters in thesecondegion overtone region, for which a significaningi@ detection sensitivity
would be predicted.

High resolution rovibrational spectroscopy of AséHhas been well studied at the ground

state (wr=0) and first excited statedy=1) levels of HO 22931363741

revealing a weakly
anisotropic potential and states best describdd,Qyquantum numbers in the free rotor limit.

Under the jet-cooled conditions, one therefore et observe only transitions originating
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from the lowespara (0gg) andortho 2(1o;) states of the complex, with weaker transitiors® al
possible from the incompletely cooledtho IM(1o1) state (which lies 11.4 ciraboves (1oy)).
Transitions built upon the stronger |0®and of HO monomer should dominate those derived
from the weaker |0Z>and |113 overtone bands. Based on these expectations,readatogy

1%%®and =3 spectral rangé$ it is relatively

with spectra of Ar-HO in the wy=
straightforward to assign many of the bands to A@Ktable 4.1).

As predicted, the most prominent Ap®I bands correlate with the |02%, — 10; and
|025 15, — Ogolines of HO monomer, just as seen in the previously studiaddmental |01
and second overtone |033 studies (figure 4.4). Due to weak potential amigmy contributions
from the Ar atom, the 3-fold spatial degeneracthef b, internal rotor state of D splits into a
M andZ components, yielding(0og) — M(1o1) (7218.45 crit) and=(0go) — Z(1o1) (7230.05 crit)
subbands “flanking” the |028y0 — 1p1 monomer transition. As this lifting of spatial degeacy
by Ar also occurs in the |02, upper state, one similarly predicts two As&Hbands
surrounding the [02; — Ogp monomer line, as indeed observed at 7263.7 @filo;) — =(0o0))
and 7275.0 ci (M (1oa) — =(0o0)). Further confirmation of these assignments aapltained
from the presence (or absence) of sharp centrab@ehes in these bands, respectively, in
agreement with the predicted perpendicular andlplrature of the — 1 andZ — Z transition
moments (see table 4.1).

Similar to what was previously demonstrated fg©Hlimer, the rotational constants of
this van der Waals complex are sufficiently larggérmit rotational analysis of favorable
bands, providing unambiguous additional confirnmatd the species as Ar-B. For example, a

higher resolution scan of tH0qg) — =(102) band at 7230.05 cfis shown in figure 4.7, which

can be well modeled using known rotational constahiAr-H,0**" and a typical rotational
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temperature of 7 K. From the observed splittingveein |02>%(0q0) — M(1o1) and |025

> (0o0) — Z(102) bands, we can derive the energy separation 6f013 cm* betweenl=1 (101

to J=1 3(1o1) in |00 state, in good agreement with the value of 11383 obtained from high-
resolution study of Ar-pD fundamentals by Lascola and Nesbfrom the |025%(101) — =(0o0)
and |02>T1(1o;) — Z(000) band positions, one can also infer the corresipgnsplitting in the

upper |02>state to be 11.3+0.3 ¢hi.e. consistent with only minor changes in thisatmopy of

the Ar-H,O intermolecular potential upon OH stretch exadati

Experiment

Simulation
(7 K)

7228 7229 7230 7231 7232
Pump Laser Frequency [cm'1]

Figure4.7  Sample scan over the A8 [025%(0gp) — |00>" Z(10;) band. The profile is best
described by a rotational temperature of 7 K, \ittotational line numbering certain to &1

The effect of the BD vibration on the Ar-BO potential well depth is similarly small as
evidenced by a red-shift of only 2.9+0.3 timetween the |02:%(0go, J=0)— 005" Z(0g, J=0)

band origins in free $O and in Ar-HO. The sign of the frequency shift is consisterthvai
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slightly stronger van der Waals bond in the [G&ate. The magnitude of the frequency shift is
intermediate between that for the |Ofransition Av = 1.32 cnit)® and [03>transition Av =

3.06 cm')®? indicating a systematic increase in the AGHntermolecular bond strength with
Vou. This behavior is qualitatively consistent withsebvations on other atom-polyatom van der
Waals complexes, such as Ar-HF.

The strong set of band(s) near 7293'aran also be assigned to As®icomplexes,
which by proximity to the [02520,~ 1o; monomer transition at 7294.14 ¢probably arises
from one or more projection componer#s[1, A, of the internal HO rotor subunit along the
intermolecular axis. Detailed assignment of the Imwreaker band structures (for example, near
7234, 7254, 7258 cl) is less certain. However, proximity to the |04z, — Ogo and |023
212 101 lines of water monomer clearly suggests that #reybuilt on these transitions. What
would make this dynamically interesting is that 2> overtone band in the monomer is
extremely weak, i.e. the |02%1; — Oy and |0251y; — O line intensities differ by more than two
orders of magnitude, yet the corresponding AGHbands built on [02>and [025vibrations
have much more comparable intensities in actiootsyp®. In fact, this effect appears to be so
strong for |025 1;; — Ogo that we see in figure 4.4 vibrationally mediatémipdissociation of the
Ar-H,0O cluster but not of bare-® monomer. One can attribute this unusual interstyern to
the difference in predissociation dynamics of AGHrom |023 and |02>states. Indeed, if the
action spectrum is recorded usfiitg; (N=2) rotational state of OH instead N£8, the intensity
of Ar-H,0 |025 bands relative to that of |02bands is substantially reduced, suggesting that
predissociation of Ar-bD |02 states results produces more rotational and bgredicitation in

the water monomée¥. Experimental efforts to further elucidate thesakes band assignments
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are currently being pursued, based on product distiegbutions and predissociation lifetimes,
and will be presented elsewhere.
4.7  Vibrational Predissociation Dynamics

Vibrationally-mediated spectroscopy also permite todirectly measure predissociation
lifetimes of complexes by monitoring the final pbfsagment (OH) as a function of the time
delay between the near-infrared pump and UV phsetslasers. The UV photodissociation of
H,O takes place on a femtosecond time scale, sositame for OH formation following the UV
pulse can be completely neglected on the nanosdouadcale of our experiment. For typical
laser pulse durations, molecular jet velocities® cm/s, and laser beam sizes of 1-3 mm, this
technique can therefore straightforwardly accesgithe window betweefit = 7 and 1000 ns.
The lower limit is determined by the finite pulsaration (5-7 ns), whereas the upper limit
corresponds to the “flyout” time for excited molé&suto exit the probe volume. The Ap®l
overtone states observed here conveniently respltadissociation within this time window.

By way of illustration, we consider the |02X0q0) — 2(1o1) transition in Ar-BO (see
figure 4.8). If the initially prepared Ar-#D complex |02>%(0q0) photodissociates intdifferent
OH states than photolysis of the predissociatgd monomer distribution, the OH distributions
will depend on the pump-photolysis delay. If phgsid occurs before predissociation, the OH
distribution reflects break up of the A8 cluster. At the other extreme, if photolysis ascu
long after predissociation, the OH distributionfferet dynamics of the $O(v') predissociation
product. Signals probed on a single quantum sfafdoreflect the superposition of both intra-
cluster and predissociated cluster photolysis dyosas function of time delay. Since Ap®i

predissociation tends to produce bend-excitgd tsee below), which then photofragments to
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form rotationally hotter OH distributions, one exfseOH LIF signal toncreasefor highN and

decreasdor low N with pump-photolysis delay.

(@) 7,,.=173 ns

®
OH(N =8)
Ar-H,0 [02>
2(0,)<2(1,,)

(b) Tgecay — 20£3 ns

Ar-H,0 02>
Z(0,)<Z(1,)

OH(N = 2)

OH LIF signal [arb. units]

(¢) T, <7nms

(H,0),
7193 em ' band

-20 0 20 40 60 80 100120
Tohotolysis = Ypump [ns]

Figure4.8  Predissociation lifetimes of Ar4@ and (HO),. The observed OH) signal
comes from two independent channels: vibrationadgdiated photodissociation and
predissociation followed by photodissociation (Bgere 4.1). (a) Only the predissociation
/photodissociation channel contributes to the oisleigh-N states of OH in the Ar-$#D case. (b)
Vibrationally-mediated photodissociation is respblesfor the rapid rise and the
predissociation/photodissociation for the slowerajeof the signal for loviN states of OH in the
Ar-H,0 case. (c) Rapid predissociation ob@), followed by direct photolysis of the
vibrationally excited HO predissociation fragments results in appearah@dHoon a time scale
of <7 ns.
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These trends are nicely verified in figure 4.8, sthshows OHM5;, (N=8) andMs,
(N=2) populations after the |02=(0go) — 2(101) Overtone excitation of Ar-40. TheN=2 signal
rises quickly at t = 0, as this state is producediiect vibrationally-mediated dissociation of Ar-
H,O, but then decays to a constant level charadteatthe photolysis of the 0
predissociation product. Tié¢=8 signal starts out at zero because direct dissociaf Ar-H,O
in |02> % (0o0) state does not produce such hot OH states, thentrises to a steady level also
determined by the ¥D predissociation product. Both sets of data cale&st squares fit to an
exponential rise or decay, clearly demonstratirag the complexes undergo predissociation on a
18+5 ns timescale. Note that this is essentially idahto the 1&5 ns predissociation lifetime
for |03 2(0q) state®’, observed in a similar real time measuremento Addevant in this
regard are high resolution measurements on thé ¥{Qz) state of Ar-HO, from which a lower
limit of 16 ns is extracted from line-width studfeat first this seems dynamically surprising;
from Fermi's golden rule one might anticipate expapidly increasing predissociation rates
with increasing internal energy. However, the vilom@al density of states at these energies is
still extremely sparse, and thus the predissociatygmamics in Ar-HO are likely to be highly
non-statistical, resulting in long lifetimes sengtto local resonances between the initial cluster
and final HO distributions. In support of this picture, a mommplete study currently underway
of the other Ar-HO bands in thegi=2 region exhibit lifetimes that vary more or lesgatically
with vibration and internal rotor quantum state.

By way of comparison, figure 4.8c shows the cqoesling time delay dependence for
the 7193 crit band of (HO),. In contrast to Ar-KHO, the =2 excitation of (HO), results in an
instrumentally limited appearance of OH forldllindeed, this dynamical difference was

exploited in the previous section to selectivelscdiminate in the action spectra between long
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lived Ar-H,O excitations from shorter lived ¢B), ones, and is consistent with a rapid
predissociation of the complex on a time scalens.7The observations could also be explained
by postulating a very long (>|ds) predissociation lifetime, but this scenarioighly unlikely in
view of the rapid predissociation rates 0@ in the \vs=1 manifold®

For pump-photolysis time delays much shorter ti@prredissociation lifetime, these
vibrationally mediated photolysis methods permi¢ ¢m investigate intramolecular collision
dynamics in a single size- and quantum state- seladuster. For example, dissociation of free
H,0 in |02> states is known to result in rotationally cold Qée figure 4.9) with the
distribution peaked at=1-33 Indeed, the action spectrum (figure 4.4) wouldlbminated by
free KO lines if a rotationally cold state of OH (e.y52) were used in the probing step instead
of N=8. With vibrationally mediated photolysis, one eaaasure the distribution of OH
produced via dissociation of Ar-B complexes via the |02%(0qg) — 2(1o1) transition, and
directly compare with photolysis of the “bare” imtal rotor |02>%(0gg) excitedH,O monomer
in theabsencef the Ar atom. This data is summarized in figur@ #r each of the spin orbit
and lambda doublet states, and reveals two iniegefstatures. First of all, there are
considerably higher populations in each electreniglevel at highN, consistent with intracluster
rotational excitation of the recoiling OH prior to exitingdleluster. Secondly, the strong
oscillations inN for the various electronic sublevels (most appairethe®Ms/,/,; manifolds)
have much lower contrast ratios for the clustefre® monomer photodissociation processes.
This implies less specificity in branching ratiadra given electronic manifold, which is
consistent with partial scrambling of the nascéatteonic state distributions, but this time
reflectingnon-adiabaticcollisional dynamics inside the cluster. Thesaltesonfirm those

obtained on Ar-HO clusters in the second overtone reditand which has been nicely
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modeled by inelastic (rotational and electronitestdanging) collisions between the recoiling

OH and Ar atom within the compléx®

0.2

0.1

N O

Relative Population
oo

0.1

Figure4.9  Quantum state distribution of all spin-orbit, laskabdoublet, and rotational OH
states resulting from vibrationally-mediated disabon of Ar-H,O following excitation in the
[02> %(0pg) — Z(101) band (filled squares). Compared to the result$0Z> Oy — 1o; €Xcitation

in free HO (open circles), dissociation inside the compledpces slightly hotter and more

statistical OH.

For pump-photolysis delays (200-500 ns) much lonigan the vibrational
predissociation lifetime (18 5 ns), a completely different picture of the OHagtum state
distributions emerges (see figure 4.10). By thieti all initially excited Ar-HO complexes
(102> Z(0og)) have predissociated, and the OH products arergesd by UV photolysis from
nascent HO(v') molecules. As clearly evident in figure 4 (&Bown for théls; manifold), the
OH distribution is now dramatically hotter, peakiigaroundN = 6. Interestingly, a qualitatively
similar distribution is also seen for vibrationathediated photolysis on the® dimer bands,

again showing a strong preference for highly rotally excited OH, and suggesting a
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Figure4.10 Rotational distribution i3, (N) states of OH resulting from UV photolysis of
H>O(Vv'") produced in predissociation of Ar® (02> Z(0gg) state; large circles) and £8),

(7193 cm' band; large triangles). Also shown are the cooeding OH state distributions
resulting from direct photolysis of individual quam states of free #0 (J =0, 1, 2) in |02>

state (top panel) and [(2)> state (bottom panelj.Explicit comparison suggests that
H>0(von=0,1; wend2) is the dominant product of predissociation oft&0 and (HO)..
gualitatively similar predissociation pathway. Altigh our experiment does not probe these
H,O(Vv'") distribution directly, we can neverthelessagl some insight into the nature of the states
formed from the predissociation event by comparisdh systematic vibrationally mediated
photolysis studies of ¥D rotational and vibrational quantum states. Spgly, figure 4.10a

displays 193 nm photolysis OH product state digtitins €M) from Jkaxe = Ooo, 1oz and 22

rotational states of #D, each excited to the |02zvertone level. Consistent with similar results
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by Crim and coworkers for |04&xcited HO,* these results indicate a slight but systematic
warming of the OH distributions with initial J@ rotation. However, the shape of these
distributions is qualitatively much colder than eb&d experimentally.

In marked contrast, figure 4.10b exhibits OH disitions from vibrationally mediated
photolysis of HO for the same series of rotational levels, but noy@1(2)>, i.e. a nearly
isoenergetic combination state corresponding @H)stretch fundamental plus ii) two quanta of
HOH bending excitation. These OH distributions raoev substantially hotter, peakingMt 5-

6, and in qualitatively much more consistent with Ar-H,O dimer results. Although further
experiments will be necessary to establish thigwdifely, the results plausibly suggest that
vibrational predissociation of Ar4® from |02>%(0g0) has strong contributions from the near
resonant V-V pathway:

Ar-H;0(1025 2(0og)) —~ HoO(Vor=1; Wend2;J) + Al AEeieased™ 240 CN* (4)
which would then photofragment into the hij@H distributions observed in figure 4.10. The
smoothness of the resulting OH state distributiouid also be consistent with several different
J states produced in (4), since photolysis of sidgates of HO generally result in much more
structured OH quantum state distributions (for eplansee figure 4.9-10). As a final comment,
it is worth noting that the OH state distributicesulting from the photolysis of overtone excited
(H20), (i.e. 7193 cnt band) are remarkably similar to the above regatté\r-H,0. This might
again suggest substantial bending excitation inamaore of the HOH products. Due to the
higher binding energy of @), vs. Ar-H,O (Dy = 1700 cni vs. 140 crit), however,
predissociation into same8(vonu=1; Wwend2; J) States is now not energetically possible.
Nevertheless, several bend excited channels reenairgetically open, such as formation of

H20(Vor=0; Wend<3) and HO(vor=1; wenE 1). Based on the requirement of vibraitonally
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enhanced photodissociation cross section at 193hembserved distributions plausibly arise
from photolysis of HO(Vor=1; Wwen 1, J). However, it is worth noting that since #ution
spectra derive both their sensitivity and spedifiiom strong vibrationally mediated skewing
of the photodissociation cross sections, this me#de representative of the full distribution of
predissociated $#D. Nevertheless, these studies make simple predsctind highlight some
interesting directions for further exploration wghantum state resolution in the ejecte®Has

perhaps could be studied by IR photofragmentagenit spectroscop$?

4.8 Summary / Conclusions

The combination of slit jet expansions with i)pBmp vibrational excitation, ii)
vibrationally selective excimer photolysis, folloavby iii) state-resolved LIF probing of
fragments, reveals itself as a powerful spectrasdmol for extending traditional vibrationally-
mediated photodissociation methods into the overtegion of the water clusters. Rich
vibrational structure has been observed in vibratily-mediated dissociation spectra GiOAAr
mixtures under supersonically cooled conditionghavicinity of the first OH stretching
overtones of BD. The observed resonances can be assigned tomedransitions of Ar-pD
and (HO), based on their spectral structure and photodigBonidynamics, and in favorable
cases, even permitting direct detection of resore¢ational structure. Indeed, this is the first
reported gas phase spectra gOHlimer overtone in the gas phase, which revedls bo
agreement and disagreement with currently availddaderetical models.

The use of time delayed IR pump and photolysiertaallows direct observation of
predissociation dynamics of,8 complexes on the 10 nsp$ time scale, as demonstrated on

von=2 of Ar-H,O clusters. For sufficiently long lived vibratiorgthtes, this method provides a
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novel scheme for initiating photochemical eventsda size and quantum state selected clusters.
In conjunction with parallel studies of the isothteonomer, solvent effects on the
photofragmentation dynamics ob® can be directly probed, by comparison with \ilorzally-
mediated photodissociation of the same free ratie $30 state in the absence of the perturbing
Ar atom. Specifically, vibrationally-mediated dissation of HO within Ar-H,O complex

clearly producesotterrotational OH distributions, as well as promotestiagl non-adiabatic
energy transfer betwedihs/, 1,and lambda doublet electronic levels. A simplesatgl model

for this would be intracluster collisions betwebe tecoiling OH photofragment and Ar
atom?3° At a more challenging level, however, these defiect the detailed
photofragmentation dynamics ob® in the presence of a single solvent atom, ydt thie¢
considerable spectroscopic simplification of alignéully quantum state selected reagents, as
well as the special intracluster advantage of deférmined impact parameter and total angular

momentum.
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Chapter V: Overtonevibrational spectroscopy and dynamicsin H-
H,O complexes. A combined theor etical and experimental study

5.1 Introduction

Intermolecular attraction can lead to formatiorvah der Waals complexes when
a sample is cooled to low enough temperaturesatnlizie clusters. Since formation of
dimers (consisting of two molecular components) nbasthe first step in aggregation to
larger clusters and ultimately condensation, speties warrant special theoretical and
experimental attention. Additionally, complexatijmmovides insight into condensed
phase bonding between molecules in a variety afmresf™ In particular, bimolecular
clusters encompass the wide range of noncovalemibg interactions that can be
accessed by the two molecular partners, ranging frore van der Waals interactiois
Ar-Ar (Do = 84 cmi®) to the significantly stronger hydrogen bondintgiactions in water
dimef (Do = 1103 cnit). A striking feature of these weakly bound van \dals systems
is the propensity for each component to retairgaicant fraction of monomeric
character, for example, as noted in the typicadistyrbative shifting of infrared transition
frequencies upon complexatibnFurthermore, weak coupling in the potential bemve
dimer components can permit partial free internttion of the HO species in Ar-pD,
leading to rotational spacings which are commohlfted by only a few wavenumbérs
from those of free bD.

As a result, bimolecular clusters have servedfasus of intense theoreti¢and
experimentdf work over the years. These species are partigdétractive from a

theoretical point of view, because there is oft@akvcoupling between intramolecular
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and intermolecular degrees of freedom. Thus, fdradom cluster, the quite challenging
and often intractable problem of performialg initio and exact quantum nuclear
dynamics calculations in full 3N — 6 internal com@tes can often be instead treated by
reduced dimensionality schemesyhereby intramolecular vibrations are assumeceto b
independent of the cluster formation. To a good-@gdmation, this leads to a much
simpler Hamiltonian described only by intermolecwdaordinates, which are 5D for the
specific complex of interest (i.e.,FH,O) and 6D at the very most. Though still
challenging, it is now feasible to solve theordtictor eigenvalues and eigenfunctions of
the complex, a process which is indeed often lichitg the quality of ab initio potentials
available in full or partial dimensionality.

In the rare cases where a high quality, full dinn@mesl ab initio potential is
available for the complex, one can hope to achaveven higher level of rigor and
benchmarking accuracy. Specifically, one can parffull quantum dynamical
calculations for monomers in the dimer complex, #@h extract an improved
intermolecular dimer potential by averaging thkk D potential over the intramolecular
wavefunctions corresponding to a given pair of nmoanc (electronic, vibrational)
eigenstates. By repeating this procedure for bathrgd and vibrationally excited states
of the complex, one can now make first principlesdpctions sufficiently accurate for
benchmark comparison between theory and high reésolaxperimental spectroscopy.

The current work focuses on spectroscopy and digsaof the H-H,O van der
Waals dimer:***® This weakly bound complex is of particular intrim the interstellar
medium (ISM), due in part to predominance of atoarnid molecular hydrogen in the

universe'’ Indeed, certain regions of the ISM depleted iepdeltraviolet radiation tend
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to have appreciable concentrations afriblecules rather than H atorfsyhich can in
fact trigger formation of higher molecular weigpesies:’ In conjunction with
appreciable concentrations of®| this implies a relatively high probability forH H,O
collisions, and even transient formation gfHLO clusters in the cold environment of
interstellar clouds.

Beyond issues of transient van der Waals dimer &ion, however, there is also
substantial fundamental interest simply in inetastattering betweenztand HO
specie€? for which the precise intermolecular potential rglyesurface plays a role of
central importance. For example, the lowest roteti spacings in the para K858 cn)
and ortho H (600 cm?) nuclear spin manifolds are greatly in excesaf of both para
H,O (37.1 cnit) and ortho HO (18.6 cnit), where the para/ortho (or p/o) designation
refersto 1 = 0 vs | = 1 coupling of the H atom laac spins. Since Hs an extremely
poor emitter, collisions between,H H,O can provide an efficient means for transferring
energy into HO rotation, which can be radiated away much mdreieftly and thereby
function as a “coolant” in interstellar cloutfs*? Such a decrease in total energy by
radiation can lead to collapse of the cloud, itiltiguearly stages of star formatioh.
Additionally, H, + H,O collisions are also thought to be responsiblddonation of
population inversions between®l energy levels. This has been invdRdd explain
ubiquitous water maser radiati6hwhich has been observed from a variety of extra
galactic® galactic?® and interplanetafy objects. The kH,O dimer potential is also of
pivotal interest in formation of Hrom H atoms. In particular, considerable effash
been put into characterizing H +- H, reactions catalyzed by dust partictéé? many

of which are expected to be quite cold and coageal Water ice manteéP*® As a result,
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this requires recombination and desorpttaf H, from the icy HO surface, the detailed
interaction potential for which is necessary torelkterize these important interstellar
rate processes.

In addition to interstellar chemistry, the simplgH,O van der Waals dimer is of
fundamental interest from a purely theoretical pecsive. This complex has a small
number of electrons (10), which facilitates higheleab initio efforts. It also contains
only one non-hydrogenic atom which promotes corsmecg of dynamics calculations in
multiple degrees of freedom. As a result this clexpffers an unprecedented
opportunity for a purely “first principles” test tveeen experimental (i.e., high resolution
spectroscopy) and theory (high leadl initio/dynamics calculations). Indeed, the small
electron number has already stimulated the devedopf anab initio potential energy
surfacé in full dimensionality (9D). This has been avemgeer H and HO
intramolecular wavefunctions to provide a vibraty adiabatic potential in the 5D
subspace of intermolecular stretching and intenotalr coordinates, as first obtained by
Valiron et al. in 2008 for ED and H in their vibrational ground states. For the pnese
studies, these calculations have been extendée tatirationally excited overtoney=
2 polyad of HO, in order to obtain accurate wavefunctions aretgnlevels relevant for
detailed comparison to infrared overtone absorpijmectroscopy.

The focus of this paper is two fold. First of alie present a combination alb
initio and multidimensional dynamical calculations toai6D intermolecular
wavefunctions and energy levels for complexes pft(v=0) with both the ground o/p-
H,O (|00) ) and overtone excited states of o/gaH |02) ). These calculations are

performed separately for each of the four spin sgtnyrspecies (i.e., oFbH,O, oH--
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pH.O, pH-0H,0O, and pH-pH.0O), which, in conjunction with a simple dipole mamhe
function for \by = 2 excitation, are used to generate first prilesipnfrared overtone
absorption spectra forH,O. As a second thrust of this paper, we descmidepaesent
results from a vibrationally mediated photodissbera(VMD) experiment, that permits
us to indirectly but quite sensitively observe améd absorption resonances ighpO
clusters by selective UV photolysis of vibratiogadixcited HO and laser induced
fluorescence detection (LIF) of the resulting OWith the aid of these high level
predictions, we are able to identify and assigatiohal progressions due to gbH,O
clusters in our experimental infrared spectrum.difidnally, the time delay between
infrared and photolysis lasers as well as the ttiansof OH probed can be varied to gain

further insight into the nature of predissociattlymamics in the complex.

5.2  Theoretical Background

A potential surface (PES) for,FH,O that includes all nine internal degrees of
freedom has been calculat@i initio by Valironet al>*?with the use of the CCSD(T)-
R12 method (coupled-cluster with singles, douldesl, perturbative triples, explicitly
correlated). This PES is independent of nucleassnaad can be employed for any pair
of water-hydrogen isotopologues. Several 5D “Agitbr’ surfaces have been obtained,
either by averaging the 9D potential over vibratilomavefunctions of FD and H (or
D,)'*%%0r by fixing the internal geometry of the monomatsibrationally averaged
values, as done f8r**3*H,-HDO, H,-D,0, and B-D,0. In the case where both® and

H, are in their ground vibrational states, Valiretral have shown that the PES at the

average vibrational ground state (VGS) geometny igery good agreement with the
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explicitly vibrationally averaged potential (\WWA. The corresponding effects on
scattering cross sections were examined by Scribaa”, with the VGS and VAP
potentials shown to provide very similar cross isest even at collision energies below 1
cm ™. The high accuracy of these-H,O PES's has also been confirmed recently by a
number of comparisons between theory and expeetinmcluding inelastic differential
cross section%, pressure broadening cross sectiti&glastic integral cross sectiotfs,
and IR spectra of the compl&x*®*’

In the present work, we use two different vibrasiltywaveraged 5D PES’s with i)
both H,and HO monomers in their ground vibrational state (asuksed in Valiroet
al.}), and ii) ground state +and HO in its doubly excited |02 state, utilizing the
wavefunction of Lori and Tennysdfi** Both ground and excited state 5D potentials are
expressed as a 149 term angular exparlsidth coupled spherical harmonics in polar
angles for i) the center of mass ved®ypointing from HO to H, and ii) the H axis.
These angles are defined with respect to a fraxeel fio the HO monomer, with the
axis parallel to th€, symmetry axis and thez plane parallel to the plane of the
molecule. Note that these are not the same potdesias the body-fixed (BF) angular
coordinates used in the rovibrational level caltates, where the z axis of the BF frame
is parallel to the vectdR. As shown elsewhere, however, one can analyitahsform
these angular functions into BF coordinates anelctly use the R-dependent coefficients
in the expansion of the potential to compute matlements of the Hamiltonian.

The global minimum corresponds to a planar geonweitity C,, symmetry, with a
secondary, local minimum non-planar structure @ge2 and Fig. 1b in r&). This

global (local) minimum foground stateH,-H,O corresponds to a binding enei@y =
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235.14 cm* (199.40 cri) and center-of-mass distariRe of 5.82 g (6.07 a)., with
very small changes for#H,0 with H0 in its [02) excited state[fe = 235.66 crit', Re =
5.81 @ andD. = 197.13 crit, R. = 6.15 @ for the global and local minima, respectively).
Both of these geometries may be considered as ggdrbonded: in the global minimum
structure the Bimonomer is the donor and® the acceptor, in the local minimum
structure HO is the donor and +the acceptor. The |[02¢ |00 vibrational excitation
needs to be accompanied by a rotational transiti@nder to make it dipole-allowed.
Since this could either be internal®irotation) or intermolecular (tumbling of the
cluster), the observed transitions are sensitivea@anisotropy of the intermolecular
potential, and therefore to what extent the rotegtiof HO are hindered in the complex.
The method to compute the intermolecular rovibralstates on the 5D
intermolecular potential surface is based on amgéfermalisni® developed for weakly
bound dimer molecular complexes with large ampétudernal motion such as
ammonid'** and watel’***"dimer. For details on the Hamiltonian, body-fiX&F)
coordinates, etc., the reader is referred to previgork'! Rotational constants for,9
(Ags = 27.8806 crif, Bys= 14.52156 cril, and Gs = 9.2778 crit for the ground state and
Aex = 25.9255 cri, Bey, = 14.2100 crif, and G, = 8.971415 cr for the |02) excited
state) and k(B = 59.3398 crit) are taken from experimental vali&syith atomic
masses of 1.007825 u for H and 15.994915 u for @isérete variable representation
(DVR) grid in intermolecular distance contains @fuielistant points betwedR= 4 to 26
a, contracted as before to form a radial basis diB@tions'* The angular basis

contains products of symmetric top Wigtiefunction$® and spherical harmonics for the
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internal rotations of kD and H , respectively, coupled with WignBrfunctions for end-

over-end rotation of the dimer and truncateghatx = 10 for HO andjgmax = 8 for H.

The permutation-inversion (P1) or molecular symmeiroup® Gg = D2(M) of

H,-H,0 is generated by the permutation operaBgninterchanging the H nuclei inB,

a similarPs4 operation that interchanges the H nuclei yp&hd inversiorE™. Table 5.1

lists the resulting nuclear spin weights for threducible representations Gg, as well as

irrep  jg Hzx ka HO weight
A" even p even p 1
A1 even p even p 1
A’ even p odd o 3
A, even p odd 0 3
B, odd o even p 3
B odd o even p 3
B’ odd o odd o 9
B odd o odd o 9

Tableb5.1: Symmetry relations in ground state HH,O: irreducible representations
of Gg, quantum numbers\kand g relevant for symmetry, para/ortho (p/o) natur¢hef

monomers, and nuclear spin statistical weights

guantum numbers,, which determine the para/ortho (p/o) nature ef#bO states, and

js » which determines whether the states belongttmar para Kl The quantum number

ka is the projection of the # angular momentuin on theC, symmetry axis of bD.

Other (approximate) quantum numbers that help tetstand the nature of the

rovibrational states ame, andmg , the projections of the monomer angular momgnta
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andjg on the dimer axi®, and the projectioK = my + mg of the total angular
momentum] on this axis. It is worth noting that the substip, B refer to the two
dimer subunits, and not, for example, to inerti@saof the HO internal rotor. Finally,
we observe that the total angular momenfuamd the paritp =+ 1 underE are exact
guantum numbers. In our analysis of the rovibrati@tates, we use the spectroscopic
parity & which is related to the inversion parity py: £ (-1)’ . With this notation, we
also follow the convention of using the even/oddctmscopic parity labeks/f to
distinguish states witk > 0*

The |02) vibrational state of pO is odd undeP;, and belongs to th&," irrep of
the symmetry groufss of the complex. The product of the [p&avefunction of the KO
monomer, the ground state of,knd the intermolecular rovibrational wavefunctroost
obey the usual relations, i.e., gbicorresponds to th&* andB,* irreps, oHO
corresponds to th&,* andB," irreps, withA/B corresponding to pifoH; and the parity
+ referring to symmetry under inversi@h. This yields the symmetry relations for the
excited state wavefunctions shown in Table 5.2. [®6bal HO coordinate frame is
chosen witlz and x axes along theertial B (i.e. G) and A axes, with the molecule
lying in thexz plane, by which para (ortho),8 wavefunctions can be identified ky =
even (odd). The only nonzero component of the) [€2|00) transition dipole moment
is the A-type component,, which is invariant under all permutations, oddiemn
inversion, and therefore has symmetsy. If we take the matrix element p§ between
the ground state intramolecular wavefunctiogfsymmetry and the |ORexcited state

wavefunction ofA," symmetry, the resulting |02¢ |00) transition dipole moment
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irrep (total) irrep (intermolecular) jg Hz ka HxO

A" A even p odd p
Al Ay even p odd p
Ay Al even p even o
Ay Al even p even O
B, B, odd o odd p
B1 B, odd o odd p
B, By odd o even o
By By odd o even o

Table5.2: Symmetry relations in 5 H,O with HO in its excited |02-) state:
irreducible representations of G8, intermoleculaaum numbers, and para/ortho (p/o)
nature of the monomers.

function depends only on the intermolecular coatia and has symmety . This
leads to the selection rules for the intermolecvilrational states given in Table 5.3.
The body-fixed (BF) basis in which the-4H,0 eigenstates are computed has
been described previousiyand is a special case of the BF bases describ&d|b§L6)
of ref* and Eq. (16.24) of réf For the H-H,O basis, HO is treated as a rigid
asymmetric top A, with Has the specific case of a rigid symmetric top Bkt = O.
The overall angular momentudrand its componemi! on the space-fixed (SBaxis are
exact quantum numbers. The rovibrational wavefoneti, J, M > of the complex, with

labeling the eigenstates of givéandM, are written as

[i,3,M)=>"|n,1;3,M)c, 7™ )
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|02-) state irrep

ground state irrep (intermolecular) H> HxO
A — Az PP
Al — Az' PP
A’ — Ar p o
Ay — A" p O
Bi — B2 o p
By — B." o p
B, — = 0O o
B, — = 0o o

Tableb.3; Selection rules for the intermolecular rovibratibstes involved in
dipole transitions in H— H,O accompanying the (008} |02-) transition in the D
monomer.

wheren labels the radial basis functions dndenotes the set of internal angular quantum
numbers jf, Ka, je, ks, jag, K] in the BF basis. The coefficients, "™ are obtained by
diagonalization of the dimer Hamiltonian in thissksa For calculating infrared transition
intensities, one also needs the dipole moment tpejg as a function of intermolecular
coordinates. In the same BF coordinates as the Ikamiain, 1 is given by Egs. (35) to
(38) of ref>* as well as Egs. (16.14) to (16.17) of YeT.o obtain line strengths of [02
< |00) transitions for the +H,O complex, we considgr as the 5D transition matrix
element of the full 9D dipole function between grdistate and |ORexcited state
wavefunctions with respect to the 4 intramolecuatzordinates.

The component matrix elementg (m = X,y,2 of the dipole moment operator over

the BF basis functions,];J,M> are given by Eq. (16.27) of r&We note, however, that
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the correct phase fact@r1)’s /e sk M ghoy|d he(—1)1*Ie I tha'the *Latla Lo’
If we assume that the dipole moment function i®deined purely by the (transition)
dipole moment on O monomer A, i.e., does not depend on intermoleditdancer,
nor on the Euler angles of monomer B), the gerferadula can be simplified to:

(N 153'M |y, In, 15 IM)
:(_1)]AB+jB+iAB'+kA'+M'+15 0. ‘JkB‘kB

nn~jg'is

x[(224)2I+DRjy+D(2ja +D(2jas +D(2] s +1]I™ (10)
3 1 _J'A _ZL_J'A'Z N I P P
MY m Mk’ ds dae) Kk KL-K kK
a1 J'Aj
X ,U ,
KZA KA(_kA KA kA
In Eq (10), 1, = Q,‘fi are components of the (transition) dipole momeptessed in the

local frame of monomer A, with 3-j and 6-j symbdissignated by round and curly
brackets, respectivef§.In the local frame chosen on the@Gimonomer, the parallel
(transition) dipole component witka = O is theuy = 4, component and, since@ is a
planar molecule angy = 0, the perpendicular components With=+ 1 are given byl
= Tu,/\2, where choosingy = 1 is sufficient to obtain relative intensitiehe transition

dipole moment for a transition from stdteJ, M) to state|i’,J',M") is given by

d MM = Y M e M 1 3T M Yy, [ 1 M) (11)

n,|
n4l'n,l

Since the molecules are randomly oriented in spadethe energies of the states do not
depend on the quantum numlib&rthe transition line strength is obtained in tkseal
way by summing the square of the transition dipoteanent over initial M averaging

over finalM, and using the sum relation
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J1 JY
Z = 1 (12)
MM - M ' m M 3

The overall line strength is then given(dy’~"”)?, whered'”’~"""is obtained from

. ) ' ' JI 1 J
d.M=""""in Egs. (10)-(11) by omitting the factor :
-M' m M

53  Calculated Results

All bound rovibrational levels on the ground statiermolecular potential and all
guasi-bound levels on the excited state potehéigé been calculated as a function of
total angular momentuhand all four ortho/para combinations of &d HO. The
ground state levels for all four nuclear spin spediave been reported previously in'fef,
with the four sets of levels for the excited stad¢ential listed in Tables 5.4-5.7.
Information on the ground sta¥eIl, or A character (with approximate quantum numbers
K =0, 1, or 2) can also be found in t&fyhich clearly demonstrates the lowest dimer
states with pkito have mosthE character (K = 0), whereas the corresponding lbwes
oH, states are always predominantlyibtharacter (K = 1). One important distinction
between ground state and the vibrationally exdegdls concerns the assignment to
oH,0 vs. pHO species, which arises simply due to antisymmatiize HO |02)
wavefunction with respect to exchange of identid@toms. As a result, the internal rotor
rovibrational levels associated with the@H|02) excited vs. ground state potential

surface of the complex have o and p labels intergbd.
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2(K=0)
Parity J=0 J=1 J=2 J=3
e -14.272 -13.5226 (90%)-11.7442 (80%) -8.7553 (73%)
e 20.9514 20.9433 (64%) 21.6149 (57%) 22.8614 (53%)

f 12.3387 14.0284 (96%) 17.3196 (91%) 22.0751 (85%)

MK = 1)
Parity J=1 J=2 J=3

e -7.1213 (90%) -3.4031 (80%) 1.7787 (73%)
e 4.2473 7.0008 11.1029
e 22.7788 (65%)
f -7.7672 -5.0476 -1.0071
f 3.8823 (96%) 5.976 (91%)  9.2156 (86%)
f 22.1423 23.2544

Table5.4: Rovibrational levels of symmetry,Aof pH, — pHO [02-) (in crt). The
energy of the dissociation limit to ptand pHO |02-) is at 23.7994 chso the
dissociation energy = 38.07 crit. In parentheses is tlBeor M character, which is
higher than 99% if not otherwise indicated. Thatpa/f is the spectroscopic parity.

2(K=0)
Parity J=0 J=1 J=2 J=3
e  -345328 -33.1532 -30.4075  -26.3243
e -2.9507 -2.2637 (95%)-0.8188 (94%)

Tableb.5: Rovibrational levels of symmetry;Aof pH, — oHO [02-) (in cnt). The
dissociation energy £= 34.53 cril.



J=1

J=2

J=3

92.3868 (98%)
113.9473 (97%)
136.928 (95%)
140.9057 (94%)
97.0102 (74%)
120.3044 (97%)
127.9918
140.7114 (91%)

95.5992 (95%)
116.219 (93%)
138.8707 (90%)

99.0267 (63%)
122.9131 (90%)
130.523 (97%)
142.3644 (73%)

100.3258 §91%
119.678%]8
141.576%)6

102.3673 (67%
126.80984)
134.2767 (94%)

J=1

J=2

J=3

80.4069 (98%)
98.6498 (0%)
123.0357 (97%)
132.9728 (94%)
138.0829 (97%)
80.6253
99.2279 (74%)
122.8846 (97%)
133.306
137.9746 (92%)

82.8192 (95%)

101.1751 (97%)
126.2302 (86%)
134.2682 (85%)
139.3161 (87%)
83.4491 (99%)

102.3898 (62%)
125.8496 (84%)
135.113 (98%)

138.9842 (78%)

86.4685 (91%)
104.9825 (94%)
130.7134 (77%)
136.4236 (78%)
141.124 (57%)
87.6636 (98%)
106.7318 (53%)
130.1521 (73%)
137.7444 (94%)
140.6585 (71%)

J=2

J=3

2K=0)
Parity J=0
e 90.7607
e 112.8261
e 135.8546
e 139.7633
f 96.2396
f 118.9932
f 126.7211
f 139.8353
MK =1)
Parity
e
e
e
e
e
f
f
f
f
f
AK=2)
Parity
e
e
e
f
f
f

109.2813 (98%)
123.8142 (92%)
141.3118 (86%)
109.3114 (97%)
123.8082 (89%)
141.2413 (83%)

113.3813 (95%)
127.735 (86%)

113.5212 (92%)
127.7344 (77%)

Tableb.6:

dissociation energy §= 62.07 crit.

150

Rovibrational levels of symmetry,Bof oH, — pH,O |02-) (in cnt). The
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2(K=0)
Parity J=0 J=1 J=2 J=3

e 62.4181  63.8496 66.7038 (99%)  70.9616 (98%)
e 107.767 108.9822 (92%) 111.216 (83%) 114.0028 (53%)

e 113.136 114.2694 (98%) 116.6432 (86%)

f 115.1 116.3106 (81%)
MK = 1)
Parity J=1 J=2 J=3
e 79.3032 81.9811 (99%) 85.9748 (98%)
e 107.9309 (92%)110.3614 (81%) 114.1719 (50%)
e 117.3353 (98%)
f 79.3623 82.1564 86.3196
f 107.9024 (98%) 110.2522 (94%) 113.7747 (90%)
f 117.4753 (84%) 118.1563 (73%)
AK=2)
Parity J=2 J=3
e 116.046
f 116.075

Tableb.7: Rovibrational levels of symmetry,Bof oH, — oH,0 |02-) (in cnt). The
dissociation energy §= 56.26 crit.
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It is also worth noting that levels on the excigtate potential are more strongly
bound (by up to 3 citl) than those of the same symmetry on the grourd ptaential,
despite only minor changes in the intermoleculafases. The predominant reason is that
the HO rotational constantdecreasen the excited |03 state, and thus the zero-point
energy associated with the hindered internal ranatis lowered correspondingly.

The wavefunctions and formulae in Sec. IC.2 peusito calculate line strengths
for all the allowed\J = 0 and 1 transitions between all bound levethwr O — 6 on
the ground and excited state potentials. Transtwith AJ = £1 occur between ground
and excited state levels of the same spectrospapity: e > eandf - f; transitions
with AJ = 0 require a change of spectroscopic pargty» f andf > e The calculated
line strengths and the Boltzmann factors for threugd state levels combine to yield
detailed spectral simulations for each of the fmtiho/para combinations of,HH,0,
which can then be used to assign and interprenteesured action spectra described

below.

54  Experimental Technique

The experimental apparatus for obtaining theHAO cluster overtone spectra has
been described previously? therefore, only a brief overview and details releito
these specific studies will be necessary. Waterdgen gas mixtures are prepared by
bubbling pure (99.99 %) Hhrough a sealed reservoir filled with purifige< 10
MQ*cm) and degassed water. The stainless steeMases held at 0° C by immersing
in an ice water bath in order to maintain a steadter vapor pressuteof 4.6 Torr. In

addition, this “precooling” scheme ensures thatalvnstream components of the gas
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delivery system are at a higher temperature thatidqlid reservoir, thus ensuring an
absence of condensation once the mixture has besed. Water partial pressure is
fixed by maintaining a constantligas pressure in the bubbler, with the pulsed jet
stagnation pressure independentaly controlled ihgealle valve immediately
downstream. Total pressure inside the bubblerositored with a Baratron capacitance
manometer and used to infey/H,O molar ratios. Typical values of 0.1 % water are
found to optimize KBH,O cluster formation, presumably because richerunesd reduce
dimer population in favor of larger complexes. éesnd Baratron monitors and
stabilizes pressure in the jet source stagnatigiomeat 550 torr, a value that again
appears to lead to maximal OH signal productiorHgH0.

The H/H,O mixture is delivered to a home built slit jet smeidescribed
extensively elsewhere. A 1 ms pulse duration &@irhs spacing between valve firing
events results in a 99 % reduction in average ggueak gas flow, allowing the chamber
to be at ~ 18 Torr with a 4500 L/s diffusion pump backed by al26 mechanical pump.
Action spectra of water monomer species that remaatustered in the beam show no
rotational excitation above the signal to noiseeleVhis yields an upper limit of,& <
5.1 K for the jet temperature, which compares falaty with T,; = 3.5 K temperatures
predicted from modelim§ the slit jet as an isentropic expansion. As altebl,O cools
exclusively down into the two lowest nuclear spetess, which are not expected to
interconvert on the expansion time scale. Dud¢éaéquirement of exchange symmetry
for the two identical hydrogen atoms, the ortho parh populations conform to the

expected nuclear spin ratio of 3:1 fegd = 1o; and Qo States, respectively. While not
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observed directly, a similar 3:1 ratio is anticgzhfor ortho (J=1) and para (J = 0) iH
the supersonic expansion.
The three laser cluster detection scheme is shiowig. 5.1. Vibrational

excitation of HO, either in the BH,O cluster or after predissociation, is achievedhwit

C) ‘ d)
P, oo
H
193 nm JJ 308 nm .
15 md 2.5 md

Figure51  Scheme used to detect HH,O clusters: a) Complexes are formed in a ~
3 K slit supersonic jet. The potential energy mmam structure is shown here. b) An
infrared laser pulse excites the J0@vertone stretch vibration of the H20 moiety. Tbe
H,0 is photolyzed by a laser at 193 nm, a color wiiiciently breaks apart
vibrationally excited water while minimizing backgmd from photolysis of the ground
state. The time delay between the IR and phowlgsiers can be varied to probe
predissociation of the metastable cluster stajeOHl photolysis products are detected by
laser induced fluorescence following excitationdatyinable 308 nm pulse.

an optical parametric oscillator (OPO) laser pumipe®&00 mJ of 1064 nm light. The
idler beam is extracted from the OPO cavity anddaly sent into the vacuum chamber
with 3 mJ/pulse energies and 0.2°cspot area. At these intensities@Hin the 1,
rotational state has only a 5 % probabilitgf absorbing an IR photon, resulting in a
safely negligible ( < 3 x I#) probability for multiple photon absoprtion. Inder to
probe the expected range of-H,O absorptions, the laser frequency is tuned frof072

cm™* to 7310 crit, with a small IR pickoff sent through an optoadausell filled with 5
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Torr of H,0. Doppler broadening of 4@ lines in such a celiy = 0.02 cm') is > 10-fold
narrower than the OPO laséw(= 0.25 cnt), and thus provides convenient frequency
axis calibration by linear interpolation betweerowm frequencies in the sufficienly
dense (=2 lines/cm®) room temperature water absorption spectrum.

A digital delay generator provides a variable wajtime between the OPO and
193 nm excimer laser and therefore probes predasmt dynamics on time scales
ranging from ~ 5 ns to fis. The 193 nm UV beam (15 mJ/pulse, ~ 0.5 area)
selectively photolyzes the vibrationally excitegdHto make OH radicals, which are
subsequently detected by a third LIF laser (303 @10 nm, beam energy ~ 2.5 mJ),
obtained from frequency tripling the output of a&dgser pumped by a frequency
doubled YAG laser. All three beams enter/exit¢thamber through CaF windows tilted
at Brewster's angle in order to minimize reflecsiar the p-polarized probe radiation,
which can lead to an appreciable background deggadi detection. Furthermore, the
2 mm LIF probe beam travels through 8 annular aptiaffles with inner diameter of 1
cm to further minimize the amount of window sca#atering the chamber.

Fluorescence emission from electronically exci®adl is collected by a fused
silica lens (f = 5 cm) positioned 5 cm from the igatton region, passing through a fused
silica chamber window and a Schott UGL11 filter tie&ively block scatter from the 193
nm photolysis pulse. The LIF photons are imagdd arsolar blind 14 stage
photomultiplier tube (PMT) with a gain at 1700 V-ob x 16 electrons/photon, sending
the subsequent electrical current through &306ad resistor, across which a voltage is
amplified (x 20), collected by boxcar integraticgtlween 10 ns to fis after the probe

beam, thereby capturing the majority of fluoreseeplesotons over the ~s lifetime of
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the electronically excited OH molecules. The PMiltage is then averaged over the
boxcar detection window before being sent throug®@ converter and then recorded
using a Labview program which also controls scagiithe IR excitation laser or the
UV probe beam. The probe laser energy is mondiareeal time with a diode power
meter, with the final LIF signal scaled to elimi@gtulse-to-pulse variation in the probe

laser beam.

55 Results

As immediately evident in Fig. 5.2, the action@p@m obtained by scanning the
infrared excitation laser is completely dominatgdkertone |02 transitions (i.e., (101)
< (000) in normal mode notation) of the®monomeywhich attests to the limited
degree of clustering occuring in the predominahilysupersonic jet. However, upon
closer inspection, a closely spaced progressiamaiiler peaks are observed with
intensity above the signal to noise limit, as shawthe blowups in Fig. 5.2. These
transitions do not correspond to any nearby pe@ks fvater monomer such as the’)02
< |00> overtone symmetric stretch excitation ({(200) < (000) in normal mode
notation), nor can they be assigned to overtomestians in any H/D isotopomers of
H,0. Since Hmonomers do not exhibit any absorption due to tfcn infrared
transition dipole moment, the small peaks in Fig.&e almost certainly reflect
hydrogen-water clusters in the jet.

Theab initio/vibrational dynamics calculations described infire half of this
paper play a critical role in confirming such asigament. We start building intuition

with body fixed (BF) eigenfunctions generated frtéra 5D H-H,0 potential surface for
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Figure5.2  Action spectrum obtained by observing productib®Bl (M3, N=8)
while varying the infrared excitation frequencyadixed IR-photolysis time delay of 30
ns. The spectrum is dominated by water monomasitians from the lowest rotational
energy states in each nuclear spin manifold (caticbpara). Zooming in reveals two
bands of smaller peaks which are likely due $eH70 clusters in the supersonically
cooled beam. One band is near the free ortd@ tirkansition |02 Oy € 101, While the
other sits at the rotationless band origin of @f)|vibrational excitation.

the excited |02 H,O vibrational state. Specifically, Fig. 5.3 dis@a3D slices through
these eigenfunctions in the polar angdaso andB, for the lowerZ (upper panel) and
first excitedl (lower panel) internal rotor states for #6H,O complex. Note that both
these states are built from the nominally “noniatf jkaxc = Qo internal rotor oHO
state, so that the vsI1 projection comes prodominantly from angular moraenof the

oH, subunit. In general, both wavefunctions are att@rized by large amplitude
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Figure5.3 a) Cuts of the J = 1 wave functions of thground state and the lowdst
state of 0HO —oH; for planar geometries. The ang[ggo andBHz are the polar angles of

the HO symmetry axis and the;Hhond axis in the BF dimer frame. The global
minimum (b) in the potential for the planar hydrog®onded structure withJ@ as the

acceptor corresponds mg20= 0 andBH2= 0° or 180. The local minimum, where @
behaves as a hydrogen bond donor occurs at a aoafpstructure which projects onto
[BHZO: 119 andBHZ: 90°". The purple line corresponds to the range ofaigeometries

where the OH stretch aligns with the intermolecabas. This range of geometries,

which is expected to most efficiently couple int@r[®2-) HO vibrational motion into
the dissociative intermolecular coordinate, is sia@chextensively by the loweEt state
of the complex while it is much more unlikely irettowest> state.



159

guantum motion and significant departure from tlodgl minimum energy “hydrogen
bond acceptor” structure for,B atPu.0 = 0° andBu, = 0°, 180° even sampling the
higher minimum energy “hydrogen bond donor” stmetatBy20 = 135° andBy, = 90°.
This confirms the zeroth order nature of&hd HO wavefunctions in the complex as
that of nearly free internal rotors, with angulastran weakly coupled by the anisotropy
in the potential energy surface. Thus, a more cetaplescription of the states in Fig
5.3a for oH-0H,0O might beX (1,&0) andl (1,Qy), where the first and second terms in
parenthesis refer to the quanta efdthd HO angular momenta.

Based on calculated energies and wavefunctionalift@vels in both ground and
internally vibrationally excited |02 states, it is possible to predict an infrareccspen
of the complex from first principles. A small samgegment of this is shown in Fig 5.4a,
wherewhere observed lines are labeled using symmetpiatdation a<AJ-(J"). For
this simulation, the best fit to the data was ot#diat a beam temperature of 3.8(3) K, a
value achievable in the cold environment of a ssgac expansion and which agrees
with the previously obtained upper limit of 5 K.e&pite potential complications
associated with action spectroscopy vs direct giisor spectroscopy based intensities,
the degree of agreement observed between experandriheory is extremely
encouraging. In particular, this provides stronglemce for assignment of the peaks in
the Qo € 1p1 monomer region as coming from the correspondiri@), Qo) < M (1, 11)
free internal rotor transition in the gtdH,O complex, blueshifted by 4 cm-1 from the
Ogo€ 1oz transition of the KO moiety at 7226 cthdue to presence of the(i1).

In addition, a weaker second set of transitiorebserved near the water

monomer band origif**®atv, = 7249.823 cil (Fig. 5.4b), where again experiment and
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Figure5.4  Theoretical calculations agree well with the expental spectrum with a
best fit temperature of 3.8(3) K. The excellenteaggnent between experiment and theory
allows assignment of all observed peaks te@dH, (as shown in red). Two bands are
observed, & < 1 (a) and d1 < I (b). Searches for the p8 - oH, species (c) do not
reveal any transitions near the predicted peakgitgethe fact that such transitions would
be above the signal to noise limit were their magtes determined entirely by nuclear
spin statistics. All lines are labeled in symnetdp notation according &AJ-(J3").
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theory agree reasonably well on the various inffaransitions, providing further support
for assignment to the gFbH,O dimer species. Interestingly, there is no allowed
transition for HO monomer in the band origin region, with appeagasfcspectral
structure only made possible by angular anisotioffie potential. Simply stated, this
anisotropy makes angular momentum of th® ldubunit an imperfect quantum number,
and therefore generates oscillator strength omdineinally “forbidden” Q-branch
monomer transitions corresponding to no changeaitemangular momentum. The
presence of a Q-branch for the cluster and theaegeold temperature of the
supersonic jet identify this as a progression @lth(1,0) € M (1,1y;) band, which
probes a second, completely independent intertai state in the |0ORmanifold. As
will be discussed in more detail in Sec. IVB, thisvides acess to photolysis and
predissociation dynamics in two seperate metastdhtes of the ojHoH,O cluster.
Finally, we see no evidence within our signal tesadimits for experimental
action spectra corresponding to-gpH,O complexes. The relevant scan region is shown
in Fig. 5.4c, which displays sammeé initio/dynamics predictions for tHe(1,1o1) €
% (1,000) andZ(1,101) € =(1,00) bands. Note that these band origins lie 9'¢mthe red
and a few crif to the blue, respectively, of the associatgdéd Oy transition at 7273 cm
! for the free pHO monomer. It is important to consider that theserisity predictions
are based on incorporation of ortho/pae®Hhuclear spin states into the complexes in a
3:1 ratio, which may well be violated due to “chapee” displacement effects in the slit
jet expansion. As we shall see later, an even mmdriguing dynamical possibility is that

the upper state predissociation for bbifi,1y1) and>(1,1p1) bands is selectively fast
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enough for lifetime broadening to exceed the 0.5 tflaser line width, and thereby
greatly decrease the spectral signal to noise.

We can take these studies considerably furthexpiodng i) the product state
distributions of the nascent OH photofragment, aB &s ii) the predissociation time

scale on which these distributions evolve. By whgxample, Fig. 5.5 displays the
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Figure55  OH rotational distributions obtained with the arfed laser fixed on the
PP.(1) [Z € M] transition of oHO-oH,. The relatively hot rotational distribution is
likely a result of photolysis in a bend vibratioyatxcited state of kD products of
cluster predissociation.

nascent rotational state distribution in tE,(N) OH manifold, subsequent (1)
infrared excitation of pi#oH,O clusters in th& (1, Qo) € M (1, 1) band at an IR-
photolysis delay of 30 ns. Interestingly, the tiot@al distribution isquite hot peaking at

an N-O tumbling angular momenta of N = 6. Thigisharp contrast with the extremely
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cold rotational distributions observed in the abserfada®H,, for example, via
coresponding overtone vibrationally mediated phaislstudies of oD monomer out

of the |02 Oy rotational state. Interstingly, however, this tmally hot distribution

from oH,-oH,O dimer is nearly identical to vibrationally medidtphotolysis resufts
obtained for Ar-oHO and HO-H,O. Clearly the presence of even weakly bound specie
such as klcan be responsible for qualitative changes irre¢kalting energy flow and
photolysis dynamics of the exciteg® subunit.

This point deserves further discussion. First bf tdough OH(N = 6)
corresponds te 850 cm rotational energy, this is actually rather modes5%)
compared to the 17,860 crit available after overtone IR excitationq229 cn),
cluster dissociation=(56 cm), 193 nm photolysis<(51,813 cnit) and H-OH bond
breaking € 41,128 cnit) events. Secondly, as discussed in more detmih¢hese
scans are performed with the IR-photolysis timeagéng compared to the
predissociation lifetime of the complex, which mg#émat photolysis is of the free®
monomer rather than an intact-H.O cluster. Thirdly, photojection of a light H atom
species from rovibrationally cold,® on the A state surface is known to generate low
rotational excitation in the resulting OH fragmenterefore, the remarkable similarity of
product OH distributions obtained from overtoneratibnally mediated photolysis of M-
H,O clusters for M = Ar, KO and H is more likely an indication of qualitatively sitau
rovibrational excitation in the #0 moleculeafter the predissociation event. Specifically,
Ar-H,0 predissociation from the [J2vertone state has previously been predicted to
occur via near resonant energy transfer of one astnic stretch vibrational quantum

into two quanta of the H-O-H bending mode. This lddodeed be consistent with Fig.
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5.5, as as excitation in the HOH bending coordimaf@edicted from a Franck-Condon
perspective to correlate with the much hotter Otdtron distributions observed. Finally,
it iIs interesting to note that the OH rotationatdbutions observed from vibrational
overtone mediated photolysis of each cluster spa@ey quite smoothly with N. This is
in dramatic contrast with the high contrast, quantaterference oscillations observed for
population vs. N in photolysis of [Q2H,0 from its lowest rotational state(s). As a simple
physical picture, this might suggest either diskupbf the quantum phase relationships
between the outgoing H and OH fragments in thegoras of a third body (i.e.,AHAr or
H,0), or simply a blurring of this interference stiwe due to rotational excitation of the
bare HO monomer by predissociation prior to the photaysient.

We can take this one step further by studies @dligsociation dynamics in the
time domain. As shown in Fig. 5.6, the observed (@H: 8) population exhibits a slow
sigmoidal increase with time delay between infrgied) PP,(1)) cluster excitation and
photolysis (193 nm) pulses. Since the photolysiEgss is essentially prompt, this
provides an opportunity to make direct measureroktite predissociation timescale of
the initial metastable cluster. Indeed, the imsétig. 5.6 shows the result of such a time
delay scan for the correspondingCHmonomer line. This yields an instrument response
function (IRF) of 8.0(3) ns, which is entirely damated by finite pump and photolysis
laser beams, but significantly faster than expenii@eise times observed for the cluster.
For the |02 X (1,(Qy) J = 0 upper state of okdH,O accessed by (J02Py(1) excitation at
= 7228.5 crit, least squares deconvolution of signal and IRRlgia predissociation
lifetime of 15(2) ns, i.e., in roughly 2-fold exaeof the detection limit. However, these

lifetimes might also be anticipated to depend sm@ty on intermolecular orientation of
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Figure5.6  Direct observation of predissociation lifetimeaH,-oH,O. This is
obtained by varying the time delay between theamgfl excitation and the photolysis
pulse while examining a specific cluster transitéom a particular OH level. The
measured lifetime of 15(2) ns is large compareithéanstrument response function of 8
ns as determined by observingdHmonomer lines (inset).

the H, and BHO subunits. Indeed, by way of contrast, simuladgtf excitation to the
corresponding |021) state yields a predissociation lifetime of < 5¢8) i.e.
indistinguishable from the IRF. Additional suppfot such a dynamical trend can be

rationalized by inspection of the correspondingtimtolecular wavefunctions for these

excited states, as will be explored below,
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56  Discussion

As one major goal of this work, we take the oppoitly for a detailed comparison
between quantum state resolved experimental spaetkdirst principles ab initio and
dynamical theory. Indeed, consensus between expetiand theory is quite remarkable
(see Fig. 5.4), with a sub-chievel of agreement already 3 orders of magnitudaller
than the= 235 cni' equilibrium 5D well depths for the (o/p)Ho/p)H:O potential
surfaces. However, closer inspection of the legqisaies fits reveals that theoretical peak
positions are slightly but systematicaltlipe shifted+0.195(7) crit)) relative to the
experimental value. Note that our 5D theoreticaifework does not allow
intramolecular relaxation of either O-H or H-H bardlue to the presence of the other
species in the cluster. Nevertheless, the globain@imum would be expected to reveal
weak stretching of these coordinates due to hydrétatom and water oxygen
attraction. This leads to a slight reduction in dlxggen atom confinement, resulting in
lower energies for both ground [0@nd excited |ORlevels of the HO moiety.

However, due to enhanced anharmonic sampling gbokential, one expects additional
relaxation in the vibrationally excited state upptate, thus rationalizing a small but
systematic= 0.2 cm* blue shift between reduced dimensionality theony 4ull D”
experimental data.

A more fundamentally challenging issue arises wiran considers the notable
absence of any nuclear spin species other tharobkD in the observed spectrum. Due
to the long spin flip thermalization time scalestluis degree of freedom, the relative
abundances of both [eHpH ] and [oHO]/[pH20] are expected to be very close to their

spin-degeneracy ratios (3:1), as is indeed sedreinoom temperature distribution in the
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stagnation region of the pulsed jet source. Tloeegfpurely statistical arguments would
predict relative 9:3:3:1 abundances for $aiH,0):(0H,-pH>0): (PH.-0H0): (pHs-

pH.0), respectively. Fig. 5.4c shows sample resudlsioh predictions for nuclear spin
abundances fixed to the above ratios, with rotafidistributions separately thermalized
at 3.8 K. This dataset makes immediately cledarstaistical ratios of both oFpH,O

and pH-pH,O would lead to populations well above the signaldise limit yet not
observable in the experimental spectrum.

A partial explanation can be found in the "chapareffect” which is a
consequence of the different binding energies efvtrious species (Table 5.8) and the
1000:1 abundance of;k¥s. HO in the jet. In this model, pFbH,O and pH-pH,O form
early on in the supersonic jet, with subsequeristohs with o displacing the more
weakly-bound pHand systematically depleting the y#Hvs oBO containing clusters.
The reverse process, pH oH,-H,O - pHx-H,O + oH,, is suppressed byXD, = 20
cm* difference in binding energy for ortho vs. para Which by detailed balance

arguments plays a dramatic role at low jet tempeeat Indeed, in the high collision

Species  Binding energy (&n

oH,-0H,0 59.04
OH>-pHO 54.60
pH»>-0H,O 37.63
pH2-pH0O 34.57

Table5.8: Binding energy for BtH,O for all four nuclear spin species.
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regime, the number of pHs. ok clusters at thermal equilibrium would be disfawbre
by a factor of €”%7= 6 x 10%, i.e., sufficient to diminish signals well belohetdetection
limit. Indeed, precedent for such differential bimglaffinities of ortho vs parathas
already been well established in previous highlmgm IR studies of (o/p)HHF and
(o/p)H-HCI. Indeed, the most convincing comparison cambee with spectroscopic
studies on exact same (o/p)td/p) HO clusters in the fundamental HOH bend region,
for which both pH-pH,O and pH-oH,O remained unobserved despite high signal to
noise (> 20:1) on the correspondingghH,O and oH-oH,O nuclear spin species.

However, this does not explain the absence of@HO vs. oH-0H,O clusters
(see Fig. 5.4c), for which a differential bindingeegy ofAD, = 5.5 cm' would only
predict a 4-5 fold reduction in population at thatrequilibrium. More importantly, the
fractional concentrations of both gBl vs. pHO reagent are very minor components (<
0.1%) in the supersonic jet, resulting in vanishyrigw collision rates for such processes
to reach local thermal equilibrium. Indeed, theyious spectroscopic studies in the bend
region noted above yielded high quality spectraaih oH-0H,O and H-pH,O clusters
in the anticipated 3:1 ratio. Clearly some other phenomenon uniqyéap excitation
must be invoked to explain tm®n-observancef the oH-pH,O species in the present
studies.

Though this will require further experimental ahédretical efforts, one
possibility worth exploring is rapid predissociatiof oH-pH,0|02), which could
broaden the IR transitions sufficiently to makenthenobservable. Such broadening has
in fact been observédin our group via high resolution laser absorpfienoH,-pH,O

and oH-oH,0 clusters in the HOH bend fundamental region. e\mv, while these
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previous measurements reported predissociaticimiiés of 5.1(1) ns, 1000-fold faster
values would be required to achieve ~ I'dmoadening of these transitions below the
detection limit. Such 5 ps lifetimes would corresg to only= 500 vibrations of the OH
stretch in the KO molecule, a number strikingly small comparech® 1.6 x 16
vibrational periods observed for g¢dH,O, as shown in Fig. 5.6.

However, some supporting evidence for this sceraobe found in Fig. 5.7,

which summarizes cluster energy levels with respedissociated FHand HO
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o v=0, =1 H,: v=0, J=1
7400 - HZO: 02-) 1 2
2 01 OH2_pH20 Hzg: |02-) 0,
H,O: |02+)1
|H,0: [02+) 000—4— ,0:]02+) 1,
—~ OHZ-OHZO <
| S
[
£ 7200- .
~—" D
> S
2
5 S
2
H,O: |02- =2}1
LIJ 7000 T 2 | )lvbend ) 01 HZO: |01-)|Vbend=2) 000
o H Q- |01 =2) 1
i aEE—— H2O: |02+)|Vbend=2) 000 A | +)Ivbend ) o1
6800 , |

Figure5.7  Energy levels for bound and free states of #hH,O ( [02-) ) and obl+
oH,0 ([02-)). All thermally-accessible levels of spH,O (a) lie within 30 crit of the
free molecules state,B |02+) + H (v=0), likely leading to rapid predissociation doe
the near resonance between the bound and unbousid.lén oH-oH,O on the other
hand, the vBHO = |02+) level is not energetically open, mearhrag the nearest available
predissociation pathway is to the |01+)|vbend=28llewvhich is 300 cm-1 away.
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monomers in the appropriate nuclear spin statesce$redissociation pathways are
typically most efficient when energy depositionoititanslation and rotation is
minimized, such effects can be greatly accelerbyedear resonances between accurately
determined cluster vs. free molecule vibrationagls. As shown in Fig. 5.7, gHpH,O

in the |02) vibrational state is nearly resonant with (indemay 10 cnt higher than)
predissociation into the #/=0,j=1) + HO|02) 000 asymptotic levels. In a simple
physical picture, this predissociation event cdagdhought of corresponding to
“intramolecular collisional readjustment” of thdative phases between the two local
mode OH stretches in [J20 generate the lower frequency |02+) vibratByway of
contrast, the olHoH,O cluster has no vibrationally asymptotic stateset than the
|01%)|Vbene=2) level, which must be accompanied by simultasgodepositings 300 cni*
into rotation and translation. From a Fermi Goldele perspective, such highly nuclear
spin species dependent densities of final stateksl dze responsible for the requisite
1000-fold acceleration in predissociation ratesajuhe |02-) okpH,0 vs oH-0H,O
upper states.

In addition to such large differences in predisabeon lifetimes for different
nuclear spin states, it is worth briefly investiggtreasons for the measurable differences
in predissociation lifetimes fdn (<5(2) ns) an& (15(2) ns) upper states of pkoH,O.
Indeed, though covering a substantially differemainic range, this discussion might
also offer a useful basis of comparison with steidie rare gas complexes of Ar-g}
where the |03 IN(1y,) internal rotor state was also found to predistema a faster
timescale oftyp, = 54(2) ns compared ®(1o:) which lasts forr,, = 105(8) ns. Of

particular relevance here is that we are compapredissociation lifetimes for treame
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nuclear spin and theameinternal rotor state; thus the number and proximftnear
resonant pathways is essentially identical. Whahanging, however, is the relative
projection of the internal rotor angular momentanaen these two states frdm(K=1)

to Z (K=0) character. With the energetic playing fialdw approximately level, one very
important aspect in influencing such predissocratates will be the dynamical steric
factor. By this we mean a probability for achievijgpmetries where transfer of the
initial H,O stretching vibration to intermolecular bond biiegkwould be expected to be
most facile. For M-HO clusters, a reasonable case could be made thptdbensity for
either of the rapidly vibrating OH bonds to aligittwthe intermolecular predissociation
axis to represent a measure of such a coordinate.

With the intermolecular wavefunctions from firstnmiples ab initio theory and
dynamics, we can explore this further. Specifical® body fixed angular wavefunction
contour plots for th& (1,0)0) J=0 and1 (1,000) J = 1llevels of oH-0H,0 in the |02)
excited state manifold are shown in Fig. 5.3a, whth underlying monomer geometries
shown for a number of representative points. Ofigaar relevance is the vertical dotted
line in each contour @&,0= 135, which indicate the locus of all geometries whil t
OH bond pointing directly toward the;khonomer subunit. The wavefunction for the
more slowly predissociating state peaks far away from this line at the gleb@imum
structure with H as donor and ¥ as acceptor, for which both OH bonds of th&H
monomer point away from HBy way of contrast, the wavefunction for the maapidly
predissociatingl state has its maximum amplitude much nearer talteenative
hydrogen-bonded structure, i.e; & acceptor and,® as donor, with the donor O—-H

bond pointing directly towardsJiClearly more theoretical work needs to be done to
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elucidate this issue further. Nevertheless, this peder analysis offers a simple and
physically motivated picture for why [Q2DH stretch excitation in M-$0 complexes
might be more effective in predissociation dynanatBl vs.Z internal rotor states.

As one final comment, such,HH,0 potential energy surfaces may have
additional relevance toward understanding chemisttiie ISM. One of the most
significant problems of interstellar importancéaemation of molecular KHfrom H
atoms on icy grain surfaces, for which a delicatkahce must be struck to occur
efficiently. At too high a temperature, the ice manvill thermally desorb weakly bound
H atoms before encountering other H atoms on thfasai On the other hand, at too low
a temperature, the frequencies for activated haplmmt H atom encounter and
Langmuir-Hinshelwood formation of Hin fact, careful studies on lab-grown porous
amorphous solid water (ASW, the most likely formsafface ice) indicate a rapid drop
off in H, formation efficiency outside a surface temperatwiredow’* between 11 K and
17 K. Interestingly, significant discrepanciesstXietween models based on laboratory
rates vs. Wreformation rates observed in molecular cloifdshich may signal
fundamental issues yet to be explored. It is @yrehthat such a benchmarked potential
surface for the HH,0 interaction may help provide a quantitative stepard a more

first principles understanding of H atom recombimidynamics on icy grains.

5.7  Summary / Conclusions
A combined theoretical and experimental study eenlrarried out for weakly
bound H-H,O dimers. The theoretical calculations are based ligh level ab initio

potential energy surface in full dimensionality,iafhhas been reduced to a 5D surface in
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intermolecular coordinates by suitable adiabatieraging over the 4D intramolecular
degrees of freedom for a specifig #hd HO vibrational state. Eigenvalues and
eigenfunctions of the intermolecular Hamiltoniage #ren obtained from high level
dynamics calculations, which allow for large amypdé quantum motion in 5D. These
calculations yield accurate predictions of bothrimbground |00 and upper |02 state
vibrational levels, which in conjunction with a dip moment attached to the® body
frame, permit the direct absorption spectra ofthé1,0 clusters in the near IR region to
be predicted for each of the four possible nuctgan species: ofHoH,O, oH-pH.0,
pH2-0H,O, pH-pH.O. These predictions have been compared with expatal spectra
of clusters obtained in a slit supersonic expanaiwhinterrogated using a novel triple
laser technique, based on i) IR laser absorptiothéyluster in the first overtone region
for H,O, ii) 193 nm photolysis of theJ® moiety, and iii) 308 nm laser induced
fluorescence detection of the resulting OH radical.

Agreement for the ofHoH,O nuclear spin species is quantitatively excellestt)
the first principles theoretical spectrum uniforrblye shifted from experimental
observation and consistent with a remarkably stha®5(7) crit residual differential
error in the ground vs excited statgHL,O dissociation energies. Two bands are
observed for the ofHoH,0 species, a < 1 with a predissociation lifetime of 15(x) ns,
and al'l < I1, which predissociates on a < 5(2) ns time scateparable to the
experimental resolution. Based on the first prilespeigenfunctions, we argue that these
differences in predissociation rates are attribtbedifferent propensities for
intermolecular alignment of the OH bond along terimolecular axis and thus different

rates for intermolecular vibrational energy transféo the cluster dissocation coordinate.
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While observation and spectral assignment of theatO species is
unambiguous, the other nuclear spin cluster matibas are not observed
experimentally, despite quantitatively accuratedptions and high expected signal to
noise presuming all nuclear spin species are ptgalatistically. We argue that this is
a result of quantum mechanical, kinetic and dynahdonsiderations. From a quantum
mechanical perspective, the ptd/p)H.O clusters are predicted to be more weakly
bound by= 20 cni' than the corresponding efo/p)H,O species. This translates into a
chaperone mechanism for collisional displacememt-fby oH, to form the more stable
oH,-(0/p)H0 species, as noted in previous mid IR spectroscipdies of HOH bend
excited clusters. On the other hand, we attriduestrprising lack of observation of the
remaining oH-pH,O species to rapid predissociation arising fronearmesonant
channel AE < 30 cnt) to form oH(j=1) + pH:0 [02) (Ggo). In summary, these studies
represent a remarkable example of synergistic casgrabetween first principles ab
initio/dynamical theory and detailed spectroscaop&asurement, targeting a simple van
der Waals/hydrogen bonded cluster that may playaal role in B molecular

formation in interstellar clouds.
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Chapter VI: Direct evidence for nonadiabatic dynamicsin atom +
polyatom reactions. crossed-jet laser studiesof F + D,O - DF +
OD

Published inJ. Chem. Phys. 123, 224307 (2005)

6.1 Introduction

Though simple in principle, a detailed understagaf the elementary act of bond-
breaking and bond-making remains one of the qusetdsal challenges of chemical reaction
dynamicst™° Considerable information for such bimolecular anémolecular bond fission
events has been gleaned from energy partitionitagproduct degrees of freedom, which has
stimulated intense development of novel experimien&hods with ever improving control of
the initial reaction conditiort5and detection of reaction products. Crossed m@eteam& 3
and photolysis generation of radical precursdrd***have permitted greatly improved
resolution of COM collision energies compared tevous bulk gas phase cell experiments. The
use of “universal” mass spectroscopic methbtfoffers comparable detection sensitivity for
nearly all products, which in turn allows branchnagjos for reactions with multiple exit
channels to be experimentally determifieth order to obtain more detailed information about
energy partitioning into produatternal degrees of freedom, however, alternative product
detection methods have proven quite powerful, iticlg FTIR chemiluminescenéé®?°high
resolution infrared laser absorptitht* resonantly enhanced multiphoton ionization
(REMPI)#9101525213n( |aser-induced fluorescence (LTEF Indeed, such early quantum state-

resolved studies are responsible for the developofanany of the classic paradigms for
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chemical reaction dynamics such as the Polanysfaleenergy disposal and promotion of
reactants over “early” and “late” barrier&°*

Progress in such diversely challenging areas regjparallel advances and refinement in
the underlying framework, fueled, as always, bigarous first principles comparison between
experiment and theory?***Theoretical methods are now capable of calculaimgmpressive
array of properties of reactive systems to remdekabcuracy. Single-surfaeb initio
calculations have been used to predict reactiondsgay resonance structures, and transition state
geometrie¥ for a wide variety of fundamental A + BC systef®s. such surfaces, time-
independent and/or time-dependent wave packetestwdin be used to predict product branching
ratios, angular and internal energy product distidns, and transition state resonance
dynamics>®?"*239n systems where ground and excited state potsrwta be calculated to
sufficient accuracy, subtle but increasingly impattfactors controlling reaction dynamics, such
as the presence of conical intersectibasid nonadiabatic couplings between potential
surfaces?® can be examined. However, calculation of multglkztronic surfaces at this level of
computational accuracy requires more expensiveiraigitence reference methotis? which,
though now feasible for mapping out relatively tigt+ BC systems, are still quite hard to
implement even for a “simple” 4 atom A+ BCD syst&ti Indeed, even with such surfaces
available, reaction dynamics treatingnadiabatic multiple-excited state interactions proves
extremely demanding, which for atom + polyatomisteyns is likely to represent a benchmark
theoretical challenge for the next decade.

This fundamental difficulty, both in (i) calculai multiple-coupled surfaces as well as
(i) performing exact quantum dynamics on such aifold of surfaces, raises an interesting and

yet still controversial question. Are such nonadiabcomplications qualitatively important in
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typical open shell atom + diatom or atom + polyasystems, or can one achieve sufficiently
close approximation to the full dynamics by consragonly wave packet propagation on the
ground state surface? In unimolecular photolysidiss, the role of multiple electronic surfaces
and nonadiabatic curve-crossing effects is weludoented and indeed represents an essential
guiding paradignf?**For bimolecular reaction dynamics with groundestaactants, however,
there does not appear to be a general consensusvasther nonadiabatic transitiobstween
electronic surfaces play an ubiquitous or perhapsemarified role, with debate going back to
the early crossed beam scattering experiments@mtihaing to the presefit®*32*t is this
issue, the importance of nonadiabatic dynamicssmgle bimolecular atom + polyatom
reaction, which forms the specific focus of thipea

A reaction is said to be nonadiabatic when cagslibetween potential energy surfaces
are sufficiently large that the reaction dynamiesraot confined to a single adiabatic surface. As
adiabats are energy surfaces consistent with the-Bppenheimer approximatidn,
nonadiabatic effects can be traced to a couplimgd®n electronic states by a nuclear velocity
operator’® Nonadiabatic reactive-scattering events can benbizuously identified when the
asymptotic electronic state of the products doeésowelate adiabatically with the electronic
state of the reagents. Such experiments requiedegironic state that is energetically accessible
at typical collision energies, and, for that regstadies of nonadiabatic dynamics have often
focused on spin-orbit state changes in first raovwest and molecules. Indeed, nonadiabatic
dynamics have been invoked to interpret reactivftgpin-orbit-excited halogen atoms in-+
HBr, Br + Hy(v=1), F + Hyand Cl + H, systems,*?12324%or which reaction only on the
ground state adiabatic surface should be enertjgtazessible. However, the notion that these

systems necessitate crossing between energy ssitfasdbeen complicated by the indirect
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nature of the observations as well as variableeageat with theoretical predictiofg>?
Nonadiabatic transitions have clearly been invakeelxplain electronically excited fragments in
photolysis experiments:*® Experiments on H + 30 -~ OH + N, **and H + HO — OH + H, *°

as well as recent studfesf HCl + CH; — CH, + Cl have raised the possibility that ground state
reagents react nonadiabatically to produce eleictatiy spin-orbit-excited state products.
However, there is a paucity of information on sysievhere multiple electronic surfaces and
adiabatic barrier heights are sufficiently welletatined to conclusively demonstrate the
presence of nonadiabatic surface-hopping evergementary atom + polyatomic chemical
reactions.

In the present work, we report a study of the[;»® — DF + OD abstraction reaction
(figure 6.1), exploiting the combination of (i) ped discharges and crossed molecular beam
control of collision energy, (ii) laser-induceddhescence on the final OD product quantum state
distributions, and (iii) high levedb initio calculations to characterize the nonadiabatic dhyos
The choice of this system stems from theoretic&mioal surface studies for the F $®isystem
developed in our group, for which energetics, ieagbaths, and barrier heights for the lowest
several adiabatic states have been calculated dgimamically weighted multiconfiguration self
consistent field calculations followed by multireface configuration interaction (MR¢)and
extrapolation to the complete basis set (CBS) Ifftilthe relevant stationary points and adiabatic
correlations from this study are briefly summarizeéigure 6.1. Simply stated, the three-fold p-
hole degeneracy in F is lifted by the presence @ idto three Born Oppenheimer surfaces, two
of which asymptotically correlate with the groun@f;,) spin orbit state. The lower of these
two surfaces arising from ground statéfz) adiabatically correlates with thyeound spin orbit

state of OD{[3),) over a barrier of 4 kcal/mol, while the higher of these two correawith
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Figure6.1  Calculated transition state energies (from dynattyiaveighted MCSCF + MRCI
calculations, AVTZ basis) for the F +,0 - DF + OD reaction. In the present studypl =
5(1) kcal/mol is sufficient to surmount the growstdte barrier4E = 4 kcal/mol) to form OD
(°Ma3y») but insufficient to cross the second higher epéransition stateAE = 25 kcal/mol),
which adiabatically correlates with OEI{y,). Therefore, any observed OFl¢,,) product must
arise from nonadiabatic surface-hopping events.

the low-lying spin-orbit excited state of ODIy,) over a barrier of 25 kcal/mol. Indeed, a third
surface arising from spin orbit excited3P./,) correlates over an even higher barrieB%

kcal/mol) to form electronically excited Of3(,,) in the product channel, which is energetically
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closed asymptotically and can be neglected fronsidenation. For sufficiently chosen
experimental center-of-mass collision energies. (&gn = 5(1) kcal/mol), only reactive passage
over this lowest< 4 kcal/mol) barrier is energetically accessiblijali in an adiabatic limit can
only correlate with the OBX13,,) ground spin orbit state. Any product formatiorttie spin
orbit-excited OD {[]1) manifold therefore immediately signals the preseof nonadiabatic
surface-hopping dynamics in the post transitiotestagion. Furthermore, detailed analysis of
the OD rovibronic product state distributions canused to gain additional insight into the
magnitude of nonadiabatic coupling between thedaces.

The organization of this paper is as follows. #ectl provides a brief experimental
description of the reactive-scattering apparatasell on intersection of two low density
supersonic jets and laser-induced fluorescencetimte In Sec. Ill, product state distributions of
the OD molecule are reported, which most imporjainilicate a minor, but nevertheless quite

substantial (32%), formation into the nonadiabeliannel. These results are discussed in Sec. V.

6.2  Experimental Technique

The reactive-scattering studies are based on attng a pulsed supersonic jet discharge
source of atomic radicals with a second expansiget@ooled reagents under sufficiently low
densities to ensure single collision conditions aittl the nascent product flux probed with full
guantum state resolution. The approach is sinoléiné previous crossed jet studies in our group
based on direct IR laser absorption, with the irtgrdrsensitivity enhancement of laser-induced
fluorescence (LIF) for product state detection.

A schematic of the experimental apparatus, whidkaged on a 60 L chamber with a base

pressure < 1xI®Torr, maintained by a 10-inch diffusion pump batke a 2-stage mechanical
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pump, is shown in figure 6.2. A reagent gas putsesisting of 2% RO doped in He enters the

chamber through a fast piezoelectric pulsed vale: 600us) with 350um diameter pinhole

Figure6.2  Experimental schematic. Fluorine radicals are pced by a discharge struck
across a mixture of 10% knd 90% He. BD molecules are introduced with a Helium buffer of
2% D0, 98% He. In the region of colliding reagent males, densities are chosen to ensure
single-collision conditions, with the nascent ODqghucts probed via LIF.

and total stagnation pressure of 200 T8ifhe corresponding jet of reactive F atoms is
introduced to the vacuum chamber via a pulsed salatischarge valve (1 mm diameter orifice,
At =1 ms) with 50 Torr of 10%Hn He in the stagnation region. The F atoms am@éal by a

fast 100 mA discharge pulsét(= 200us) struck between a cathode disk 2 mm downstream of
the orifice and the stainless steel valve bodylessribed in detail elsewhefeThe radicals

produced by this discharge then expand throughu8®@ 5 mm slit jaws formed in the cathode
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and intersect in the low density region with theamnsion of jet-cooled D molecules. Though
not measured here directly fop@, experience from previous studies with such egjoen
geometrie¥ suggests rotational temperatures low enough tbrootecules down into the

lowest allowed asymmetric rotor stateg, dnd Qo, with statistical weights of 2:4, respectively,
due to nuclear spin statistics. Both valves arequiat 10 Hz for a duty cycle of 0.5-1%, which
results in a 2 x I®Torr background pressure and a mean free path=df20 m under standard
operating conditions. This is many orders of magtetlarger than the chamber dimensions. To
ensure single collision conditions, both valves@aeed 5 cm from the jet intersection region,
resulting in total densities of ~ 2 x @nolecules/crifor each pulsed valve at the intersection of
the centerlined® This yields RO concentrations in the intersection region of ~1X
molecules/cr} with F atom concentrations of comparable mageit®&hsed on simple hard
sphere cross section estimates, the reaction piipaler F atom traversing a 2.5 cm
intersection region path length<s5 x 10°, with < 1% probability of product molecules
suffering a collision prior to detection. Under $bdbeam conditions, the mean reagent velocities
from direct time-of-flight measurement arel.7(x) x 13 m/s for O and= 1.3(x) x 16 m/s for

F, yielding a center-of-mass collision energy gf= 5(1) kcal/mol. The 20% uncertainty in
this collision energy is dominated by an angulaeag of the two unskimmed beams and the
subsequent variation in collision angfedowever, this uncertainty is small (< 5%) compaixed
the net energy release for the reaction. F,®@ D DF + OD is the only neutral reaction channel
accessible at these collision energfeBurthermore, any reactions with traceaRions from the
discharge source withJD are endoergic by at least 19 kcal/mol and caglib@nated from

consideration?
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Quantum-state-resolved OD products are detected lsser-induced fluorescence (LIF)
on the KX — X?[] electronic band near 300 nm. The UV light is gatest by frequency
doubling the DCM dye output from a 532 nm Nd:YAGdg, tuning through the v=00 (306
nm) and v=1 1 (320 nm) transitions of OD. Due to trace impest(most likely HO) in the gas
lines leading to the F atom discharge, there © al&eak and very cold OH background
concentration¥ 1 x 10 molecules/cri) in the interaction region. While these conceitrat are
far too small to contribute any additional reactpeattering signal, they are easily detectable as
background with LIF. As a result, we have choseexamine the deuterated rather than
protonated reaction and detect the nascent OD ptoahich therefore avoids any background
problems. Radiation from the discharge and proberlacatter are prevented from being seen on
the PMT by switching the first dynode to high vgksfor the duration of these sources of
background UV radiatio®®

From the known LIF transition intensities, one datermine the rovibrational quantum
state number density for each of the four spint@bd lambda doublet sublevels of the OD
product M*s,, 2|'|il/2). Populations in two spin orbit states are readigolved in the A-X band,
with the much more closely spaced lambda doubd¢¢stisolated via probing on Q vs P/R
branch transitions. However, there is significargrtap of different N state transitions in the, Q
and Q bandheads; this leads to strong parameter cooeland has historically made it
challenging to determine populations in tigy,manifold. These issues are further augmented
by operating in a partially saturated LIF regiméjah is experimentally necessary for
maximizing radical detection sensitivity. To circuemt these problems, we fit all lines in the
LIF spectrum simultaneoush,with OD populations in each quantum state treatefarameters

in a least-squares analysis. Frequencies are ebtéiom the program LIFBASE,with known
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optical transition strengths included in the fitorder to account for partial saturation of the OD
signals, as well as the minor peaks due to OH lbrackgl from the discharge. To further break
correlation effects, nascent OD quantum state @jouls for N values in the,Qand Q.
bandheads are additionally probed on the slighdgker Q. and the & branches. As a result,
all branches in the OD spectral data are includeddgual footing, which results in a redundant
oversampling and remarkably robust fitting of tleseent OD populations.

To verify that our analysis method is quantitatyvedliable, we have applied identical
fitting procedures to OH spectra taken in the icd@htvacuum chamber geometry but now
simply obtained via 193 nm UV excimer laser phatdyf HO to form H + OH. Under these
buffer gas conditions, the OH radicals experiene@yrhundreds of collisions prior to
subsequent LIF detection and thus should reflectptete thermalization with the 298 K
vacuum chamber. Sample data from such a fittinggatare are illustrated by means of a
standard Boltzmann plot in figure. 6.3, which sh@wemarkably good fit consistent with a
room temperature, collision-dominated pressuramegiOur estimate of population uncertainties
from such a redundant line fitting procedure isagpy £ 10%, as confirmed by the comparable

levels of scatter observed in results taken ovdtiphel days of experimentation.

6.3 Results

A sample LIF scan over the full setf (v=0) — M (v=0) sub-bands for nascent OD
product is shown in figure 6.4(a), along with tihw@ation obtained from the least-squares fit. A
blowup of a smaller spectral region is also showhgure 6.4(b), illustrating the high level of
signal-to-noise (S/N 250:1) as well as the quality of the least-squéitesg procedure. The

voltage response of the PMT has been calibratadsingle photon-counting regime, which
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Figure6.3  Tests of the OD population extraction procedurd.r@olecules formed in the
vacuum chamber by photolysis of statigdHvapor are given sufficient time to reach thermal
equilibrium (300 K) and analyzed by the same methased for OD product characterization
from F + DO — DF + OD.

allows the experimental intensities to be repodiedctly in terms of detected photons per laser
pulse. From the x20 expansion of the off peak Ldisa in figure 6.4(b), this corresponds to an
rms fluctuation of= 10 photons/pulse. The LIF signals are also nomedlio probe laser power

in the analysis process, which corrects for daglag-variations in the laser intensities. figure
6.4(b) also shows the typical magnitude of readiNgevs background OH signals, indicating
that the background OH is not a significant probl&me OD signals disappear entirely when the
discharge is struck across pure He instead/éfd; ensuring that these signals arise purely from

reactive scattering with F atoms and not due totedaically excited He with BD.
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Figure6.4  Sample scan of OD transitions in tH&v=0) — “M(v=0) rovibronic manifold. In
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typical signal-to-noise ratio near250:1.
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A cursory scan of the LIF data reveals severalastitng dynamical issues, which will be
addressed further in Sec. IV. For the moment, heweve note that for &, = 5(1) kcal/mol and
AE = 18.1 kcal/mol exothermicity, thereA& = 23 kcal/mol energy for distribution into the
nascent OD and DF products, i.e., energeticallficsennt to form the OD inv =0,1,2,3.
However, no peaks are discernable when the laseaimed over th& (v=1) — 4[] (v=1)
band, despite respectably high S/N on the strorigssitions in the correspondifig (v=0) —

7 (v=0) band. Specifically, based on observed sigtrahgths for transitions from v=0, the
magnitude of our noise, and the relative oscillatoengths fofs (v=1) — M (v=1) vs®s (v=0)

— 11 (v=0) bands, we can quantify an upper limit of.89 for the vibrational branching into
v=1 vs v=0, with no evidence for any significanpptation of any higher vibrational states. As
the product OD fragment corresponds to the unbraker in DO, this is qualitatively
consistent with a simple spectator bond pictureHis H abstraction reactiofi.

With higher vibrational states excluded from furthensideration, the nascent v=0 populations
from these spectra are obtained by least-squatesgfiransitions from all lower state
populations for OD(v, N) in each of the two spibiband lambda doublet electronic states
(*M3yp.1/7). Transitions from PP, P, and R,R»,R,1 branches in each of the spin orbit states are
recorded, with all four QQ,,Q12,Q.1 branches included both to permit the +/- lambdaodkt

flux to be determined and the £S;, branches to break population parameter correlatidnN
states overlapping in the Q branch bandhead regidresfractional populations (without density
to flux corrections) for OD(v=0) in each of the faelectronic submanifolds are summarized in

table 6.1.
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N | °M3 [N M |

1 [59(1) | 57(2) 150) | L4
2 [593) | 6401 1.9(0) | 2.02)
3 [56(4) | 5502)] 2302 | 242
4 [ 46(4) | 46(4)] 273) | 2100
5 [37(4) | 35(4)| 1.6(7) | 1.72)
6 272 | 26(2)| 15(1) | 1.6(1)
7 [17(3) | 1.4(1)| 14@3) | 0972
8 | 1.4(@) | 1.0(1)| 112) | 0.7()
9 [1.0(1) | 0.7(1)] 0.72) | 0.7
10 | 0.9(1) | 0.82)| 05(1) | 03@2)
11 04@3) | 0.4(1)| 0.3(1) | 0.8(3)
12 [03(@) | 0.3(1)] 0.3(1) | 02@2)
13 [ 06(1) | 0.3(1)] 022) | 03@2)
14 [01(1) | 0.2(1)| 0.033) 0.2(1)
15 0.07(9) | 0.1(1)] 02(1) | 0.1(1)

Table6.1 Rotational distributions of the OD product in eadlits four energetically
accessible electronic states. Uncertainties anmatsd from repeated scans under the same
reaction conditions. State-to-state variationd@se uncertainties are typically dominated by the
degree of spectral overlap in the probe region.

6.4  Discussion

The nascent rotational/electronic distributionstfee OD(v=0) fragments are presented in
figure 6.5 The results have been grouped accotdisgin-orbit state of the product OD, with
the groundMs, and excited,, states represented in the upper and lower paesjsectively.

Error bars reflect variation in the least-squaresdlues sampled from analysis of multiple sets
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Figure6.5  Product distributions from the F +,0 - DF + OD reaction at &u = 5(1)
kcal/mol. Rotational distributions are in the {f)s(N) and the (b) spin-orbit-excit&l,»(N)
manifold of states. Nascent populations (uncorcefide density to flux effects) are shown for
the two lambda-doublet levels of OD.

of spectral data. Several comments are worth nofimgt of all, the rotational distributions vary

quite smoothly as functions of J, for both spinitosbates and lambda doublet manifolds. This is
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in contrast to the rapid oscillations in rotatiohNaand spin orbit state population that are seen
from UV photolysis studies of quantum-state-seletater in the A stat&,which could be

nearly quantitatively explained in terms of a Fta@ondon-like expansion of the ground state
wavefunction in asymptotic OH rotor states. Howetae contrast in these rapid oscillations
effectively vanished for photolysis of room tempara HO distribution. Indeed, these rapid
oscillations largely disappeared even for photalysia 3:1 superposition of jet-coolegi &nd

Opo States in a supersonic expansion. Thus, althoiggghdontrast structure in the product
guantum state distributions might in principle &x@ “half reactions” initiated in a cluster with
well-defined initial states, total J, etc., theetse of such structure due to averaging over impact
parameter and a mixture of; 10y reactant states is probably not surprising.

Substantially more surprising, on the other hamthe presence of a significant fraction
of the nascent OD population generated inettited (°1,) spin-orbit state. Summing over
both lambda doublet states, the fraction of @0k) formed is 32(1)%, i.e., nearly 1/3 of the
total. This is surprising considering the correatdiagram in figure 6.1, which indicates that the
adiabatic barrier (from high level MRCI calculatg)rfor forming the spin orbit excited state is
> 20 kcal/mol, i.e., well above theds = 5(1) kcal/mole available to the system in these
collisions. The presence of OfDIy,) population therefore immediately implies a sigrift
probability (P= 1/3) for nonadiabatic surface hopping taking pldeeng the course of this
reaction. From the correlations in figure 6.1, @@ state that such nonadiabatic interactions
must be occurringfter the transition state region, since all OD prodaotation must result
from crossings over the lowest and only barrieeasible at these collision energies. Note that
this does not rule out additional surface-hoppipgatnics (e.g., betweendP,) and F*¢Py,)

surfaces, or between the’P{,) surfaces) in the entrance channel, which may lzdstaking
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place. The presence of electronically excited ¥R§) in the nascent products is clearly
inconsistent with F + BD reaction dynamics occurring purely on a singaugd state adiabatic
surface. Thus, detailed quantum modeling of eveh selatively “simple” benchmark open shell
atom + polyatom reaction systems is likely to beermomplex than previously suspected and, in
any event, will require explicit consideration afmadiabatic dynamics with multiple surfaces.

One possibility is that nonadiabatic coupling betw the OD{13/,) and?T1electronic
manifolds is taking place far away from the transitstate region and well into the asymptotic
channel. Indeed, such exit channel effects have pesposed by way of explanation for the
finite formation of both ground state and spin tebicited OH radical from H + $© reactions’?
This does not account for the significant fractir©OD(M4,,) product observed in the present
system, for the following reasons. First, if thgrsficant conversion to 1/3 OEN1/,) and 2/3
OD(?M31,) were correctly ascribed to nonadiabatic coupfargput in the exit channel, then
detailed balancing considerations would demandiaitpihigh propensities for inelastic spin
orbit energy transfer in the reverse directionekd, significant formation of OEN1/,) from
such a half collision event would imply near haptiere efficiencies for spin orbit-changing
collisions. This is in contrast with experimentatlyserved collision efficiencies on the order of
5% or lower:® at least for collision energies that cannot pre\adcess to regions near the
transition state.

Secondly, the reaction path and 1600 points saqbdir the F + HO surface have been
determined using high level multireference meth@&SSCF + MRCI + Q/AVTZ basis set),
with inclusion of spin orbit terms and nonadiabateipling for the electronic wave
functions®***®This also permits explicit calculation of deriwagticoupling matrix elements

along the F + KD reaction path, which demonstrate a strong peakimgnadiabatic
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interactions in the post transition region, dropirff rapidly into the exit channel regi6hThe
presence of such localized nonadiabatic couplirthemear transition state region but far from
asymptotic energies is consistent with relativafiicient spin orbit energy transfer in the
reverse direction under thermal conditions. Intimgsy, this coupling would also suggest a
substantial increase in spin orbit energy transfigciency at appreciably higher center-of-mass
collision energy, a prediction which could indeedtested experimentally in DF + OD open
shell inelastic-scattering studies.

By way of further elucidation of the reaction dymas, nascent OD populations are
plotted in a Boltzmann format in figure 6.6, whémne horizontal axis reflects the internal
rotational energy above the minimum for each spioit gtate. Note that both distributions
extend out to internal energies in excess of 2508, ®lots for both spin orbit states indicate a
slight upward curvature away from a linear Boltzm&nbut with slopes below and abovg:E
500 cm" consistent with effective internal temperaturdgf= 280 K and 800 K, respectively.
This curvature in the Boltzmann plot at low J mighggest the presence of collisional relaxation
in the crossed jet geometry, with the lower J statere easily relaxed due to smaller OD energy
spacings. This would be inconsistent, however, widasured densities in the jet intersection
region, which reflect operating conditions intenadly selected for < 1% probability for
secondary collisions. To test explicitly for thiggsibility, we have performed measurements as a
function of jet intersection density, monitoringseant OD {[13/,) populations in high (i.e.,

N=10) vs low (i.e., N=1) rotational states. ThePx-1 ratios from these tests prove insensitive
to threefold variations in jet intersection derestaround the experimental conditions utilized for

all reported measurements herein. Thus, the cuevatithese Boltzmann plots is real, possibly
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Boltzmann plots for OD in each spin-orbit manifoldhe similarities in the plots

are consistent with nonadiabatic mixing close ith@transition state region, before net torques
presumably unique to a given adiabatic surface baea exerted on the OD fragment.

reflecting correlations between OD and DF(v) fdfedent vibrational states of the DF

coproduct.
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The populations in table 6.1 can be used to yleddaverage energy funneled into each of
the spin orbit manifolds. The average rotation&rgies (i.e., with respect to N =1 for that spin
orbit state) are 0.82(1) kcal/mol and 1.06(1) koal/ respectively, for th&s,(N) and®M1(N)
manifolds. As mentioned in Sec. lll, the nascent @pulation is formed essentially entirely in
the ground vibrational state. Therefore, the tatalbronic energy deposited into the OD
fragment, <Rvibronic> =1.01(1) kcal/mol), represents only a small fractddthe= 23(1) kcal/mol
of energy available in the center-of-mass framas phovides further support for the simple
picture of OD as a “spectator” bond in this reatimd implies that > 95% of the energy is
deposited into center-of-mass translational remorbvibrational degrees of freedom of the DF
fragment. Although no information is currently dahie for the DF(v,J) product states, the
HF(v,J) distributions from crossed jet studies loam ¢orresponding F +J@ system have been
recently investigated via direct IR laser absorptizethods and will be reported elsewh&ras
predicted from Polanyi rules, the newly formed Hiad is found to be rovibrationally excited
up to v=2 and with substantial energy releasetiataslational recoil, as monitored by high
resolution IR laser Dopplerimetfy:**

The presence of spin-orbit-excited OD clearly cades the presence of nonadiabatic
dynamics in the F + D reaction. The spin orbit branching fractignas a function of end-
over-end rotational quantum number N is showngaori 6.7, where the ratios have been
correctly scaled by (N+1)/N for their respectivéefjeneracies. This ratipreflects the degree of
nonadiabaticity in the reaction: In the limit o€ampletely statistical distribution of energy into
the two electronic sublevelg,= 1, whereas for a completely adiabatic reaction oyos,

n should be= 0. The experimental results plotted in figure 6.7 tade average values around

<n>= 0.6, i.e., that the F +J0 reaction behaves appreciably but not entireth&nonadiabatic
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Figure6.7  Degeneracy-weighted spin-orbit ratip) @s a function of N. In the statistical limit
(dotted line)n =1, and in the limit of no production of electroniya¢xcited OD product; = 0.

The average value ofz = 0.6 implies significant nonadiabatic mixingita place in this
system but not enough to achieve a completelyssitzl distribution of electronic excitation.

regime. This analysis is qualitatively similar keetresults seen in studies of H 3QHoy Brouard
et al.,® where partial thermalization of the spin orbitottenic manifold was attributed to strong
nonadiabatic coupling in the exit channel. Althotlgé important nonadiabatic contributions for
the F + DO system appear to be much closer in towards émsition state regioft,*’there is
now clearly evidence in both of these systemsHenteed to consider the reaction dynamics on
multiple electronic surfaces.

As a final comment, we can take this picture afiphnonadiabatic “thermalization” of
the spin orbit manifolds one step further. Spealfic we return to our Boltzmann analysis of the
nascent OD populations but now where both spirt sthtes are plotted together on the same

scale (averaged over lambda doublets) and refeddndbe same zero of energy. The results
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(shown in figure 6.8) immediately reveal two pointsrth noting. First, the population data for

both spin orbit states appear to lie ocommon curve, as if they were formed and had partially
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Figure6.8  Boltzmann plot of the nascent OD rovibronic diattion, fit by a two-

temperature model as a function of total (spintorbiotational) energy. For E > 500 ¢pthe
distribution has a characteristic temperature & R6with a decidedly colder 238 K temperature
at lower energies. This striking two-temperaturbawor may reflect microscopic branching into
vibrational (v=2,3) states of the DF co-product.

equilibrated with respect to a common zero of epe@pnsidering that these two spin orbit
states correlate in the adiabatic limit with twéfetient transition states, this degree of
populational “consensus” is quite striking and ymexted. By way of physical example, such

results would be consistent with extensive nonadialmixing of the OD electronic states prior
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to (or possibly simultaneous with) energy release the rovibrational degrees of freedom. On
the other hand, it seems much less probable ticatsmilar rotational distributions would be
consistent with surface-hopping dynamics localigedharily far into the exit channel region,

i.e., after the integrated torques presumably wniqua given adiabatic surface had already been
exerted on the OD fragment. In any event, thesdtseslearly provide even more dramatic
indications of strong coupling between the two po& energy surfaces in the post transition
state region. A more detailed interpretation o$ timiversal curve behavior would certainly
require further theoretical efforts with multisuwwéaquantum wave packet dynamics for atom +
triatom systems, toward which we hope this dataiges additional motivation.

The second observation is that the Boltzmanniglsignificantly curved for both spin
orbit states and can be quite well representedtipademperature fit, with §, = 238(6) K and
Thigh = 868(95) K. There is napriori reason to expect the quantum state distributiomsftect
any temperature, though nearly linear Boltzmanmsghave been seen for many nominally direct
F atom abstraction reactioh§2>*?**However, such Boltzmann-like behavior can be
rationalized from a purely statistical perspectivased on microcanonical phase space
arguments for a fixed amount of energy to be distgd into the observed prodigin
particular, this is most likely to be valid for $gms where distributions in the observed product
states drop off far below the energetic upper liend thus in effect represent a limited statistica
sampling of a much larger microcanonical heat b#ltis is certainly the case for the F @
system, where the average internal excitation®fQb, <E,> = 1.01 kcal/mol, is only 5% of
the total energy available. Indeed, following tim& of reasoning, it is interesting to speculate
that the curvature in the Boltzmann plot mighteeflnascent vibrational distributions in the DF

coproduct. For example, DF coproduct formed inHigiest accessible,w = 2 state would
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sequester 19 kcal/mol in vibration, i.e., a significant ftamn of the available 23 kcal/mol. This
would greatly reduce the amount of energy thatleadistributed into the OD product, resulting
in a lower internal temperature. Based on Polamg predictions of preferential population into
highest wr states, the two regions of curvature in the Bo#tamplot may in fact correspond to
formation of DF in gy = 1 and 2, respectively. Due to the different atlonal level spacings in
HF vs DF, such a simple dynamical picture wouldiobsly make interesting predictions for the
corresponding OH product state distributions from IH,O reactions. These experiments are
currently underway and should make for fascinatiogpparison with the present study, as well
as providing isotope effects for nonadiabatic bhamg dynamics into the different spin orbit

manifolds.

6.5 Summary/ Conclusions

F + D,O — DF + ODM35, 1) reactions have been studied af& 5(1) kcal/mol under
single collision conditions in low density crossegersonic jets, monitored by LIF probing of
OD products with rovibrational, spin orbit, and lagia doublet resolution. The low rotational
excitation and complete lack of vibrational exedatof the OD molecules is consistent with a
spectator bond picture of the chemical reactiorer@by most of the energy appears in the newly
formed bond. Most of the product is electronicétismed in the ground OCF(13,) spin orbit
state, which correlates adiabatically with a reactver a low transition state barriery
kcal/mol). More notable, however, is the significpresence of OD product formed in the
excited OD(?My,,) spin orbit state, despite the fact that this pmdorrelates adiabatically with
reaction over a much higher barrierd5 kcal/mol), which is energetically inaccessiateur

center-of-mass collision energy. This provides ubigomous evidence for strong nonadiabatic
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interactions between the lowest two electronicae$ and highlights the important role of
surface-hopping dynamics in this prototypical atetniatomic reaction system.

Also quite remarkably, the rotational productetdistributions for the two spin orbit
states, when referenced to a common zero of eneagybe well represented on a single
nonlinear Boltzmann plot. This would suggest that televant region of nonadiabatic coupling
occurs prior to or concurrent with the releasexaftieermicity into rotational degrees of freedom
of the recoiling product. This is also consisterthvhigh level multiple potential surface
calculation€® which predict nonadiabatic coupling matrix elensamtween the lowest two
surfaces to peak strongly in the “bond-making” oegtlosely following the transition state,
where maximum energy release is also occurringhEumnore, curvature in this common
Boltzmann plot is indicative of two (or possibly rep effective rotational temperatures in the
nascent OD distributions, which may reflect a cambon of phase space and/or dynamical
constraints due to branching in the correspondiRg/iDrational manifolds. These studies
clearly indicate the richness of key dynamical ésstaised in even such relatively simple open
shell atom + triatomic reaction systems and higttlthe urgent need for additional theoretical
and experimental efforts in order to further elatethe underlying nonadiabatic chemistry at
the quantum state-to-state level. Though extrermcieyienging, such a level of understanding
will undoubtedly require the significant advancemeitheoretical tools for quantum reactive
scattering both (i) on multiple electronic surfae@sl (ii) in higher dimensionality degrees of
freedom beyond the atom + diatom paradigm. It ishaype that quantum state resolved
scattering results in simple but tractable atomatdm systems provide the necessary additional

incentive to the furtherance of such theoretictdres.



204

Referencesfor Chapter VI

! J. C. Polanyi, Faraday Discuss. (55), 389 (1973).
2 J. C. Polanyi, Acc. Chem. Res. 5 (5), 161 (1972).

3 J. W. Hepburn, K. Liu, R. G. Macdonald, F. J. Nanfh and J. C. Polanyi, J. Chem.
Phys. 75 (7), 3353 (1981); S. H. Lee and K. P. LitChem. Phys. 111 (14), 6253 (1999).

4 F. Dong, S. H. Lee, and K. Liu, J. Chem. Phys. 351197 (2001); S. H. Lee, L. H.
Lai, K. P. Liu, and H. Chang, J. Chem. Phys. 110,(8229 (1999).

> R. T. Skodje, D. Skouteris, D. E. ManolopoulosHSLee, F. Dong, and K. Liu, J.
Chem. Phys. 112 (10), 4536 (2000).

6 S. H. Lee, F. Dong, and K. Liu, Faraday Discusg., #® (2004).
! Y. R. Tzeng and M. H. Alexander, J. Chem. Phys. (12}, 5812 (2004).

8 D. M. Neumark, A. M. Wodtke, G. N. Robinson, C.Hayden, K. Shobatake, R. K.
Sparks, T. P. Schafer, and Y. T. Lee, J. Chem..R88/§7), 3067 (1985).

o B. Retail, J. K. Pearce, C. Murray, and A. J. Owitg), J. Chem. Phys. 122 (10) (2005).
10 C. Murray and A. J. Orr-Ewing, Int. Rev. Phys. Ch@® (3), 435 (2004).

11 S. Yoon, S. Henton, A. N. Zivkovic, and F. F. CrilnChem. Phys. 116, 10744 (2002).
12 Y. T. Lee, J. D. McDonald, and P. R. LeBreton, Be@. Phys. 49, 2447 (1968).

13 R. J. Gordon, Y. T. Lee, and D. R. Herschbachh&nt Phys. 54 (6), 2393 (1971).

14 J. M. Parson and Y. T. Lee, J. Chem. Phys. 56, 46%81); A. Sinha, J. D. Thoemke,
and F. F. Crim, J. Chem. Phys. 96, 372 (1992).

15 W. R. Simpson, T. P. Rakitzis, S. A. Kandel, AOd-Ewing, and R. N. Zare, J. Chem.
Phys. 103 (17), 7313 (1995).

16 X. Yang, J. Lin, Y. T. Lee, D. A. Blank, A. G. Ssjtand A. M. Wodtke, Rev. Sci.
Instrum. 68 (9), 3317 (1997); N. Balucani, D. Slarid, L. Cartechini, G. Capozza, E.
Segoloni, P. Casavecchia, M. H. Alexander, G. Capeand H. J. Werner, Phys. Rev.
Lett. 91 (1) (2003).

17 J. Shu, J. J. LIn, Y. T. Lee, and X. Yang, Jounfahe American Chemical Society 123,
322 (2001); P. Casavecchia, Rep. Prog. Phys. 63%3)(2000); M. Alagia, N. Balucani,



18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

205

L. Cartechini, P. Casavecchia, E. H. van KleefGGVolpi, F. J. Aoiz, L. Banares, D. W.
Schwenke, T. C. Allison, S. L. Mielke, and D. Gufilar, Science 273 (5281), 1519
(1996).

N. I. Butkovskaya and D. W. Setser, J. Phys. CHél, 4853 (1996); B. S. Agrawalla
and D. W. Setser, J. Phys. Chem. 90 (11), 24506)198

D. S. Perry, J. C. Polanyi, and C. W. Wilson, ChEimys. 3 (3), 317 (1974).

D. H. Maylotte, K. B. Woodall, and J. C. PolanyiChem. Phys. 57 (4), 1547 (1972); D.
J. Bogan and D. W. Setser, J. Chem. Phys. 64 8)(176).

W. W. Harper, S. A. Nizkorodov, and D. J. Nesliithem. Phys. Lett. 335, 381 (2001).

W. B. Chapman, B. W. Blackmon, S. Nizkorodov, andlDNesbitt, J. Chem. Phys. 111,
8404 (1998).

S. A. Nizkorodov, W. W. Harper, W. B. Chapman, B. Blackmon, and D. J. Nesbitt, J.
Chem. Phys. 111, 8404 (1999).

E. S. Whitney, A. M. Zolot, A. B. McCoy, J. S. Fasco, and D. J. Nesbitt, J. Chem.
Phys. 122 (12) (2005).

G. Sha, D. Proch, and K. L. Kompa, J. Chem. Phys2842 (1987).
J. G. Zhou, J. J. Lin, B. L. Zhang, and K. P. lduPhys. Chem. A 108 (39), 7832 (2004).
K. Liu, R. T. Skodje, and D. E. Manolopoulos, Phgeem. Chem. Phys. (4), 27 (2002).

R. N. Zare and P. J. Dagdigian, Science 185 (4159,(1974); P. J. Dagdigian and M.
L. Campbell, Chem. Rev. 87 (1), 1 (1987).

M. Brouard, I. Burak, S. Marinakis, L. R. Lago, Rampkins, and C. Vallance, J. Chem.
Phys. 121, 10426 (2004).

J. C. Polanyi and K. B. Woodall, J. Chem. Phys(871574 (1972); J. C. Polanyi and J.
J. Sloan, J. Chem. Phys. 57 (11), 4988 (1972).

M. H. Alexander, H. J. Werner, and D. E. ManologsylJ. Chem. Phys. 109 (14), 5710
(1998); M. H. Alexander, D. E. Manolopoulos, andJHWerner, J. Chem. Phys. 113
(24), 11084 (2000); M. H. Alexander, G. Capecchd &l. J. Werner, Science 296
(5568), 715 (2002); M. H. Alexander, G. Capecchd &. J. Werner, Faraday Discuss.
127, 59 (2004); N. Balucani, D. Skouteris, G. Ca@ao£. Segoloni, P. Casavecchia, M.
H. Alexander, G. Capecchi, and H. J. Werner, PE&em. Chem. Phys. 6 (21), 5007
(2004).

Y. R. Tzeng and M. H. Alexander, J. Chem. Phys. (14}, 5183 (2004).

M. P. Deskevich, D. J. Nesbitt, and H. J. Werne€Rlem. Phys. 120 (16), 7281 (2004).



34

35

36

37

38

39

40

41

42

43

44

45

46

47

206

K. Stark and H. J. Werner, J. Chem. Phys. 104 @¥)5 (1996); F. Fernandez-Alonso
and R. N. Zare, Annu. Rev. Phys. Chem. 53, 67 (R002

K. Morokuma and R. E. Davis, J. Am. Chem. Soc.1960 (1971); J. M. Bowman and
G. C. Schatz, Annu. Rev. Phys. Chem. 46, 169 (1995Jhang, Q. S. Li, and S. Zhang,
J. Mol. Struct. 682, 163 (2004); D. M. Grant, P\lIson, D. J. Tozer, and S. C.
Althorpe, Chem. Phys. Lett. 375, 162 (2003); G. @chnd D. C. Clary, J. Phys. Chem.
A. 102, 9631 (1998); G. Wu, G. C. Schatz, G. Lenga-C. Fang, and L. B. Harding, J.
Chem. Phys. 113, 3150 (2000).

D. Troya, G. Lendvay, M. Gonzalez, and G. C. Sch@atem. Phys. Lett. 343, 420
(2001); C. L. Russell and D. E. Manolopoulos, Je@hPhys. 110, 177 (1999); S. D.
Chao and R. T. Skodje, J. Chem. Phys. 119, 146822)20

D. R. Yarkony, Reviews of Modern Physics 68 (4)5 98996); D. R. Yarkony, Acc.
Chem. Res. 31 (8), 511 (1998); D. R. Yarkony, JsP&hem. A 105 (26), 6277 (2001);
D. R. Yarkony, J. Phys. Chem. 100 (48), 18612 (3996 Dallos, H. Lischka, R.
Shepard, D. Yarkony, and P. Szalay, J. Chem. RI2&@5.7330 (2004); J. C. Juanes-
Marcos and S. C. Althorpe, Chem. Phys. Lett. 3838, (2003).

L. D. Landau, Phys. Z. Sowjetunion 2, 46 (1932)Z€ner, Proc. R. Soc. London A137,
696 (1932); H. R. Mayne, J. C. Polanyi, and J. @lyJ J. Chem. Phys. 82, 161 (1984);
Y.-R. Tzeng and M. H. Alexander, J. Chem. Phys,, 5312 (2004); A. E. Orel, D. P.
Ali, and W. H. Miller, Chem. Phys. Lett. 79 (1),181981).

H. J. Werner and P. J. Knowles, J. Chem. Phys18p 6053 (1985).

H. J. Werner and P. J. Knowles, J. Chem. Phys98%803 (1988); P. J. Knowles and
H. J. Werner, Chem. Phys. Lett. 145 (6), 514 (1988)

D. H. Zhang and J. Z. H. Zhang, J. Chem. Phys79%%615 (1993); D. H. Zhang and J.
Z. H. Zhang, J. Chem. Phys. 101 (5), 3671 (1994).

P. W. Kash and L. J. Butler, J. Chem. Phys. 9638§2292).

K. Q. Lao, M. D. Person, P. Xayariboun, and L. Utl&, J. Chem. Phys. 92 (2), 823
(1990); M. D. Person, P. W. Kash, and L. J. ButleChem. Phys. 97 (1), 355 (1992).

F. T. Smith, Phys. Rev. 179, 111 (1969).
M. Born and J. R. Oppenheimer, Ann. Phys. 84, 4927).

H. NakamuraNonadiabatic transition: concepts, basic theories and applications. (World
Scientific, River Edge, N.J., 2002).

D. J. Nesbitt and S. R. Leone, J. Chem. Phys. Z8 €182 (1980).



48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

207
T. L. Myers, N. R. Forde, B. Hu, D. C. Kitchen, andl. Butler, J. Chem. Phys. 107,
5361 (1997).

M. Brouard, I. Burak, S. D. Gatenby, and G. A. &rklllie, Chem. Phys. Lett. 287, 682
(1998).

D. Proch and T. Trickl, Rev. Sci. Instrum. 60, 711989).

G. ScolesAtomic and molecular beam methods. (Oxford University Press, New York, N.
Y., 1988).

D. R. Stull and H. ProphelANAF Thermochemical Tables, 2nd Edition ed. (National
Standards Reference Data Series, 1971).

D. J. Creasey, P. A. Halford-Mawm, D. E. Heard;JSpence, and B. J. Whitaker, Rev.
Sci. Instrum. 69, 4068 (1998).

J. R. Donaldson and P. V. Tryon, Report No. NBStR3848, 1990.
J. Luque and D. R. Crosley, Report No. MP 96-0@B61
A. Sinha, M. C. Hsiao, and F. F. Crim, J. Chem.2I9¢, 4928 (1990).

S. A. Nizkorodov, M. Ziemkiewicz, T. L. Myers, ail J. Nesbitt, J. Chem. Phys. 119,
10158 (2003).

R. Cireasa, M. C. van Beek, A. Moise, and J. Meulen, J. Chem. Phys. 122 (2005).

R. D. Amos, A. Bernhardsson, A. Berning, P. Cel@nil.. Cooper, M. J. O. Deegan, A.
J. Dobbyn, F. Eckert, C. Hampel, G. Hetzer, P.nbWMes, T. Korona, R. Lindh, A. W.
Lloyd, S. J. McNicholas, F. R. Manby, W. Meyer, El.Mura, A. Nicklass, P. Palmieri,
R. Pitzer, G. Rauhut, M. Schutz, U. Schumann, dl,S&. J. Stone, R. Tarroni, T.
Thorsteinsson, and H. J. Werner, MOLPRO, a packégé initio programs designed by
H. J. Werner and P. J. Knowles, version 2002.IngBigham, UK, 2002).

M. P. Deskevich and D. J. Nesbitt, (work in prage
A. Zolot and D. J. Nesbitt, (work in progress).

K. G. Anlauf, J. C. Polanyi, K. B. Woodall, Macddfg, and D. S. Horne, J. Chem.
Phys. 57 (4), 1561 (1972); H. W. Chang and D. Ws&eJ. Chem. Phys. 58 (6), 2298
(1973); M. A. Wickramaaratchi, D. W. Setser, H.ddéibrandt, B. Korbitzer, and H.
Heydtmann, Chem. Phys. 94 (1-2), 109 (1985).



208

63 R. D. Levine Molecular reaction dynamics and chemical reactivity. (Oxford University

Press, New York, 1987).



209

Chapter VII: Non-Adiabatic Reactive Scattering in Atom + Triatom Systems:
Nascent Rovibronic Distributionsin F + H,O - HF + OH

Published in). Chem. Phys. 131, 054309 (2009)

7.1  Introduction

While experimentally challenging, the study of cheahreactions with control of initial
reagent quantum state and full characterizatiqpraduct states provides the ideal environment
for studying chemistry at its most fundamental Iév&uch state-to-state studies provide a
critical meeting ground between experimental amdtétical chemistry, where quantum
calculations can be directly compared with obsémmat The specification of reagent states by
photolytic generatiofl supersonic jet cooling’ electrostatic state selectidhand infrared
vibrational excitatiofi® have provided extensive control of both intermal &inetic energy
distributions for a multitude of bimolecular reatgen At the same time, a host of methods has
been developed for carrying out state-specific attarization of the reaction products. The
chemical identity and angular scattering distribasi of product fragments can be detected by
“universal” mass spectroscopic methddsyhile vibrational product distributions can be
characterized by techniques such as Fourier tremsfdrared (FTIR) chemiluminescence
detection:” However, additional quantum state sensitive tiegfes are often required to reveal
more detailed nascent product distributions, palaity for the ground vibrational state"

State-to-state reaction studies are uniquely stittedxploring detailed dynamics of
chemical reaction§*’ In particular, nonadiabatic dynamics, i.e., intetecular interactions
taking place on more than one electronic energiasey have long been known to be a crucial

aspect of atom-atom scattertignd photolysis? but their role in polyatomic reaction dynamics
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remains poorly characterized. This is due in fmathe greatly increased complexity of
polyatomic systems, the subsequent computatiorstlafdheoretically treating multisurface
dynamics, and the growing importance of conicarsection? in such problems. The notion
that a reaction occurs on a single electronic serfamains the dominant zeroth order paradigm
in chemical physics. However, this situation hasrbglowly changing, as nonadiabatic reaction
dynamics in benchmark triatomic systems have récesteived considerable experimental and
theoretical attention. Much of this effort hasahxed quantitative predictions and observations
for hydrogen atom abstraction Byin-orbit excited halogen atoms in Bs,)/ F (?Py) + Hp and
CI(®P31)/CI (*Py) + Hy systems;®1418213 phenomenon which could only occur by
nonadiabatic exchange of energy between electeordmuclear degrees of freedom.
Unfortunately, intrinsic difficulties in performingxperiments with spin-orbit selected reagents,
and the absence of electronically excited surfaeas the transition state in this particular
system, have left the wider role of nonadiabaticadyics still a controversial question.
Recently, a growing body of evidence has drawmate to bimolecular reaction systems
whose energetics require nonadiabatic dynamicsdarafter the transition state barrfér,
allowing the difficult problem of reagent quantutate selection to be unambiguously decoupled
from experimental observation of nonadiabatic éffedVhile such measurements leave little
doubt whether nonadiabatic transitions play a imlehemical reactions, there is still
considerable debate about whether or not such dgsaepresent a more generic aspect of
systems with more than one energetically accesslblgronic surface. Furthermore, there has
been long standing interé$°in whether the observed nonadiabatic phenomena oear the

transition state, where they could be ascribedutdear velocity coupling, or far out in the
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product channel, where nonadiabatic dynamics am@rdaied by angular momentum recoupling
effects.

We previously performed studies of the F 40D~ DF + OD system, which
unambiguously identified the presence of nonadialsatrface hopping in the reaction
dynamics®®* Specifically, guided by dynamically weighted niednfiguration calculations
extrapolated to the complete basis set Iffhihe center of mass (COM) collision energy was
chosen to be in excess of the barrier for reaatianthe ground electronic surface (correlating
with OD(MM3p) in its ground spin-orbit state), but well beldwetbarrier for the first excited
surface (which correlates with spin-orbit exciteB(@11/,) products). Far out in the exit
channel, the energy difference between these ssfao/ery small compared to the available
energy. Therefore, this reaction provided an oppaty to directly study nonadiabatic
transitions by observing spin-orbit excited OD segec The resulting product state distribution
was found to be 32(1)% : 68(1)% excited vs. grostate OD{I,,,), indicating that nonadiabatic
processes play a significant role. The producttedaic branching ratio unambiguously
indicates that this system exhibits nonadiabati@bm®r. However, it does not by itself provide
explicit information about where these transititaeige place on the electronic energy surface.

Further information can be obtained by observirggatoducts of the isotopically
substituted reaction F +,8 — HF + OH. Such isotopologue systems share the satref
Born Oppenheimer electronic surfaces, but can éxhitlerent reaction dynamics for branching
into product state$?"?® These differences in product state rovibratiatisiributions can
naturally arise, for example, from different enelgyel spacings and/or nuclear masses
responding differently to torques and forces indbreaking and exothermic energy release.

However, since nonadiabatic transitions arise fometgtally as a result of electronic surfaces
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being coupled by nuclear velocity terms in the Fgimiltonian?® a D/H substitution furthermore
offers a non-perturbative controlled modificatidrtloe corresponding electronic reaction
dynamics. As a result, a study of isotopic effertgproduct state distributions can shed
additional light on the nature of the nonadiabptimcess and the underlying potential surface
topology.

In this work, we present a study of the F #0H- HF + OH abstraction reaction at 6(2)
kcal/mol COM collision energy. Figure 7.1 showagent [FtPs1), F (°Py») + HO(*A,)] and
product [OHEM3), OHEMy) + HFEZ)] vibronic states along with the theoreticallyadhted
barriers for the lowest three electronic surfacklso shown is the energetically closed product
channel on the first excited electronic surfaceiciviadiabatically correlates with Py, +
H,O(*A,) reagents. Similar to the previously studied B-® reaction, the barrier height and
collision energetics are such that formation ofsmibit excited OH( M1y, products necessarily
requires nonadiabatic transitions to take placesTthe appearance of spin-orbit excited OH
product is an indication of hopping between Bormp@gheimer surfaces, with the detailed
rovibronic state distributions offering additionasight into the nature of the non-adiabatic
events.

The organization of this paper is as follows. .Se2 provides a brief description of the
experimental apparatus, focusing on additional fications required to minimize and correct
for background OH in the discharge radical sourteduct state distributions are presented in
Sec. 7.3, with data discussion and analysis obmotdifferences in Sec. 7.4. Conclusions of the

paper are summarized in Sec. 7.5.
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Figure7.1  Energetics for the reaction F »®l -~ HF + OHEMy;, 3. Barriers are obtained
from high level MRClab initio calculationg® Fluorine in its ground spin-orbit state can react
adiabatically to produce OH{3,) at our COM collision energies, but the higherriea to
adiabatically produce OF{l./) is not accessible. Therefore, observation af-pbit excited
product provides unambiguous evidence for nonatimbdgnamics. Energetically accessible HF
and OH vibrational states are also shown foPfhg, ground electronic state.

7.2  Experimental Technique
The present F + #0 measurements were carried out in the laser irtbiflicerescence

(LIF) apparatu¥ used previously. Reactions occur at the inteimedf two supersonic jet3in
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a 60 L chamber which is kept below 158 0orr by a 10 inch diffusion pump with a liquid
nitrogen trap and backed by a 26 liters/sec mechAroughing pump. Tunable narrow band
light (300 nm - 320 nmAv = 0.3 cm') from a frequency doubled, 532 nm Nd:YAG pumped dy
laser is used to probe OH product state distribstioy laser excitation on théZ(v=0)
X?Ma=3214v=0) and AZ(v=1) « X*Mq=31{v=1) band system, with the subsequent
fluorescence 1:1 imag&tvia two pairs of 10 cm focal length lenses and@yerture (5 mm)

onto a 5.1 crharea photomultiplier tube (PMT). This spatialdiing detection scheme
selectively probes a 0.02 &wolume, reducing scattered light on the PMT arstrieting data
collection to the center of the jet intersectiogio@ where the collision energies are optimally
characterized. Fluorine atoms are produced 7 om the probe volume by a 200 mA discharge
at the orifice (0.20 mA) of a pulsed valve, with 50 Torr backing pressafr&é0% F/He gas and
an estimated 10% dissociation efficiency ef A 2% mixture of water seeded in He is expanded
from a second valve 7 cm upstream of the probe.ld2articular care is taken to avoid
contamination of fluorine lines by moisture. Howewsome trace # contaminant is
unavoidably present in the discharge and produeesak jet-cooled OH background detectable
at our levels of sensitivity. To eliminate thesatibutions, we pulse our jet at 5 Hz, with
the F source, the discharge and probe laser pudsih@ Hz. Subtraction of signals with and
without the HO jet allows us to remove the contribution duedokground OH, which due to
supersonic cooling is present only in its lowesational states. Even for these lowest OH
levels, the discharge-introduced background isasféhctor of 5 lower in OH density than the
true reactive signal, and thus interferes minimalith extraction and analysis of the nascent

distributions.
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Reactions occur with a range of collision energibsse distribution is determined by
the angle between the two jet sources, the angplaad in each beam and the size of the LIF
collection volume at the jet intersection regidle estimate this collision energy distribution
with the aid of a Monte Carlo simulation similarttat used in previous reactive scattering
experiments probed by IR absorptitnin short, the simulation averages over randomtpoi
where the two gas jets overlap and samples pradaotl directions modeled by a given
differential scattering distribution in the COM fin@. A distribution of COM collision energies
is obtained by weighting each product-yieldingecapry by i) the probability a collision occurs
at a given point, ii) the probability of yieldingergy and momentum conserving products that
recolil into the laser detection region, and iig time spent moving through the probe volume.
Extensive statistical sampling (0° trajectories) ensures convergence in both the geeaad
variance of the energy distributions. Figure haves the resulting kinetic energy distribution
with <Ecom> = 6(2) kcal/mol, where 2 kcal/mol is the half Wicat half max. Due to angular
divergence in the unskimmed crossed jets, thezerisiderable geometric averaging of the two
collision partners, leading to a Monte Carlo anialyghich is insensitive to the model for product
angular recoil distribution. For example, the agerand standard deviation of the predicted
kinetic energy distributions vary by less than Gduite different [e.g., isotropic vs &8)]
choices. For simplicity, we proceed using an oty distribution of COM product recoil
directions.

One additional piece of information that can beagéd from our Monte Carlo simulation
is the probability of detecting OH products fronllistons occurring at various positions with
respect to the probed region. The result is angtyopeaked function with more than 90% of all

reactions taking place within 2 cm of the probetad-2 orders of magnitude smaller than the
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Figure7.2  Results of a Monte Carlo simulation used to pte@©M collision energy
distributions in the crossed-jet reactive scattegrperiment. The simulation yields a well-
defined COM collision energy distribution suffictein energetically access the barrier to
produce OH in its electronic ground state. Callsi with sufficient energy to access the
adiabatic barrier to produce spin-orbit excited @Hf,) are vanishingly rare.

mean free path in the probe region. We furthericonthe single collision nature of the scattered
flux by systematic studies as a function of backingssure, which show no change in the OH

experimental distributions with increasing jet dgnsThis, coupled with the <1%ollision
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probability for HO molecules traveling through the secondfHE jet, permits both formation
and detection of nascent OH products in the siogliésion regime.

High-speed, high-voltage switchifigon the first dynode is exploited to prevent
saturation of the PMT by light from the F atom tiisge source. Specifically, the voltage of the
first dynode and focusing assembly is switched fr@@00V to -1800V in 30 ns, a full 18
after the pulsed discharge is complete and yetiwaiace of the F atoms and/or OH products
reaching the probe region. The 10 ns probe lasten fired 3Qus after the discharge pulse,
ensuring steady state conditions for F atom reastith H,O and OH recoil into the detection
volume. The photoelectrons are amplified by 8.5%fi@he PMT and sampled in a boxcar
integrator (500 ns window) as a function of proéieel frequency. The laser is then scanned over
the?Z(v=0) ~ M(v=0) and’Z(v=1) ~ M(v=1) vibronic bands of OH~31,250 to 33,300 cm
1, in order to determine the complete OH(v=0,1)ilboonic distribution of product states. A
sample spectrum, along with a least squares &ktact populations (described below), is
shown in figure 7.3, where each data point reflacdthgle (HO on-off) pair of laser pulses.
Signal-to-noise on transitions from the most pofadaOH levels is ~600:1, which based on our
estimated product densities corresponds to a detesnsitivity of ~1x1HOH radicals per cth

per quantum state.

7.3 Results

Nascent populations are obtained from least squ#tiag the measured rovibrationally
resolved band contours to the well-characterizedfO# X spectrun®® For the v = 0-0 band,
populations are obtained from known line strengmhsarying OH densities in each of the 120

observed rotational/electronic states to find testlfit to the spectral contour. This method
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Figure7.3  Sample data from a LIF scan over the OH produetgiyng signal to noise ratios
of 600:1 on the strongest lines. T&e(v=0) — “MN (v=0) band is used to obtain OH(v=0)
populations reported herein, while the lack of noealsle signal in thé&x (v=1) — M (v=1)

band sets an upper limit 6f0.4% for vibrationally excited OH. Also shown et
corresponding segment of the simulated spectrum tasextract OH population densities from
least squares fitting to the full rovibronic band.

exploits the fact that each OH rovibronic statgyscally probed via 3 or more spectral lines
independently. To take maximum advantage of {hexsal redundancy, our scans include the
largely uncongested O and S branches, which corapEnfor the extensive spectral congestion
found near the Q branch band heads. Partial $mtor@f the probe transitions is taken into

account by Einstein B coefficients and measuredgahergies, as described in detall
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previously?? Specifically, this leaves only a single parametsrounting for probe laser beam
size, which is fit simultaneously with the desi@H populations over the entire spectrum. The
effectiveness of this saturation treatment cambuediately seen by examining fits to “satellite”
(i.e., ) € Fie spin-orbit manifold changing) transitions. Thesaks probe the same lower
state as main branch (i.eydy € Fi(2) spin-orbit manifold conserving) transitions, buedo

greatly reduced oscillator strengths, are lessetorsaturation. Excellent agreement between fit
and data (e.qg., for both,R3) and R1(3) in figure 7.3) is observed for every well-segiad
main/satellite pair, providing further confirmatiohan effective treatment of saturation effects.
To improve statistics and test for day-to-day drffects, five independent scans are obtained
over the full spectrum. The resulting state-reswlpepulations are then averaged to yield
reported values as well as to obtain estimatekeofinderlying statistical uncertainty. Scans over
the?Z(v=1) — 2M(v=1) band region reveal no observable lines withgmal to noise. This
translates into an upper limit for [OH(v=1)]/[OH(®¥ of < 0.004(1), which would be consistent
with the non-reacting OH bond behaving as a “spectarode® Extracted rotational, spin-

orbit and lambda doublet populations for the OH(vm@nifold are listed in table 7.1 and
summarized visually in figures. 7.4a,b.

The results warrant several comments. First ofallseen in the F +,D studies,
substantial OH population is observed in both tteeigd?M4,(N) and electronically excited
’Ma2(N) spin-orbit manifolds. This provides unambiguousievice for nonadiabatic surface
hopping behavior, since the transition state bacoerelating adiabatically with electronically
excited OH»(N) is inaccessible by more than 15-20 kcal/mol atctiveent 6(2) kcal/mol
collision energy. Secondly, summing over rotatlaral lambda doublet levels yields OH spin-

orbit branching ratios of 69(1)% and 31(1)% ifftty»(N) andMy»(N), respectively. This
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N | OH(M3,) OHEM3) OHEM ") OHEMy)

1 |.0822(9) .0874(78) .0277(18) .0231(34)
2 |.0794(5) .0772(16) .0312(13) .0321(17)
3 |.0677(9) .0583(14) .0321(12) .0316(34)
4 |.0474(8) .0406(44) .0269(14) .0164(7)
5 [.0321(2) .0248(18) .0187(9) .0140(5)
6 |.0185(2) .0111(19) .0124(1) .0094(2)
7 |.0116(12) .0074(3) .0083(6) .0059(9)
8 [.0079(7) .0067(1) .0057(4) .0040(1)
9 |[.0053(1) .0046(4) .0041(4) .0023(1)
10 | .0052(1) .0030(2) .0026(2) .0019(1)
11 | .0031(1) .0019(2) .0012(2) .0013(1)
12 | .0008(4) -.0002(2) .0006(1) .0006(1)

Table7.1 Fractional nascent rotational, spin-orbit and ldemtdoublet OH populations
produced from F + D > OHEM) + HF reactions atdm = 6(2) kcal/mol.

is remarkably close (within error bars) to the §8¢%o 32(1)% values noted previously for the
F+D,0 system, as illustrated more quantitatively farteaf the spin-orbit, and lambda doublet
components in figure 7.5a. However, it is import@nstress that this does not imply isotopic
insensitivity to the full rovibronic product stadestributions for these two systems, as can be
readily seen on closer comparison of the OH vs @fa.dlhat such differences exist is not
surprising; for example, one would expect lowertétes populated due to significantly4-

fold) larger OH vs OD rotational constants. Lesgiobs, however, is that these differences
survive after integrating over populations, i.a.the total rotationagnergy released into OD vs
OH spin-orbit states. For example, figure 7.5bpldigs the mean end-over-end tumbling energy
(with respect to the lowest state in each maniftdd}he four electronic sublevels, which
indicate ahotter rotational distribution for OH vs. OD formationmimics. We return to this

point in the discussion, but note for the momeat guch isotopic behavior (i.e., nearly identical



221

0.10 - a)
S r 2 +
% - [ |'|3/2
2 -
E [ |'|3/2
o _
S 0.05
O]
=
O]
m0_00 | Ii-h]—]“]lttrf -
b)
S 0.10 -
"CE 2 +
_3 —— |‘|1/2
8 [E— 2[‘11/2'
o 0.05
=
©

0O 2 4 6 8 10 12 14 16
N

Figure7.4  Rotational/electronic state distributions for @E product. Figure 7.4a) shows
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manifold, which is only populated as a result ohadiabatic transitions. The superscripts “+”
and “-“ refer respectively to the upper and lowardls resulting from lambda doubling in each

spin-orbit state.



222

172

o
o

mmm F+DpO -~ DF+0OD| |

mmm F+ H)O - HF + OH ||

Figure7.5 a) Electronic branching into the four manifoldsGifl radical, obtained by
summing over rotational states. Results from @avipus experiments on F +0 — DF + OD
are included for comparisdA. Within error bars, electronic branching is ideatifor the two
systems, b) Average rotational energy in each r@eict manifold shows distinguishable results
for OH vs OD, with the OH product being warmer.

o
~

o
w

o
N

©
[EEN

Electronic branching

o
o




223

spin-orbit branching ratios yet different partitiog of energy into rotation) would be consistent
with non-adiabatic surface hopping events occureigre predominant energy release into the

OD and OH products has taken place.

7.4  Discussion

We start by summarizing the relevant experimeuitgervations. 1) Rotational, spin-
orbit, and lambda doublet product state distrimgirom both F+ KO and F+DO reactions
have been obtained under single collision conditi@) Each isotopic system reveals significant
branching of the product OH/OD into spin-orbitited (?M/,) states, which requires non-
adiabatic hopping between Born-Oppenheimer eleictisurfaces after passage over the lowest
energy transition state. 3) Summed over rotatitagls, the spin-orbit and lambda doublet
product distributions from both F +,8 and F + RO reactions are experimentally
indistinguishable. 4) The end-over-end tumblingribsitions for OH/OD are different, with
larger average rotational energies appearing itOtHess. OD fragments.

We first consider if these OH and OD distributi@asmform to “statistical” expectations.
This is a word used broadly in description of nasg@eoduct states and deserves some
clarification. In the present context, we meanistiaal with respect to spin-orbit electronic
excitation, which is to say the states would beuytated (in the high temperature limit) in
proportion to their total (2J+1) degeneracy, 2&+2 and 2N for thés, and?M1, manifolds,
respectively. (Here N represents the resultanhdf@ver-end tumbling and electronic orbital
angular momentum and is J-1/2 and J+1/2ffby, (F1) and?M1, (F2) manifolds, respectively.
Several groups predict and have observed suchststat” spin-orbit distributions for the

molecular radical fragment from highly nonadiabagiactive bimolecular scattering events, such
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as the reactioli O('D,) + H, — OH(Mq) + H(Sw), which primarily proceeds via insertion into
a long lived complex. By way of contrast, inspewtof table 7.1 quickly reveals that the ratio
OH(M32)/OHEM 1) is not 2N/(2N+2), but is in fact larger by a facof 1.6-1.8, i.e., exhibiting
a clear propensity for ground vs excited spin-ostate formation. So in terms of electronic
excitation, F+HO and F+DRO yield nearly identical but clearhon-statistical distributions of
spin-orbit states in the OH and OD product

The photolysis literature provides some basis xpeetations. For example, statistical
spin-orbit branching is oftemot observed in diatomic photodissociation processash as HCI
+hv - CI(P) + H(*Syy). Instead of being determined solely by a 2J+2 {dr °P; atomic
states) degeneracy factor, the’B4)/CI (°Py) branching ratios are clearly non-statistics
as well as sensitive to variation in photolysis elangtti’ and H/D isotopic labeling of the
precursor. This arises in part from the high sytnynef the diatomic, whereby the orbital
electronic angular momentum projection along thermuclear axis isnquenched (i.e.
conserved) throughout the excited state recoila Assult, unpaired electron spin remains
strongly coupled to orbital angular momentum inhbey fixed molecular axis.

Considerably non-statistical spin-orbit dynamicalso observed in photolysis
experiments probing diatomic products from polyatoprecursors, including OFB{lq) +
H(®Sy/,) product formation from VUV photolysis of 8.3 Indeed, HO photolysis arguably
represents the most thoroughly studied polyatostesn from both experimental and
theoretical perspectivéSwith spectacularly detailed levels of agreemenmivben fully quantum
state-to-state resolved prediction and observakiene, due to the lack of collinear symmetry (or
equivalently, the presence of angular anisotrophénelectronic potential), orbital angular

momentum is fullyquenched in the HO electronically excited AB,) state, and develops as the



225

fragments separate. Thus, electron spin is langetpupled from the body frame initially, and
yet couples to the OF{l) product frame (particularly at low N) as the répooceeds and
orbital angular momentum projection becomes a gp@htum number. In the case ofCH

A('B,) state photolysis, this recoil process (and tleeeefhe transition from uncoupled to
coupled orbital and electron spin angular momeist#jought to be extremely fast, implying
stronglydiabatic behavior. In this limit/ spin-orbit, lambda doublet and even rotational
distributions can be remarkably well predicted frarsudden, Franck-Condon ligeojection of
H,O rovibronic wavefunction onto the OH radical proguas elegantly demonstrated in ground
breaking studies by Schinke and Balint Katti®“° It is worth noting that such a model requires
noa priori knowledge of where on the potential surface sumhadiabatic interactions occur,
only that the recoil process occur sufficientlyidipwith respect to the asymptotic spin-orbit
precession rate.

In contrast to unimolecular photolysis dynamicspdliecular reaction phenomena, such
as the F + BD reaction of interest, involve additional averagaver impact parameter and
orbital angular momentum. This makes the influesfceon-adiabatic coupling on final OH spin-
orbit, lambda doublet and rotational distributi@ustantially more challenging to predict and
interpret. Based on the COM collision energetias famte branching into the spin-orbit excited
state, we know that reactive collisions must beeng regions of the potential surface with
significant non-adiabatic coupling. What remainogen question of importance is in what
region or regions of the potential such non-adialmitrface hopping phenomena might be taking
place.

There appear to be differing schools of thoughthi® subject. The first is that surface

hopping occurs far out in the exit channel, whieedlectronic surfaces correlating
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asymptotically with OH{3/2) and €M1,) spin-orbit states are closely spacédn this model,
energy release into nuclear degrees of freedomr@@agion, vibration) occurs early in the post
transition state region, followed by evolution ifiteal electronic (e.g, spin-orbit and lambda
doublet) states due to angular momentum recouplitige exit region. Such a model, for
example, has been used to help interpret the tessteal distributions of spin-orbit states
observed in insertion reactions such afD®@ H,, which proceed via a long lived
intermediate’® The second view arises from the fact that barttsimolecular chemical
reactions often arise from strongly avoided cragsiof diabatic potential curves, and therefore
imply the presence of strong non-adiabatic couplijgamics near the transition state redibn.
This clearly appears to be the case for the L@ t¢action, as identified by Deskevich et al in
high level dynamically weighted multireference dgaofation interaction (DW-MRCI)
calculations’® These calculations predict significant stabilieatand curve crossing interactions
from ion pair states (e.g.; f H,O" and OH + HF') due to the anomalously large
electronegativities of F and OH in the reagent amodiuct channels, respectively. From this
second perspective, the regions on the potentitdeiof i) strong coupling by the nuclear
momentum operator and ii) rovibrational energyaséeinto products would effectivedyerlap,
with corresponding dynamical impact on formatiorfinél rovibrational and electronic product
state distributions.

In light of this comparison, important insight irttee surface hopping mechanics of this
reaction is shown in figure 7.6, which displays elegracy-weighted populations of OH on a
logarithmic scale for each electronic manifold thié abscissae are taken to be total angular
momentum exclusive of spin, i.eoN(figure 7.6a), clearly displaced curves are obseifor

formation into each of th&13,and?M., spin-orbit manifolds. This is quantitatively costsint
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with the observation made previously that the Obtipct spin-orbit distributions are formed
non-statistically, with a degeneracy weighted ra®eiMs2)/OHM12)*(N+1)/N of order 1.6-
1.8. However, figure 7.6b displays the resulthé &bscissae are simply chosen as Ee., the
total internal energy of the OH product due to end-over-end tumblingyspbit, and lambda
doublet contributions. Quite remarkably, the setowibronic product state populations for each
spin-orbit and lambda doublet component now li@@mngle smooth curve. This is a surprising
result which implies that each product OH stateupaton is determined purely ligtal energy
and degeneracyndependent of how this energy ipartitioned asymptotically between electronic
and nuclear degrees of freedom. Though addititbrearetical effort will be required to confirm
such a picture, the experimental data are strosughgestive of the second scenario described
above, whereby non-adiabatic surface hopping odaute immediate post transition state
region of the potential, simultaneous with interewllar forces and torques mediating energy
release into rovibrational degrees of freedom.

Previous studies provide some additional guidante respect to this interpretation.
While this work represents the first study of F #0Hwith LIF detection of the OH product, there
have been several repdit3®’ of the chemically analogous (though endoergic)ilianf
reactions X + HO - XH + OH where X =H, ClI, Br, or I. For exampledA.measurements of
the H + HO — OH + H, reaction also revedlproduct OH spin-orbit distributions which were
not fully statistical. A complement to these reaetstudies can be found in a series of
experimentdf and theoretic4f examinations ofionreactive, but electronically and rotationally
inelastic collisions between OH and.HThese studies have shown a strong propensity to

conserve the OH spin-orbit state, despite cleaalyrtg enough energy for intimate access to
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long range “asymptotic exit channel” regions ofgrtial surface. Similar studies show that
rotationally inelastic collisions between OH and Mi#ere X = Cl, Br, and |, tend to preserve
rather than scramble OH spin-orbit stat&sdespite, in some cases, having sufficient collisio
energy to surmount the transition state. Thesdtsesulicate insufficient collisional interaction
for statistical scrambling of spin-orbit populatsoat long range on the X +,8 > HX + OH
surface, and provide further support for the imaioce of non-adiabatic coupling in the
immediate post transition state region.

We note that this does not imply a complete absehoen-adiabatic exit channel
interactions for systems such as F sOHbut only that there is strong evidence for adddl if
not predominant contributions to surface hoppingashyics in the immediate post transition state
region. Though clearly challenging, it would be miogseresting to explore this prediction further
from dynamical wavepacket calculations on the $etl of non-adiabatically coupled electronic
surfaces. Indeed, an interesting and potentiathpkar system for exploration would be the atom
+ diatom reaction, BPsj,11) + HCI > HF + CI@Psp,12), for which spin-orbit energy levels in
the entrance and exit channels necessarily leadrieadiabatic avoided crossings and seams of
conical intersections in both the entrance andahannels. Toward this end, we have been
developing high level ab initio potential surfadesboth F + HO and F + HCI chemical
reaction system@*° These are based on dynamically weighted multieefee configuration
interaction methods and non-adiabatic coupling matement calculations, which in
conjunction with full S-matrix and/or wavepacketotdations should eventually prove useful in
further exploring the role of non-adiabatic cougland detailed comparison with quantum state-

resolved reactive scattering experiments.



230

As a final note, we compare results for L&Hand F+ DO reaction systems in a
Boltzmann plot in figure 7.7, where the populatiane scaled by the 2J+1 degeneracies and
plotted against the total end-over-end tumblingp-spbit and lambda doublet energy of the OH
or OD product. Both reaction systems reveal theeshetmavior independent of isotope, i.e. the
data as a function of internal energy lie on commanves. This implies that the probability of
forming a given final state depends on thtal internal energy and is insensitive to partitioning
between spin-orbit vs. end-over-end tumbling cbutions. However, the OH and OD
population distributions themselves are quite d#ife, for example, with higher rotational
energy release into the OH vs. OD product. Sudopsoner-specific behavior would again be
consistent with the proposed interpretation of adrabatic surface hopping dynamics occurring
prior to complete energy release into the produetpredominantly in the immediate post
transition state region.

Interestingly, the Boltzmann plots display two g of approximately linear (i.e.
“temperature-like”) behavior, with a clear kink mea780 cni* and= 470 cni* for F+H,0 and
F+ D,O reaction systems, respectively. Such dual-tenyrer&8oltzmann behavior would be
consistent with microscopic branching in the reactynamics, as has been seen, for example,
in both reactive and inelastic scattering at theligguid interface’® Based on AE = 24(2)
reaction exothermicity and 11.3 and 22.1 kcal/miotational energies of HF(v=2,1), it is
tempting to ascribe this break in the OH distribns (780 cnt = 2.2 kcal/mol) to the energetic
opening of the HF(v=2) co-product channel. Indéedependent experiments in our group
have used direct IR laser absorption methods ttyshe nascent HF(v,J) rovibrational
distributions from F + kKO, which reveal small but finite fractional popudat into HF(v=2),

more specifically with a 0.046(6):0.75(2):0.21(6)io observed forp= 2:1:0. As these IR laser
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Figure7.7  Boltzmann plots as a function of total (spin-ogtdits rotational) internal energy
for a) F + HO and b) F + RO reactive scattering. The data indicate a sigikkiquivalence
between spin-orbit, lambda doublet and end-ovebtung energy, consistent with non-adiabatic
surface hopping occurring predominantly in regiohthe potential surface prior to energy
release into the OH and OD products. Note the “thraperature” behavior evident in both
plots, with a kink at 780 cm' (2.2 kcal/mol) ane 470 cm* (1.34 kcal/mol) for OH (OD). The
short (long) dashed lines correspond to reciprsicgdes of 307 cih (595 cm') and 170 cnt

(606 cm') for F + HO and F + DO reaction systems, respectively.

studies were performed at somewhat lower colligioergies (Eom = 5(1) kcal/mol), the
HF(v=2) channel is marginally closed, which coukglain a larger fractional contribution into
the HF(v=2) manifold under tire 1 kcal/mol higher energy scattering conditionshef present
work. The isotopic availability of the FHD data offers one way to test such a hypothesis. A
similar analysis predicts the DF(v=3) vs. DF(v=Bgannels at Eom = 6(2) kcal/mol to be

endothermic and exothermic by0.9 kcal/mol and 6.9 kcal/mol, respectively, naitbewhich is
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consistent with the F + {0 knee experimentally observed at 470%ceril.34 kcal/mol. One

must conclude that the presence of such a strikihgl-temperature” signature in the

Boltzmann populations is not so simply ascribedilboational energy partitioning in the HF(v)
and DF(v) co-products. Nevertheless, such a commartinderscores the value of quantum state-
resolved reactive scattering studies on isotopiclbstituted systems, which we hope will

stimulate further theoretical efforts toward a deapnderstanding of the underlying dynamics.

75  Summary / Conclusions

We have measured nascant OH rotational/electrasichtiitions from the reaction F +
H,O - HF + OH at Eom = 6(2) kcal/mol, with comparison made to earligperiments in the
isotopically substituted F +4® —» DF + OD reaction. In both isotopologues, theepbation
of finite spin-orbit excited OH(11,) and OD{IMy,,) provides direct evidence for nonadiabatic
dynamics taking place in this reaction. A detaé@alysis of the rotational/electronic
distribution shows that the electronic spin-orbifiching ratio intdMs,and?My, states is non-
statistical and essentially identical for both prated and deuterated systems. Most
importantly, the final asymptotic product statetidimitions appear to be quite strikingly
governed byotal rotational/electronic energy, i.e., independerthefnuclear (rovibrational) vs.
electronic (spin-orbit/lambda doublet) nature & #xcitation. Furthermore, this surprising trend
is confirmed in both F + $D and F + RO reaction systems. Though this does not ruletaut t
possibility ofadditional non-adiabatic interactions at longer range, thistiongly suggestive of
i) non-adiabatic surface hopping and ii) rovibratibenergy release dynamics taking place in a

similar post-transition state region of the fulkguatial.
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Chapter VIII: State-to-state dynamics at the gas-liquid metal interface:
Rotationally and eectronically inelastic scattering of NO[*M,(0.5)] from
molten gallium.

Published in). Chem. Phys. 134, 234703 (2011)

8.1 Introduction

Fundamental studies of collisions between gasehadecules and condensed-phase
surfaces are crucial for developing a more complatierstanding of catalyst-mediated
chemistry' Of particular importance are inelastic scattepnocesses, whereby translational
energy in the incident gas phase projectile issfiemned into other degrees of freedom; if enough
energy is removed from translation, molecules stittk to the surfaceallowing further
heterogeneous chemical process to occur. Thiskasanslational energy may form phonon
excitations’ which ultimately arise from surface atom recoteaimpulsive scattering events. In
addition to direct translational energy transfethie surface, however, molecules offer a whole
plethora of channels involvingtramolecular excitation. For example, when small molecules
collide impulsively with solid surfaces, rotatiore{citation is especially facife.Energetically
accessible vibrational levels can also be exciteéhd a collisior?” although such processes can
depend strongly on the electronic structure ofctredensed phase mateflaFor example,
electron hole pairs (ehp) can be nonadiabaticaéigted during the scattering procésghich
represents a particularly important pathway foreoalar vibrational excitation and de-excitation
due to the small density of phonon states at eestgpical of stretching frequencit¥s">
Finally, low-lying electronic energy levels suchsgsn-orbit excitations of open shell species

represent yet another repository for energy trarmieof the incident translational degree of
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freedom®® The variety of energy pathways, present in eusple open shell molecule surface
scattering events, results in a rich dynamicalesysrom both an experimental and a theoretical
point of view.

Experimentally, the interplay between surface amgegtile can be examined in a variety
of ways. For example, high energy electron hole (eap) excitations in the surface can be
directly observed in chemicurrents surmounting lacBky barriet* or by electron emission
from a low work function metdf In addition, molecule-surface binding strength ba
examined by temperature programmed desorptioneg@PD):> which give an overall picture
of the various well depths for molecular trappirihese direct binding measurements are
supplemented by a wide range of studies probingeouids which do not remain on the surface
on the microsecond timescale, but instead scat¢dmstically. Mass spectrometry techniques
have proven very fruitful in interrogating angujarésolved velocity distribution$:*® Due to
energy conservation, these results can be immégdetalyzed in terms of transfer of collisional
motion to internal modes of both the surface amdsttattered molecule, but without the ability
to precisely determine which states have beenexkaitthose two channels. To interrogate
internal quantum state resolved distributions atteced species, a variety of laser-based
techniques have been employed. These technigdesiénlaser induced fluorescence (LIF) for
open shell speciés;?*resonance enhanced multiphoton ionization (REMPfand direct IR

absorption spectroscofy:*

Such spectroscopic methods are capable of pray@nearly
complete description of the electronic, rotatioaald vibrational state of the scattered molecule,
which have provided critical information about thelecular scattering dynamics.

A variety of theoretical methods are required idesrto gain insights into the results of

these experiments. Early studies of inelastidegag of noble gases from solid metal surfaces
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have been successfully analyzed in terms of anlsnguevent between the impinging atom and
a “hard cube” of the surface, with an effective mafa few surface atom. Implicit in this
picture is a loss of atomic corrugation in a "flgs-surface potential due to the presence of

delocalized conduction electroffs The resulting lack of momentum transfer in thengl for

such a flat potential surface results—;rer”2 being a constant of the motion; though not a vecto
guantity, this is often referred to as conservatibtparallel energy”. Consequently, the
dynamics prove to be more a function of the “norevedrgy"E, = % Mv?, rather than the total

collision energy. Since surface corrugation igdeined by the classical turning point of
impinging atoms, the metal surface potential betprsok rougher as collision energy is
increased. To treat such effects, this hard cudsrtrent was extended to a “washboard model”
by Tully and coworkers, where conservation of gaf@homentum continues to be assumed, but
now “parallel” is defined with respect to local fage corrugation rather than the global surface
normal®® In general, the net effect of such corrugatioa isoadening of the angular
distributions, but with the regularity of a singlg/stal surface capable of producing rainbow
scattering phenomena arising from a classical $amigy characteristic of an impulsive scattering
event,?

With the advent of diatomic scattering studie$3***focusing on NO, N and CO, new
internal degrees of freedom became available fplogation, with particular emphasis on
rotational excitation of scattered molecules. iRtgractions with a relatively shallow and flat
molecule-metal potential surface such as NO + Ag)1the principle of parallel momentum
conservation continues to hdidl.For these systems, the extent of rotational atioit increases

with collision energy, but the scattered distribng were found to be independent of parallel
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momentum in the incident projectile, consistentwvihpulsive scattering (IS) dynamics.
Furthermore, rotational rainbow behavior has aklsenbobserved at high collision energy in
these systen$:>?> By way of contrast, for the NO + Pt(111) scatigrsystent? rotational
distributions were found to be largely independ&nhcident energy, a possible manifestation of
a strongly attractive well between surface and daige. This insensitivity to incident beam
parameters indicated the existence of a true tngpgesorption (TD) channel characterized by
complete thermal accommodation with the surfadee fact that collision dynamics can occur in
such different regimes points to the importancearfsidering both the attractive (trapping) and
repulsive (impulsive) parts of the molecule-surfateraction, as each appears to be capable of
influencing scattered distributions. NO on metas proven to be an especially interesting
candidate for examining the relative importancattfactive vs. repulsive effects. Since the N-
end is much more strongly attracted to the metdihse>® slowly approaching NO molecules
can be highly sensitive to the anisotropy of theaative potential on approach. Several studies
have examined the effect of strong static fieldsctvlorient one end or the other towards the
surface prior to scatteriridwhile others have focused on varying the deptihebinding
well 24

In addition to studies of single crystal metal agds, the field of inelastic scattering from
condensed phases has been extended to a widey\@drieterfaces. These systems include
passivated solid metal surfacdgraphite®® salts®’ organic monolayer§ and liquids® In
particular, the study of scattering from liquidshygelded fascinating phenomena, such as the
prospect for monitoring long term loss of species,("solvation") into the bulR? Several
experiments have involved scattering from liquidypters® which tend to be characterized by

comparable probabilities of both TD and IS trajeem The resulting bimodal distributions
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have been measured in both translatifreid rotation&lproduct state distributions, with the
ratio of IS to TD character being particularly séme to (and therefore serving as one metric of)
the surface “hardness”. Interpretation of thegeitl polymer studies has been enhanced by
measurements on organic self assembled monofay&#&M) which approximate liquid
behavior while being much more amenable to detailederical trajectory simulatiorf§**
While such simulations do correctly predict the exmentally observed "dual-temperature”
thermal and hyperthermal Boltzmann behavior withagably quantitative accuracy, even
nominally pure IS scattering events appear to beidated by molecules interacting
collisionally with the surface two or more timeddre being ejected back into the gas pHase.
To extend liquid scattering measurements beyonghpel surfaces, some research has
also been done on ionic salt solutiGh&nic liquids?®**and molten metafs:*>184647Of
particular interest to the present work, many ligoietals exhibit very high surface tension and
therefore a high degree of flatness in the gasasarpotential’*® Additionally, some are
characterized by vanishingly small vapor presseven at temperatures well above their melting
points. Furthermore, liquid surfaces are freetafis defect sites such as steps and terféces,
which eliminates experimental complications dusudace inhomogeneity. Instead, local
roughness is governed by surface capillary wavasse distribution of amplitude versus spatial
frequency is controlled by surface tension and &napire. Interestingly, this means that the
roughness of these molten metals can be experitheata reversibly tuned simply by varying
the temperature of the bulk liquid. Capillary wad the highest spatial frequency correspond
to oscillating of single atoms in and out of theface. In Ga near its melting point (303 K), for
example, this motion is expected to introduce fiotuations on the order of 0.1 A along the

surface normal’>° While 0.1 A is extremely small for a typical iiator liquid surface, this
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fluctuation is actually quite large when compare@ tsingle crystal metal surface, which can be
smoother by two orders of magnitude for specifioicls of scattering molecule and collision
energy?°

Despite this high level of relevance, very few sggchave examined scattering from
molten metal surfaces, and none have examinedretsdéved distributions of inelastically
scattered molecules. A series of experiments ldtson and coworkers examined velocity
distributions due to scattering of noble gas atfnoms liquid metals, *®revealing behavior
intermediate between that of solid metals and digqualymers. Unlike scattering from polymers,
bimodal (TD/IS) translational energy distributiomsre not found to be the norm for these
systems. Instead, the results could vary betweenndhelmingly IS scattering, overwhelmingly
TD scattering, or some intermediate trapping praivgbby choice of incident atom and
collision energy. However, compared to solid ngettle angular distributions of the scattered
species from liquid metal interfaces were foundécconsiderably more diffuse, which was
attributed to the increased surface roughness. paoed with solid surfaces of comparable
atomic mass, the liquid metals permit more effickeansfer of incident collision energy into
surface phonons, which again could be attributeahtoncrease in surface roughness.

To further explore the properties of scatteringrfra liquid metal surface, we have
performed a series of experiments probing theifitdirnal state distribution of NO after
scattering from molten Ga. This represents tlse fully rovibronically-resolved study of
molecular scattering from a liquid metal surfaggngicantly building on and extending time-of-
flight inert gas scattering efforts in the Nathamgooup as well as early low resolution |
fluorescence studies by McCaffery and coworkeféSuch quantum state resolved investigation

of molecular scattering provides a novel opporgutotprobe the effect of dynamical roughening
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by capillary waves on internal degrees of freedémaddition, a detailed comparison between
rotational distributions obtained for NO from maitenetals vs. various single crystal surfaces
offers the opportunity to identify properties unggio liquid metal scattering dynamics. At the
same time, a close analysis of scattered spin-digdiibutions may allow some insight into
nonadiabatic electronic dynamics during the scatjgsrocess’ In order to survey these
previously unexamined aspects of molecule-surfatactions, we use laser induced
fluorescence (LIF) techniques to probe rotatiowdational, and spin-orbit distributions for NO
molecules specularly scattered from a liquid gallisurface.

The organization of the rest of this paper is #isfies. Section Il describes details of a new
experimental apparatus used to measure state-eelsedattering from liquid metal surfaces.
Section Ill presents first results from this appasaspecifically quantum state distributions for
ground state NO scattered from liquid Ga, wherati@bal and electronic distributions are
studied as a function of incident energy,{E 1.0 - 20 kcal/mol) and surface temperatureT
313K - 580K). Section IV compares the current itssio previous studies on NO scattering
from various single-crystal metal surfaces as aglstudies on scattering of noble gases from

molten metals, with conclusions and directionsfiiwther effort summarized in section V.

8.2  Experimental Technique

The apparatus is based on supersonic molecular beattering of NO reverse seeded in
buffer gas from a liquid Ga surface, with the nascevibronic quantum state distributions
monitored by laser induced fluorescence (LIF) awtband region of NO. The experiment
(Figure 8.1) is carried out in a cubical 96 L vacuchamber with a base pressure of 1.5% 10

torr, which is maintained by a 1500 L/s turbomolacpump. Background QOevels are
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Kinetic Energy:
1-20 keal/mol

Cooling Water

Figure8.1  Schematic of the liquid metal scattering experiméhninable energy NO
molecules (&c = 1-20 kcal/mol) are generated in an Evan-Lavigejavith the resulting
supersonic jet skimmed before colliding with a renlGa surface heated to between 313 and
600 K. Scattered molecules are detected by cohkd€awhich probes a 5 mm section of the
excitation laser beam. The apparatus has fletibiii excitation and detection geometry;
however, the incident angle for the current expents is fixed at 45(5With detection at the
near specular angle.

monitored with a residual gas analyzer, which repestial pressures < 1xf@orr. At these
pressures and from previous x-ray scattering @xidation of the Ga surface after Ar

sputtering is not expected to occur on the 2 hiouegcale of a typical experimetit.Liquid Ga
(99.9999% pure) is held in a stainless steel cte¢h4 cm x 2.4 cm x 0.5 cm) whose
temperature is varied by a resistive heater. Tjued Ga temperature is measured with a type K
thermocouple mounted in the crucible, with maxim@mperatures currently limited to 600 K

by the choice of resistive heater. By way of conéition, a second comparison thermocouple
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inserted directly into the Ga liquid itself is falito agree within 1° C with the crucible mounted
one. Ga vapor pressure is vanishingly small evéneahighest temperature investigated in this
study (580 K), which results in no observable ctesingthe ~ 18 torr chamber pressure upon
surface heating. While these measurements arakath at temperatures above the 303 K
melting point of Ga, the metal is readily obsert@fiorm a supercooled liquid state far below
the freezing temperature, further attesting tohilgé purity of the sample.

Prior to each wavelength data scan, the surfasgstematically cleaned with a beam of
2 keV Ar ions at 1QuA for 20 minutes. Application of the Asputtering beam to a Ga(l)
sample freshly introduced into the vacuum resulis systematic 10%ecrease in the scattered
flux of NO molecules into the 45pecular detection region. This decrease satundties: time
constant of a few minutes of cleaning and doesetmver in vacuum over several days, which
we attribute to sputtering removal of a thin suefagide layer. Indeed, when exposed to
atmospheric pressures of,diquid Ga is known to form a 5 A film of G@s, as has been seen in
x-ray scattering studi€s. This oxidized surface is expected to be lesshlexhan pure Ga(l),
which is freer to undergo capillary wave motiorhus, the decrease in specular scattering
observed with Af cleaning appears to be a result of dynamical reniyiy of the surface upon
removal of the oxide layer. Since NO is known xidze Ga less effectively than,(dosage
from the incident beam is not expected to readh Wie surface on the timescale of this
experimenf? Furthermore, comparisons of specularly scattBue@s before and after each
LIF scan show no indication of degradation in stefaleanliness nor change in the reported
rovibronic distributions. In order to establishther confidence in our surface protocol,
however, the molten Ga surface undergoes 20 miwitsputtering routine immediately prior to

each and every data run.
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NO (99.5% pure) is mixed in a variety of gasea abncentration of 1% NO / 99%
buffer. By seeding in Ar, Ne-70 (70% Ne, 30% Hd¢, and H buffer gas, the incident beam
kinetic energy can be varied from 1 to 20 kcal/ffolChe supersonic jet is produced by an Evan-
Lavie pulsed jet sourééwith a backing pressure of 4000 torr and an opgtiime ~ 40us.

Under these conditions, the incident beam is velg (see figure 8.2), with incident beam
temperatures ranging from 1 to 3 K depending orsfieeific seed gas used. Thus, the majority
of incident NO molecules are cooled down into the (A-doubled) lowest quantum states
{?n¢,(J =1/2)and’M,,,(J =1/2)}. At our experimental sensitivity, no spin-orlgixcited
{*n,,,} states at 120 cthhigher energy are detectable in the incident beenth translates
into an electronically excited fraction of lessrit6 x 10*. The supersonic jet is collimated by
a 3 mm skimmer 5.3 cm downstream from the valviceriafter traveling another 8.6 cm, the
molecular beam strikes the liquid Ga at 45° todinéace normal. While LIF detection is
performed at a nominal 45° specular angle for tireetit experiment, the valve, sputtering
source, and crucible are all mounted on a rotatafdetranslatable structure. This flexibility in
support structure is designed to allow both incidemd scattering angles to be varied in future
studies.

Scattered molecules are detected by LIF at wagdtemear 225 nm to access {he
bands (A < X?M1/23) of NO>® The laser beam is obtained by tripling the outf YAG-
pumped dye laser operating with LDS-698 and charaed by a linewidth of 0.4 ch Spatial
apertures are used to reduce the beam size toxamattely 3.5 mm inside the chamber, with the
pulse energy kept below|® to avoid saturation of the LIF transitions. Ldgght enters and
exits the chamber via fused silica Brewster windavesinted on 43 cm baffle arms. Inside the

baffle arms, window scatter is blocked by four dandiscs with inner diameter ranging from
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Figure8.2  Populations and sample LIF spectrum (inset) of N@ecules in the incident
molecular beam. An Evan-Lavie valve is backed w0 torr of 1% NO in Ar, producing a
supersonic beam which can be parametrized by aawghtemperature of 3(1) K. At this
temperature, the majority of molecules are in thetiational and spin-orbit ground stat/»(J
=0.5).

0.46 cm near the window to 1.1 cm at the entrandkd scattering chamber. The laser passes
1.6 cm above and parallel to the Ga surface irsthttering plane, with the fluorescence
collected by 1:1 confocal imaging through a 4 mnoudar mask. The measured fluorescence
therefore originates from a well defined volume sédength is determined by the pinhole and
whose depth/height corresponds to the UV laser lttameter. The imaged volume is
positioned to interrogate specular (45°) scattefiam the surface, while successfully blocking
any fluorescence signal from the cold incident roolar beam. After passing through a UG5
filter (which absorbs laser beam scatter), fluoeese from vibrationally off-diagonal transitions
is imaged on a 5.1 cm diameter solar-blind phottiplidr tube (PMT). To maximize collection
efficiency, the entire optical system, including tAMT, is placed in a 6.4 cm invaginated tube

extending into the vacuum chamber. The necessamyun seal is formed by the first plano-
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convex imaging lens at the end of the imaging téddywed by a second lens, the pinhole, and
the PMT.

Fluorescence signals are electronically gatednanchalized to laser energy on a shot-to-
shot basis. Due to the congested nature of tleistepm, analysis is performed by directly fitting
ground state populations in a STARPAC least squrprogram>® Transition line strengths

from the LIFBase databa¥are used, with laser pulse energies low enougipéoate in a fully

unsaturated regime. We extract populations fofdbe electronic sub-levels’f1$,,(J),

n/,J),2ns,,J), 2nt,(3)} up to a maximum J value of 50.5, at which polre photon
signals begin to be comparable to background photise levels. Figure 8.3 shows the results
of the analysis when applied to a static fill of NCthermal equilibrium with the room
temperature chamber walls. The observed popukatioa Boltzmann plot (see figure 8.3) agree
guantitatively with the expected room temperatid@ R distribution, which further confirms the

reliability of our line fitting and population exction protocol.

8.3 Results
By way of first test results, an LIF spectrum Igaoned by scattering NO at,E= 1.0(3)
kcal/mol from a Ga surface at ¥ 313 K (figure 8.4). Also shown in figure 8.4asmall piece

of the simulation obtained from the least squaitgzrdcedure to find ground statér,,,)

populations. Note the substantial presence ofreleically inelastic scattering to produce
molecules in the spin-orbit excitéls, manifolds, despite the fact that these levels are
vanishingly populated in the incident beam. Exwegopulations from all four electronic state

manifolds form a straight line when plotted on dtBmann axis vs. rotational energy, indicating
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a quasi-thermal distribution which can be adeqyatgresented at these low collision energies

by a single effective "temperature". In fact, éoseries of 3, (J) distributions taken at

4x10°8 Torr NO % o B ) e 2
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Figure8.3  LIF analysis procedure applied to a 300 K static ii@4x10°® torr). When
plotted on a Boltzmann axis, populations extrafteoh the spectrum agree well with the
expected 300 K distribution. Inset: energy leviadam for NO(XMg) showing the spin-orbit
splitting of Espin-ormit. = 125 cm and negligibly small energy difference betweenddmdoublet
levels.

increasing values ofif (see figure 8.5), Boltzmann plots continue to bgragimately linear out
to at least E; = 1000 cn', with a strong warming trend clearly visible afsiaction of collision

energy. Indeed, at the lower incident energigg €£1.0 and 2.7 kcal/mol), the plots are
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described by single exponential behavior up tostgeal to noise limit, which would imply
accurate characterization by a single rotatiomapterature. At higher collision energies.{E

10 and 20 kcal/mol), however, the slopes appefatten out at rotational energies above 1000

“ie = 1.0(3) Keal/mol
Imaged spot

IEI- _ 450 h _-...‘\_ _‘LB = 45&}

mn — ot

I'Gatﬂ';- 313 Kl

; LIF signal
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i

Lkl
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44100 44200 44300 44400
-1
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Figure8.4  LIF spectrum of specularly scattered NO taken;atZ£1.0(3) kcal/mol, §= 313
K, Binc = 45°. Also shown is the least squares simulaiged to extract populations, with a
small sample region near 44300 tisiown up to indicate the quality of the fit. Timset above
shows populations plotted on a Boltzmann axisatsitional energy of the scattered molecule.

cm?, as shown in Fig. 8.6. This could be interpréted number of ways, e.g., i) microscopic
branching between trapping-desorption (TD) and ilsipa scattering (IS) components or ii)

rotational rainbow contributions to the dynamicéigher rotational excitation. Though the
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physical origin for this curvature at high-J is @ns to be determined, the net effect on the
average rotational energy transfer is negligibly smalltte interest of consistency, therefore, we
prefer to report <> or <E>/kg as a simple one parameter metric of the distiimstrather

than the more model dependent slopes fitted fr@olezmann plot.

T,=313K
—e— E, .= 1.0(3) kcal/mol
4 —m— E  =2.7(9) kcal/mol
v<E >/kB = 790(20) K —e— E,.=10(3) kcal/mol
9 rot v E, = 20(6) kcal/imol

\
v —Z

<E,>lk; = 439(20) K

-6 1<E, >/kg = 232(20) K

<E_>/k, = 276(10) K

0 200 400 600 800 1000
-1
Erot (cm”)

In[population / (2J+1)] {11°, .}

Figure85  Boltzmann plots for thé[¢,,(J) manifold, taken over a 20 fold range of

incident collision energies. Data shown,(E 1000 cnt) can be reasonably well parametrized
by a single effective temperature, which can beradttively estimated from <§&/ks. Note that
the effective temperature /kg for scattered NO obtained is <dt the lowest k., with
values increasing substantially with collision egyer Distributions have been displaced along
the ordinate for visual clarity.

As the surface is heated, the effect op&kg is a weak but approximately linear
increase with surface temperature, as shown indi§u/ where the dashed line represents the

results expected for fully equilibrated TD evenBsy way of contrast, the scattered rotational
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energy increases quickly with incident energy bsaiface temperatures. Furthermore, at the
two lowest energies (& = 1.0 and 2.7 kcal/mol), the rotational distrilous are sub-thermal, i.e.
<E.>/ks < Ts. Interestingly, the results at these two colhsemergies are clearly

distinguishable, meaning that these sub-thermahlytered molecules have not “forgotten” their

T,=313K E_=20(6) kcal/mol

5. a = 0.47(2)
-8 -

846(13) K
_10 ]

1l 283(7)K

0 1000 2000 3000
-1
Erot (cm”)

In[population / (23+1)] {11°, .}

Figure8.6  NO rotational distributions in thérn¢,, manifold at high incident energy and

over a wider range of rotational energieg;(€3000 cni'). Data shown fofTl 1, at Ts=313 K

and B, = 20(6) kcal/mol. The Boltzmann distribution &glinJ is also surprisingly linear,
suggesting the validity of a two temperature maugbf the data. Fitted parameters are shown
on the plot, with low-temperature component of Z33, high temperature component at
846(13) K, and branching ratio for specular scatter 0.47(2).

incident kinetic energy, and thus can not at lbastntirely ascribed to a trapping-desorption

O(En)

(TD) scattering process. Slopes are fitted todidi@ in figure 8.7 to obtain—T as a function
B S
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of Eine, with the results tabulated in the first columrtaifle 8.1. Simply stated, this slope

represents a unitless measure of the efficiencpo¥ersion of surface energy into rotational

o(E
energy at a given incident kinetic energy. Itasable tha k< a[|_°t> increases with higher values
B S

of Einc, despite a simple zeroth-order expectation thairtiportance of surface temperature

e E, _=1.0(3)kcal/mol
m E_ _=2.7(9) kcal/mol
A E,_=10(3) kcal/mol
1000 - v E,.=20(6) kcal/mol
@) /
M 800 | ¥
—\é‘.’.}
N M., —
e =T N<E >=k.T
- ‘ro B~S
T 400 P o
200 1 ‘ ‘ |
300 400 500 600

1 (K)

Figure8.7 Dependence of average rotational energygnaed Ts. Here, rotational energy
has been averaged over the four electronic substdtdO. Scattered rotational energy depends
strongly on k. and weakly on & The dashed line represents complete rotational
accommodation with the surface, such as might peated for pure trapping desorption (TD)
behavior with no dynamical effects resulting frorit ehannel barriers. Note that the
experimental results are in clear disagreement suth a prediction with values both below and
above kTs as well as strongly dependent op.ENote also the consistent increase iR&ks

at all B¢ with Ts, which could be consistent with a model of rotaéibexcitation enhanced by
surface capillary wave roughening at the Ga(l)riate.
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might decrease as it becomes overshadowed by larger incidentikie@ergies. This suggests
instead that, as the NO molecules penetrate dastpeahe repulsive part of the NO-surface
potential, they become more sensitive to thermdhsa capillary wave motion of the Ga atoms.
In addition to information about the rotational dsgof freedom, the spectrum contains
distributions among the four electronic states geigrally accessible in this experiment. First of
all, theA-doublet (e/f) level populations in the high J limeflect the relative propensity for the

unfilled p orbital lying i) in, or ii) perpendicutdo, the end-over-end plane of rotation. These

Einc (kcal/mol) O<Eor>/kedTs OTeie OTs
1.0(3) 0.3(1) 0.2(1)
2.7(9) 0.4(1) 0.4(1)
10(3) 0.6(1) 1.0(2)
20(6) 0.6(2) 1.6(2)

Table8.1 Rate of increase of scattered rotational and @euirtemperature with surface
heating. Interestingly, the slopes for surfaceperature induced rotational excitation are in
respectable qualitative agreement with predictmfits 0.5 from the simple Bowman-Gossage
“rotational cooling" model for desorption from ro&tates bound to the surface. The
corresponding slopes representing the dependersg@rebrbit excitation on surface temperature
are both i) much lower at lowfand yet ii) appear to displays a much greaterit@nsas the
incident collision energy is increased.

(e/f) populations agree to within experimental etrars at each value of total angular
momentum J, which implies an absence of largenmitacular orbital alignment effects in the
scattered flux. However, as seen in figure 8.&¢etlagppears to be a small but clear correlation

between spin-orbit excitation and rotational enegrgyh the rotational temperatures slightly
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higher for the excitecf13,) vs ground {11, electronic state. While this is a relatively reet
effect (10%-15%), it is consistently reiterategtath of the values ofsland E.
We can probe the electronic degree of freedom sdraemore quantitatively by

analyzing the NO population distributions in terofi@n approximate "electronic temperature".

This can be obtained from the following expression:

FZI:—S/Z} seh, (8.1)
600 | — 2|-|1/2 E... = 1.0(3) kcal/mol ~
2 2I_|3/2 -
X T k/'
xm 400 b _ _ - - .
S~ _ _
N_ |~ _
o
LL |
V 200
O I I ' T
300 400 500 600

Ts (K)

Figure8.8  Correlation between electronic and rotational gpém the scattered products.
Spin-orbit-excited{1s:,) molecules appear to be consistently scattereu slightly more
rotational energy than the ground stat8l (,,) species. Note, however, that the rotational

temperatures for both electronic states at lowdieai energy (k. = 1.0(3) kcal/mol) are
substantially below thermal trapping desorption ( piBedictions.
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Wherelzl‘l QJ represents the summed population ofialbublet and rotational levels with spin-

orbit charactef2. This expression is based on the simplifying agsion that the spin-orbit
splitting (eso) is only weakly dependent on rotational staterghg justifying the extraction of a
rotationally averaged electronic temperature iruadis case (a) picture. Of course, this is only
rigorously valid for low end-over-end rotationalaguium number (N), since at sufficiently high
N, the NO angular momenta become better descripedHund’s case (b) coupling scheme.
However, Hund’s case (a) provides an adequatediicstr description of angular momentum
coupling up to where the adjacent rotational sgabecomes comparable to the spin orbit
splitting. For B= 1.7 cm® andeso =125 cn', this occurs at N 35, i.e., at rotational energies >
2000 cni and corresponding to population signals already tree background noise limit. For
the purposes of an electronic temperature estirttegegfore, we can thus approximeageto be
=125 cmi* and independent of N. Figure 8.9 summarizes thaltieg electronic temperatures
and variation with ‘§and E,.. While somewhat noisier than the s&/kg measurements in
figure 8.7, the trends are unambiguous, revealidga sensitivity in the scattered electronic
temperature to the temperature of the surface dswéhe incident collision energy. In
agreement with what was observed for rotationaitatian, the electronic temperature is again
systematicallycolder than the surface temperature (dashed line) dotiest collision energies,
butincreases dramatically to values excess of the surface temperature at the highest coflisio
energies. This can be further quantified in terfnthe unitless slope of scattered average
rotational energy per increase in surface tempexdas reported in table 8.1). This again shows
a modest but quite clear increase in electronid&ien with surface heating, as well as a very
strong increase in this level of excitation witlkigkent collision energy. Interestingly, a closer

comparison between figures 8.7 and 8.9 as welllale 8.1 reveals substantial differences
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between the surface temperature dependence foiorathvs. electronic degrees of freedom. In
particular, the average electronic energy in tlateped NO flux is both i) colder and yet ii)
more responsive tosfthan the corresponding rotational degree of freed@Vhile the very
presence of spin-orbit excited products indicatesessource of non-adiabatic coupling, its
sensitivity to surface temperature is intriguingaagsl. This effect, along with the fact that
electronic temperatures are somewhat close tafltae surface, combine to rule out a simple
picture for “statistical” 4:2 population of Né{z/) vs. NOM1s) upon leaving the surface. In
fact, these results may point to the importandatefraction with surface electron-hole pairs

during the collision event, as will be discussediore detail in section IV.

1000 4 —®— E, .= 1.0(3) keal/mol
—e— E, . =2.7(9) kcal/mol

—y— E,_ = 10(3) kcal/mol
| —a— E, . =20(6) kcal/mol

300 400 500 600
T (K)

Figure8.9  Electronic (spin-orbit) temperatures as a functbsurface temperature and
incident translational kinetic energy. Note thetsynatic increase ingf. with surface
temperature (J) as well as a rise with incident energy,{E Compared to the rotational
temperature behavior shown in figure 8.7 and t8tlethe spin orbit temperatures are both i)
significantly colder and ii) more sensitive to € heating at the higher collision energies.
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The quantum state resolved data also providesad¢oenformation on NO (v > 0), and
therefore the role of vibrationally inelastic extion in the gas-liquid metal scattering event.
Indeed, the sensitivity of the LIF method is su#fittly high to detect trace fractional amounts
(5x10°) of rotationally cold NO(v = 1) in the incidentdm® immediately downstream from the
expansion orifice. This amount closely matchesibygulations expected due to thermal
population of this state in the room temperatuagsation region, which is then inefficiently
cooled and therefore frozen out in the supersorparsion. However, despite this high
sensitivity, we do not see any vibrationally inélasollisions in the NO flux that eventually
scatters from the Ga(l) surface over the curremjeaof temperatures. This is not a matter of
insufficient incident energy; we still observe sigaLIF signals out of rotational levels as high as
3000 cnt, i.e., well above the fundamental NO vibrationzang of= 1904 cm'. More
guantitatively, if we assume a NO(v = 1) rotatioteahperature similar to or cooler than that of
NO(v = 0), we can place an upper limit of 2.6%dh the vibrational branching to produce
vibrationally excited v = 1 molecules on scatteriram the Ga surface. Such a low probability
of collisionally excited states is typical for iating liquids, where the probability for
vibrational excitation would be expected to be $maé to the large energetic mismatch between
surface phonon spacing and NO vibrational spatitpwever, this is somewhat more
surprising for a conducting liquid metal, whererthelly populated electron hole pair states
could in principle provide an alternative pathway fesonant excitation of NO(v=1). The fact
that we see so little vibrational excitation suggélat there is an insufficient density of
thermally populated ehp excitations even at thbdsgtemperatures currently studiecbg0 K).

If the limitation is indeed ehp excitation densityis would predict an exponential sensitivity to

increasing temperature. We are therefore presamljifying the crucible design to achieve
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temperatures up to 1200K, which from simple Boltamaredictions should permit access to an
order of magnitude higher density in ehp statesrast with the 1904 cthNO (v=1) vibration

at the liquid Ga interface.

84  Discussion

For low internal energies in the scattered NQ, (k€L000 crit), the rotational
distributions are well-described by a single effectemperature. Furthermore, for low incident
energies (i.e., 1.0 and 2.7 kcal/mol), where theidl@nticipated to have a sufficiently long
residence time to lose all memory of the initiad-gjguid collision event, the rotational
temperatures in the desorbing flux are system#&ficalder than that of the Ga(l) surface. Such
a "rotational cooling" behavior has in fact beesated for NO scattered from many solid
surfaces, both metallic and non-metaffié? This can be alternately viewed in terms of dethile
balancé considerations to indicate sticking probabilitiesler equilibrium conditions which
decrease strongly with rotational energy of thédest molecule$! The quasi-thermal and cold
rotational distributions obtained in the currenidst at these low energies can therefore be
tentatively ascribed to predominantly TD scatterimgt with barrier dynamics in the exit
channel for desorption resulting in a systematieeliong of the average rotational energies, as
discussed in more detail below. We again stredsstieh a simple TD description of the
collision dynamics is clearly not completely cotresince the characteristic rotational
temperature varies with incident collision energgrothe entire range studied, even revealing
small but statistical differences at the lowegt € 1.0 kcal/mol (Tot = 232(20) K) vs. k. = 2.7
kcal/mol (Tot = 276(10) K). This suggests that additional inheeveraging must be involved,

possibly in the distribution of residence times/anchiumber of surface interactions as a function
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of energy before desorption into the vacuum. Botther measurements and theoretical
treatments will be required in order to better ustind how such rotationally cool yet quasi-
thermal behavior is achieved in the scattering dyns.

The fact that the scattered rotational distribuadiow E,. are well characterized by
temperaturesolder than Ts differs qualitatively from observations of theatvnal dynamics of
CO; collisions with insulating liquids such as perflimated polyether (PFPE. In these
previous studies, similarly low energy collisiols§ = 1.1(3) kcal/mol) resulted in scattered
rotational distributions in essentially perfect gtiative agreement withglover a range of
temperatures and completely consistent with a Tiidated process and a J state independent
sticking coefficient. In contrast, the sub-therraall incident-energy-dependent rotational
distributions obtained in the current study of NO@a(l) cannot be explained by a purely TD
channel with sticking coefficients independentrafident rotational state. Overall, the
qualitative features of the NO rotational distribas from Ga(l) appear to have more in common
with scattering from single crystal solid metalaritwith previous measurements from insulating
liquids.

These trends are examined more closely in figurg@aBand 8.10b, which show a
collection of experimentally measured rotationahperatures for NO scattering from a range of
single crystal metal surfaces. Results from threeti Ga study are also plotted together with the
literature values, with <g>/kg taken as an approximate measure of rotationaldesiyre. The
fact that these studies were done at a varietyfrface temperatures and ii) experimental
collision geometries poses a minor problem for dgtetive comparisons between the different
systems. Fortunately, experiments have revealgdaonweak dependence of,fon Ts for all

these systems, as well as an insensitivity,gftd detection angle. Thus, for the purposes of the
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present comparison, variation in both surface teatpee and detection angle is neglected, with
<E;or>/kg vs. Enc plotted in figure 8.10a for a range of NO-metadtsering systems. Incident
scattering angle, on the other hand, has been stmhawve a significant effect on scattered NO
rotational distributions, and so should also betaikto account. One common way to do this
would be by assuming conservation of the NO trdizglal momentum parallel to the surface.
While the extreme smoothness of single-crystal heturfaces does justify such an assumption
in many case¥’ the corresponding validity for liquid metal suaaremains as yet untested.

Nevertheless, figure 8.10b shows the same datasetfigure 8.10a, but with conservation of

2000 4 2000 4

Ga (/Q) g._ 300
a) —— Ge (111) -
] —*— Ag (111) |
1500 T L I E—
< —%— Au (111) E, (kcal/mol)
% 1000 1000 |
e
500 500
0 w w w w w 0 w w w w
0 5 10 15 20 25 0 5 10 15 20
E,. (kcal/mol) E,, (kcal/mol)

Figure8.10 Comparison of the dependence of scattered rotatiemgerature with incident
kinetic energy for NO scattering from various sengtystal metals as well as the current Ga(l)
results. (a). Experimental conditions are a®fed: (Ga(l), E = 313 K,Binc = 45°),
(Ge(oxidized), E = 346 K,Binc = 50°)** (Ag(111), Ts = 650 K,Binc = 40°)1° (Pt(111), Ts = 412

K, Binc = 60°)° (Au(111), Ts = 298 K,Binc = 0°)2° b) Same dataset as in a), but after normal
energy scaling (F= En.co$@inc). It is interesting to note that Ga(l), despigving the smallest
atomic mass of all species considered, appean®iogie rotational excitation as well as Au, the
heaviest atom shown. The inset shows a blowupvatbllision energies where all surfaces
appear to exhibit similar propensities for NO rimtaal excitation.
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parallel momentum assumed, which means that ofrcéion of the incident energy (i.e. the
“normal energy” component,.E En.co$0i,) is available for rotational excitation. The
abscissae in figures 8.10a and 8.10b thereforeatgflots based on these two simple limiting
cases, with the more correct dynamical picture rlosty somewhere in between. Broadly
stated, the behaviors fall into two categorieshwitAu(111) being the most efficient and ii) the
other single crystal metals being significantlyslefficient at rotational excitation of the NO,
while the results for Ga(l) lie between these tinats.

The first thing to note is that at the lowest ctlih energies (k and E < 3 kcal/mol),
the Tt Values approach what is clearly a nonzero inteér@ge the inset in figure 8.10b).
Physically, in the limit of zero incident energ\ s> should reflect ideal TD scattering, i.e.,
where the adsorbed species has become equilibxéttethe surface before thermally desorbing
into the vacuum. Interestingly, this limiting befa for all single crystal metal surfaces
suggests a NO rotational temperature for TD sdagevhich iscolder than Tg, in agreement
with the behavior noted above for Ga(l). Indeebimadtals, including Ga(l), have very similar
intercepts below d; in spite of large differences in atomic massegstal lattice parameters, and
surface temperatures. This consistency with redpedriation in surface temperature is at first
somewhat surprising, since pure TD scattering cefla thermally driven process. However, the
scattered rotational temperatures (for example HN&a(l) data in figure 8.9), depend only
relatively weakly on surface temperature, so migittbe expected to influence TD rotational
dynamics to a large degree.

Somewhat more surprising is the apparent lack mfigeity to the NO surface binding
energy, a value which varies widely between, famsgle, NO + Ag (~0.27 eV) and NO + Ge

(~1.5 eV). This peculiar unimportance of moleculeface binding energy has been previously
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discussed by Bowman and Goss&geased a simple model picture where physisorbed
molecules are assumed to rotate freely in the seifdane prior to desorption. Model prediction
of the nascent rotational distributions furtheruiegs that molecules desorb with minimal
translational momentum, i.e. adsorbed species edmafransferring just enough energy from
rotation into translation in order to overcome Wl binding them to the surface. While
equilibrium desorption events out of a barrierlpstgential well are expected to be characterized
by velocities distributed over a thermal rangeséeon-zero translational energy distributions
are not expected to strongly affect the rotatialyalamics as long as the energy of binding is
large compared togK s at the surface temperatures under consideraBassed on these two

assumptions, Bowman and Gossage derived the foltppiobability for rotational distributions

. : e 1 , 4n B0
upon desorption from a potential well with bindiegergyA: P, :6 (2j +1)? +Ee Ts,

where B is the rotational constant of the diato(i@ cm® for NO) and Q is the total partition
function. The limiting cases yield the expectetitional degeneracies (i..9(2j+1) and 2)
corresponding to i) free rotation vs. ii) rotatioonstrained to a plane for i) weak\(B <<
(2j+1)%) vs. ii) strong (4/B >> (2j+1)) binding energy, respectfully.

While the above distribution is not strictly therdmadoes yield a relatively straight
Boltzmann plot over the range of rotational stald®e corresponding temperatures obtained by
fitting these distributions is indeed lower thaattbf the surface, as experimentally observed.

The average rotational energy predicted by thigidigion can be evaluated

1S, : 4n BOL . -
from<E,, > :62 Bji(j+1),/(2j +1)? +Ee s. In the high temperature limit (B/KT

i=0

<<1) and foA =0, this expression can be directly summed to e, > = KT, as expected.
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In the more physically motivated Iimitééé ) (2] +1)?, the expression simplifies

) By
SBi(j+he

=0
~Bj (J'+1y
KTs

to<E,, > - , which for B/KT <<1 can be summed analyticallyteld

Se
=0

<E,, >= 05KT; i.e., half of the equilibrium thermal limit anddependent of the depth of the

adsorption well.The NO - Ga(l) binding energy has not been expemiadly measured, but
even for a rough estimate of 0.5 eV - 1 eV, thesalitions are satisfied out to j + 1#2N = 60,
i.e. well beyond the maximum in the values obsersqukrimentally.

This model accounts for many of the qualitativatdees of gas-surface scattering
measurements. In particular, it predicts quasitlanotational distributions characterized by
temperatures below that of the surface. In addalifiocorrectly predicts a lack of sensitivity to
molecule-surface binding energy for TD scatterprgyviding a plausible explanation of the
common intercepts observed for scattering of N@frk@rious single crystal and molten liquid
metal surfaces in figure 8.10. Comparison at aengoiantitative level is likely to be complicated

by the fact that measured values ofseEcontain contributions from both TD and IS scaiigr

while the model only considers the TD channel. @itheless, fo% Y (2j +1)*the model

predicts an effective rotational temperature onditteer of <k,>/kg = T¢/2. By way of example,
for the present NO + Ga(l) data at 423 K, B = Inv*candA = 0.5 eV the model predicts
<E>/ks =218 K, which compares favorably with the expentally measured value of
268(24) K for scattering at 1.0 kcal/mol. Furthersy the model also makes explicit prediction

of the dependence of this rotational temperaturthersurface temperature. In the high
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temperature limit, this should Pe<E>/k 0 Ts= 0.5, which given the simplicity of the model is
in reasonable qualitative agreement with the raxfgdopes observed in figure 8.7 for a series of
incident collision energies and reported in table 8

As Encis increased, IS scattering becomes non-negligibtedifferences begin to
emerge for scattering of NO from various metalates. In a "hard cube” model, the efficiency
of rotational excitation for impulsive scatteringpknds on the total mass of surface atoms
recoiling as the collision partner. In the limitisblated atom recoil, therefore, one would expect
impulsive rotational excitation to be more effididor heavier atoms. Indeed, the data in figure
8.10 for Au (197 amu) vs. Ag (108 amu) follow tlvisnd nicely. The results for Ga(l) (70 amu),
however, clearly deviate from this expected trehdfact, though significantly less massive,
Ga(l) appears to excite rotations more efficietitign Ag(111), and nearly as efficiently as
Au(111). Figure 8.11 shows the same data for Agj,akhd Ga, but with the ordinate replaced by
fraction of total incident energy ending up in N&ation, which shows that the same order of
rotational excitation efficiency (i.e Ag < GaAu) is maintained. Furthermore, the fractional
efficiencies for all three metals decrease withr@asing normal energy and appear to reach an
asymptotic value characteristic of fully impulsiseattering dynamics.

It is worth considering what is responsible foistanhanced rotational excitation
propensity. Liquid Ga is known to exhibit a largegdee of stratification over several
monolayers at the vacuum interfat®, so it is possible that stiff interfacial bondioguld be
enough to overcome the substantial difference issth@tween Au and Ga atoms, resulting in
more efficient rotational excitation. However, amalikely possibility is that the capillary wave
excitations in the liquid lead to surface corrugateffects which invalidate normal energy

scaling ideas implicit in figure 8.10b. In fadtetmal roughening of Ga by such capillary waves
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Figure8.11 Fraction of incident energy appearing in rotatiogeditation as a function of
normal energy. Asymptotic behavior at large valokg, is indicative of an impulsive scattering
process. The limiting value for fraction of incideenergy going to rotation is a measure of
effective surface mass when the hard cube modgipicable. The fact that Ga(l) is more
effective at exciting rotations than heavier at@ush as Ag(111) suggests a deviation from
conventional "normal energy scaling" ideas at liguetal surfaces. This increased excitation
efficiency may reflect increased dynamical corrigratiue to surface capillary wave behavior at
the gas-molten metal interface.

was invoked by Nathanson and co-workers to explermuch broader distribution of scattering
angles for noble gases on liquid gallium compacesblid Ru(0001) of similar mads. Yet
another possibility would be surface puckeffras the liquid Ga surface relaxes via the radical-
surface attraction upon NO approach. Since atonmaioility is higher in the liquid phase, this
could permit enhanced transient deformation ofstiméace during the collision, in effect

resulting in additional dynamical surface roughgrm the timescale of a scattering event.
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Previous experiments on state-resolved collisafrG0O;, from insulating liquid$’*°have
been successfully characterized by a simple TD/d8eth with the TD flux in complete thermal
equilibrium with surface temperature. The presesfaetational distributions with temperatures
lower than F suggests more involved surface dynamics for ligqoédal scattering and therefore
is potentially challenging to the TD/IS paradig¢dt higher collision energies, however, the
rotational distributions do exhibit non-linear betwa on a Boltzmann plot (see figure 8.6). In
analogy with previous analysis of scattering frarsulating liquids, we employ a dual

temperature model to fit the emerging NO populatitm

l1-a

P(J) = (23 +1) Qiexp(—gJ /KT,) +

expie, /kTZ)} for each electronic spin orbit
1 2

manifold, where Tare the temperatures; Qe corresponding partition functions, amthe
fraction of NO molecules scattering into the lowhigh temperature channel. The resulting fit to
’Nn¢g, (Ts= 313 K, By = 20 kcal/mol) is shown in figure 8.6. Once agaie see that the lower

temperature component is even colder thgn.&., consistent with single temperature fits
performed at lower collision energies. Neverthglé@ss important to emphasize that this two
temperature model contains an implicit assumpthan the scattering dynamics occur via two
channels, each of which can be characterized bya#ional temperature. Further experimental
studies are required to explore the validity o thssumption, particularly since the high
temperature component could actually be a mantfestaf a rotational rainbow. Therefore, at
the moment, it is too early to speculate on thginrof the peculiar form of the rotational
Boltzmann plot even though the strikingly lineahleior at high J seems to indicate the
existence of some sort of interesting dynamics #&kithat observed in Ccattering from

liquids.
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As a final comment, we consider spin orbit elegitexcitation of NO in the liquid Ga
surface scattering event, with the data summaiizédure 8.9. The trends are qualitatively the
same as for rotational excitation, i.e., tempeeguower than Jat low collision energies,
increasing with k¢ and quasi-linearly with surface temperature. Hosveeloser comparison of
figure 8.9 with figure 8.7 also indicate signifi¢atifferences, with i) spin orbit excitation
indicating a 2-fold greater sensitivity to surfdemating and ii) lower overall efficiency for
electronic vs rotational excitation with collisiemergy. The greater sensitivity of electronic vs
rotational degrees of freedom to surface tempegasuparticularly surprising since, while
surface phonons should easily exchange energyratéiional degrees of freedom, non-
adiabatic transitions are required to populate-spioit excited states.

Such differences in the electronic vs. rotatiahalamics may signal different
mechanisms for spin-orbit vs. rotational excitatituming the scattering event. One intriguing
possibility is that the spin orbit excitation coldd mediated by electron transfer hopping
interactions with the metal surface, as suggesgebully and coworkers for NO + Au(112f*

In this model, the NO reaches a critical distamoenfthe surface where it is energetically
favorable for an electron to jump non-adiabaticéym the metal to the diatomic, forming a
transient NOanion and a positively charged hole in the me&hce the electron affinity of NO
is quite smaf® (0.026 eV), energetic stabilization of the transigate is largely due to
Coulombic attraction between the N&hd a corresponding image charge below the surfdme
NO'" anion then collides and recoils from the surfaesulting in a second nonadiabatic electron
transfer back to the metal, which could provideoaah mechanism for non-equilibrium spin
orbit state excitation. Indeed, the dependenchegtectron affinity on NO intermolecular

coordinate has been shown by Wodtke, Auerbach awdrier$ to lead to very efficient
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nonadiabatic coupling between vibrational and ebeit degrees of freedom in NO + Aj(
scattering processes. Whether such a treatmeraidsquately rationalize incident energy and
surface temperature dependence of spin orbit gxxcitaf NO scattering from liquid metals
remains an outstanding challenge to further higklltheoretical efforts, which we hope the

present NO + Ga(l) data may serve to stimulate.

85 Summary/ Conclusions

Firstquantum state-resolved measurements of NO scafteam liquid gallium have
been obtained by the combination of skimmed supérsoolecular beam sources and laser
induced fluorescence detection. Rotational distidms are well described by a simple
Boltzmann distribution over the 0-1000 ¢mange. However, the scattered rotational
temperature deviates significantly from that of siieface, and in fact is systematically colder
than Ts at the lowest collision energiesi{E& 1.0(3) kcal/mol). Average rotational energy
depends weakly on surface temperature and stramgiycident kinetic energy, with a slight
increase in sensitivity toslas incident kinetic energy increased. Compangidim single-crystal
scattering studies shows that liquid gallium proesabtational excitation more efficiently than
heavier species such as Ag(111) and almost asesftig as Au(111). This suggests a
substantial dynamical difference between scattdrimm liquids vs. solids, possibly due to
intrinsic thermal roughening of the liquid surfdnecapillary waves. The NO spin-orbit degree
of freedom is analyzed in terms of an electronmegerature, which is sensitive to incident
kinetic energy and the temperature of the galliunfiese. Differences between electronic and
rotational excitation behavior are noted which mggal contributions due to transient electron

transfer from the surface and/or interactions wldttron hole pairs during the collision. At
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high collision energies and high internal energgadttered products, additional curvature is
observed on a Boltzmann plot, possibly indicatif’either a rotational rainbow or a dual-
channel TD/IS scattering process. This phenomeeguires further study; in particular,
variation of scattering geometry should provideiniation on whether the high angular
momentum channel results from a rotational rainlowilar to scattering from single crystal
metals, or an IS channel which would be less likelige observed at non-specular angles.
Furthermore, measurements done at higher surfageetature will be required to further
elucidate the role of electron hole pairs in thattering dynamics. In particular, the emergence
of vibrationally inelastic NO fundamental (v=1) aodertone (v=2) scattering from a hot Ga(l)

surface should provide an excellent target fotferriexperimental and theoretical effofts?
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Chapter I X: I nelastic scattering of radicals at the gas-ionic liquid
interface: Probing surface dynamicsof BMIM-Cl, BMIM-BF,, and BMIM -
Tf,N by rovibronic scattering of NO [“M4,,(0.5)]

In review inJ. Phys. Chem. C

9.1 Introduction

Room temperature ionic liquids (RTILs) are noveltemials characterized by strong
Coulombic interactions and high cation/anion deesiand yet with melting points below 100
°C, a combination of properties which has led gveat deal of interest. This contrasts with
typical inorganic salts such as sodium chloride somdium hydroxide whose much higher
melting points (1074 K and 591 K respectiv@lgan limit the range of industrial applications for
these species. Interestingly, however, even giueh physical limitations, molten inorganic
salts still prove useful in advanced power sourdas,to three orders of magnitude higher
electrical conductivity when compared to a convamdl battery electrolyte materfalin
particular, the resulting gains in peak power d=lvand energy storage density have stimulated
the development of specialized batteries for usegh temperature environments. Clearly,
RTILs offer the potential of both simplifying andtending such high power energy storage
devices down to the ambient temperature regimbich represents one of many exciting
applications responsible for stimulating considerabsearch efforts into these novel liquids.

Early synthesis of room temperature molten Salish as ethylammonium nitrateas
achieved as early as 1914. However, the first exasrgf this class of material suffered from
instability due to atmospheric moisture, which selyelimited their utility. Furthermore, these

materials presented an additional challenge inttiet often required a mixture of several
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different types of ionic speciesFor example, the system 1-ethylpyridinium Broenidixed

with aluminum chloride can take the form of an @lnuid, but only inside a very specific
window of molar stochiometty Both of these difficulties were overcome by tlevelopment of
second generation ionic liquids based on a singlen& species coupled with a functionalized
cationic imidazole ring with an alkyl chain. Foraenple, 1-butyl-3-methylimidazolium

[BMIM *] and bis(trifluoromethylsulfonyl) imidgTfoN] represent a prototypical RTIL system
which has been the focus of much experimental hearetical interest. This material exhibits a
melting temperatufeof 271 K, a simple composition, resistance to kdean by atmospheric
water, and a low vapor pressure. All of these erisgs combine to make a very attractive ionic
liquid material for a wide variety of applications.

In particular, the low vapor pressure brings uppbssibility of using these liquids as
“green solvents,” i.e. reaction media which maydagsed because they are left behind after
products are removed by distillatfon This application is further enhanced by theshemt
structural diversit}f exhibited by RTIL’s. Even for a single cationioimty such as BMIN, an
enormous range of different RTILs can be createglsi by using different anionic partners
such as C] BF,, PR, and TEN', to name a few. Additionally, systematic variatmf the alkyl
groups (R) on the methylimidazolium cation alsddgenew RTILs, which again permits
important modification of the molten salt propestieThe combination of just these two
parameters in solvent design results in a subatanimber of different possible species to
explore. Furthermore, appropriate choice of th®n#noin pair allows considerable freedom to
modify solvent properties such as reagent/produicility, catalyst solubility’, and
temperature operating range. Indeed, it has egen bhown that the choice of anion with

BMIM * can influence branching reaction pathways wheerséchannels are available
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A further consequence of tunable solubility is plessibility of employing these materials
in supported ionic liquid membranes for S&hd CQ sequestration during combustion
reaction$®. Again, the diversity of ionic liquid speciesails for variation of the relative
solubility for N;, CH,, CO;, and SQ, ideally chosen such that the latter two spedies a
preferentially dissolved and removed from the costion chamber. However, equilibrium
solubility does not entirely determine the effiagrior gas phase sequestration by these liquid
species. Indeed, the gas phase molecule musbdirsaptured by the surface before passing
through the interfacial region, a complex procebgtvcan be characterized by propensities
very different from those which govern bulk diss@n. For example, when a solute molecule
approaches the interface, there is some probahhlatyit will inelastically scatter back into the
gas phase and some probability that it will begramtly bound to the surface. In the latter case,
there is a further rate process for a surface-gdgpecies to be absorbed into the bulk to
become a fully solvated molecule. The magnitudkedficiency of these absorption events are
presumably related to the time spent in the surfeaqgped state, and in competition with
processes ejecting the adsorbate back into thplgese. As an important corollary, a predictive
understanding of solvation dynamics for gas phaseises will require detailed knowledge of
both i) the structure of the ionic liquid interfaae well as ii) the transient interaction of gas
phase molecules at these surfaces under equilindmon-equilibrium collision conditions.

Theoretical molecular dynamics studfe'$ have explored many issues concerning the
surface structure of RTIL's. One particularly irgsting aspect of these systems concerns the
relative abundance of cations vs. anions in therfiatial region. Similar to studies on ions
solvated in water and glycertljt has been shown that a range of subtle thermardim

considerations can result in surface ion concantratwhich are very different from those seen
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in the bulk. Since the BMIMion consists of a hydrophobic alkane chain angdxdphilic
positively charged imidazole ring, one anticipadasarbled texture of the liquid and
stratification at the surface, with layers of alkarhains separated by anion concentration
surrounding the cationic ring. Increasing the taraf the alkane chain is predicted to lead to a
surface progressively more and more dominated oy gfoups. Theoretical studi€on the
surface structure of BMIM-EN suggest a further complexity in that a submoreiaggion of
cation-anion islands is expected to result in adi@nsity interface compared to the more
closely-packed structure below. The existencaiohstructure, which represents a break from
the overall stratification into hydrophobic and hyghilic layers, may have additional interesting
effects on the chemical activity of adsorbate males at this interface.

Several different experimental techniques have laéen employed to characterize the
structure of the liquid-gas interface. For examgleect sampling of macroscopic surface
properties can be obtained through Langmuir Blotigeigh measurement of surface ten&ion
Angle-resolved x-ray photoelectron spectros¢@pARXPS), provides information about the
atomic species which are preferentially represemele top several monolayers. Surface sum
frequency generatiéh(SFG) uses an infrared absorption followed bybksbr UV anti-Stokes
Raman scattering to probe for the presence of wanwdrational modes in the interfacial region.
When combined with polarization analysis, this tegbhe can be used to observe the average
alignment of various chemical bonds as well. Thexg been particular interest in understanding
the relative concentration of various species enstirface, specifically i) the anion, ii) the
imidazole cation ring, and iii) the alkane chaimappears that for alkane chain lengths with
fewer than 4 carbons, there is a tendency forpaities to be present at the surface. As the chain

length is increased past 4, on the other handntedace becomes increasingly dominated by
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the alkyl group®. For this reason, BMIM-EN represents an interesting system balanced
between two different physical regimes, makingpiaaticularly attractive RTIL candidate for
further detailed studies.

In addition to the optical and x-ray techniquescdssed above, atomic and molecular
scattering techniques provide sensitivity to cheias opposed to physical, aspects of surface
structure, allowing another line of attack on addineg some of the issues raised above. One
such method involves the use of reactive scattétimgere, for example, the interfacial presence
of various types of CH bonds are probed by reastigith OFP) to make OH producfswhich
can be state-selectively detected by laser indtluedescence (LIF). Complimentary
information has also been obtained by inelasticerathan reactive scattering. For example, jet-
cooled CQ molecules have been scattered from a variety of Rfecie$®, whose state-to-state
scattering probabilities provide exquisitely sugaensitive information reporting exclusively on
composition of the topmost liquid monolayer. le firesent study, we extend this method
considerably in both detection sensitivity andiné degrees of freedom probed, specifically
reporting on inelastic scattering of open shell M@ical species from a range of ionic liquid
species shown in figure 9.1. Sensitive examinatiomovibrational distributions in the scattered
flux by laser induced fluorescence provides infaioraabout both surface roughness and the
probability for transient adsorption at the inteda Of particular importance, the existence of
low-lying spin orbit electronic states for suchaen shell NO projectile offers novel insights

into electronically inelastic and thus non-adiababllision dynamics at the gas-liquid interface.
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Figure9.1  Room temperature ionic liquids (RTILs) used irstexperiment. All consist of an
organic cation (1-butyl-3-methylimidazolium) andeoof three possible anionic species. In
order of decreasing size, Bis(trifluormethanesuffpmide (Tf,N"), BF,, and chloride (C).

9.2  Experimental technique

Much of the experimental apparatus is similahtt previously described in some detail
for collision studies on NO + molten galliGhHence, we present only a brief summary of the
technique with emphasis on differences from theiptes liquid metal experimental setup. Jet-
cooled NO molecules from a skimmed supersonic estparare allowed to collide at 45° with
respect to the surface normal as shown in figu2e Blastically and inelastically-scattered
molecules are then detected at a 45° specular emglatain information on both the structure of

the ionic liquid surface and the nature of the roole-liquid interaction. Scattering events take
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°T14/,(1/2)

o%

BMIM*Tf,N" or BMIM*BF,” or BMIM*CI

Figure9.2  Experimental schematic. Jet-cooled NO moleculéisesthe liquid surface at 45°
from the surface normal and detected at 45°. pithl beam temperatures ~ 1 K, the incident
NO is overwhelmingly in the lowest rotational anunsorbit ground state (with both lambda-
doublet levels equally populated), thus permitaéngearly state-to-state description of the
collision dynamics for this system. For a spedfition-anion pair, three chemically seperate
entities may be present on the surface, i) themaiijothe cationic immidazolium ring and iii) its
hydrophobic butyl side chain.

place in a cubical 96 L aluminum and steel chamdeare a 1500 L/s turbomolecular pump
maintains a base pressure ~ 1 £ 1@r. Ambient HO accounts for more than 90 % of this
background gas as measured on a residual gas enafmvever, HO at 10° Torr is expected
to have no effect on interfacial properties, sitieevast majority of any trapped® is expected

to reside in the bulk rather than near the surfager’. This is supported by previous SFG
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experiments, which have found that measurable sairfaconfiguration requires ambientCH
pressures near T0rorr, i.e., well above the levels present in aypeximental apparatus.

NO beams are introduced via a pulsed Even-Lapersonic valv& with 3000 Torr
backing pressure, orifice diameter of 300, and 4Qus pulse width. The resulting molecular
beam is skimmed through a 3 mm orifice which is@Bdownstream before travelling another
8.6 cm and colliding with the liquid surface. 1%Ns seeded in either,tdr Ne-70 (30% He,
70% NO) buffer gas in order to achieve a collistoergy of 20(6) kcal/mol or 2.7(9) kcal/mol
respectively. These beams result in very efficamdling of the NO to temperatures near or
below 1 K, which results in the vast majority ( 999) of molecules residing in their lowest two
(A-doublet) quantum states before impacting the sarfahe incident NO molecules are in
essentially a single rotational (N = 0) and spibitstate {1,,), therefore offering insight into
state-to-state collision processes. At such lonpieratures, it is conceivable that clustering
could be occurring in the beam, despite a low dizagipn energy (~ 4 kcal/mdéBfor clustering
for this species. However, to eliminate this ploidisy, curves of growth (figure 9.3) as a
function of stagnation pressure in the incideninbeae obtained by adjusting the LIF
experimental geometry so the incident NO is diseddtected. Signal levels vary linearly with
NO fractional concentration over nearly an ordemaignitude change (0.25% to 2%), which
supports negligible clustering under the 1% NO beanditions employed in the reported
studies. Figure 9.3 also shows an incident beaotgpm in which all significant peaks come

from the two nearly degenerate e/f parity grouradest associated withl(J=1/2)%°
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Figure9.3  Curve of growth for NO in the incident beam asiaction of fractional
concentration in the stagnation region when reveeseled in Bor a mixture of He and Ne.

The linear growth with NO fraction indicates anefise of clustering in the jet. The inset shows
a sample spectrum of the cooled molecular distobytvhich is dominated by transitions
originating from one of the two lowest staté8{,7J = %4],?M-[J = %]). Small peaks
corresponding to one quantum of rotational exdtatire used to measure beam temperature,
which is typically on the order of 1 K.

The ionic liquid surface is held in a stainlessestrucible with dimensions of 4.4 cm x
2.4cm x 0.5 cm, i.e., large compared with the 1xcin4 cm spot where the molecular beam

strikes the surface. Furthermore, the crucibleihaacuo heating capabilities with which to
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examine temperature-dependant properties of thé Barhple. Indeed, elevated temperatures
are particularly essential for BMIM-CI, since tfRJIL has a melting point near 340 K. Before
placement in the crucible, dissolved gases arevethfsxom each ionic liquid by stirring in a
glass flask while pumping for several hours throadiguid nitrogen trap. The sample is held at
360 K to drive off dissolved $D. In the experimental vacuum chamber, the iagigds are
characterized by vapor pressure £16rr as measured on a Bayard-Alpert ionizatiorggaas
expected from previous high precision measurenntapor pressure for these speties
However, due to high latent heats of vaporizat®nlLs exhibit a steep increase in vapor
pressure with temperatuteThis limits the experimental temperature rangapproximatelyAT
=100 K for BMIM-Tf,N and BMIM-BF; (varied from 293 to 400 K) while BMIM-CI, which
melts at 360 K, is only heated oveAd = 40 K range. In all cases, this range is welbty the
onset of thermal decompositiott** as confirmed by the observation that heated RiBitor at
these temperatures is dominated by single cati@rguairs rather than organic fragméfts

After colliding with the surface, inelasticallyattered NO products are state-selectively
detected by laser induced fluorescence (LIF) orytbands (AX — XMy 3. Incident laser
light is produced by frequency tripling the outpfia dye laser operating with LDS 698. The
resulting UV light is tuned from approximately 28 to 227 nm which covers both the (v=0
~ 0) and (v = 1~ 1) bands for this electronic transition. A sewéspertures are used to select
a region of uniform intensity from the UV output Nehminimizing the presence of diffracted
photons in the chamber. This results in a 3 mnmbehose energy is kept belowu3 per pulse
to avoid the saturating the LIF transition. Flusmence is collected through a 5 cm diameter
fused silica plano-convex lens which is mountedli|s stainless steel imaging tube invaginated

into the chamber. This lens is O-ring sealed dlydo the end of the imaging tube, so it
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therefore serves both as a vacuum window as wéieairst stage of a confocal imaging setup.
A 4 mm segment of the cylindrical LIF region isthienaged through a circular mask onto a
photomultiplier tube whose subsequent electromjnads are gated and recorded with an analog
to digital converter. This confocal detection soledimits the observation region to molecules
scattered at the near specular angle (45°+10°)udin@ve are somewhat restricted in our normal
cleaning procedures (e.qg., A8puttering) by chemical decomposition of the iditiaid material,
the RTIL surface is periodically scraped clean Isgegel wire every 5 minutes over the course of
a data scan. Further support for maintenance @itmurft RTIL surface cleanliness is found in

the consistency of scattered NO quantum statdlulisivns as a function of scan time and day.

9.3 Resllts

Figure9.4a displays a sample LIF spectrum taken for NOtaat from BMIM-TEN at
Einc = 20(6) kcal/mol (H carrier gas), where the surface temperature i348d the incident
beam characterized by a rotational temperatugg @elow 1 K. The large number of transitions
indicates that substantial energy is transferreohfincident translation to scattered rotational
degrees of freedom. Measurable population is Bestates as high as J = 45, which
corresponds to roughly 10 kcal/mol of rotationadmgy. Interestingly, this ability of the gas-
RTIL interface to efficiently excite rotational &¢a contrasts dramatically with the complete lack
of vibrational excitation of NO(v=0), despite thect that NO(v=1) corresponds to only ~ 6
kcal/mol. This result is similar to what was s@eeviously for NO scattering from molten
gallium, and likely reflects a mismatch betweentiheescale for NO vibration and phonon
modes in the liquid. The spin-orbit degree of fi@®, on the other hand, is readily excited by

gas-surface collisions, as evidenced by the apgiskecspectral intensity in tH2(v=0) —
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Figure9.4  a) Sample LIF spectrum for NO scattered from BMI®AN at 20 (6) kcal/mol

and Ts = 313 K. Populations are extracted with a legaases fit (shown in red), with each state
occupancy allowed to vary independantly. b) Sarfipfesults reveal a propensity to populate
the electronically-exciteti1s, state, which requires a non-adiabatic mechanisrotfanging
spin-orbit manifolds. c) A Boltzmann plot revealgstantial curvature, indicating the influence
of both trapping desorption (TD) and direct impusscattering (IS) events at these higher
collision energies.
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M4(v=0) subband Indeed, since essentially all efithident molecules are in thground spin
orhit state (*My,,), the existence aflectronically-excited products (*Msy) in the scattered flux
necessarily indicates the presencaarfadiabatic dynamics in the collision process.

With a laser linewidth of 0.4 cni', the spectrum exhibits predominantly resolved
rotational and electronic structure. Quantum gtafgulations are extracted by least squares

elf

fitting>° the spectra, adjusting populations of each NO sgiit/lambda doublet {{1®",;,) and

(N ¢"5)) and rotational level (8 50)>° Figure 9.4b shows the resulting quantum state
population distributions. Despite some spectragestion, the data nevertheless demonstrate a
quite acceptably low degree of correlation in #est squares fit. Specifically, correlation is
largely broken by the presence of multiple pealsray from the same lower state in the fit,
meaning that accidental overlap in one part ofsihectrum can automatically be disentangled by
stand-alone peaks elsewhere. Populations areatalduhccording to total angular momentum
(J), spin-orbit level (1/2 or 3/2), adddoubling state (e or f). For a given J and spinitovalue,
A-doubling populations are experimentally found éoitdistinguishable, which indicates a
negligible correlation between NO i) end-over-emehbling and ii) electronic angular momenta
as the molecule recoils from the surfd&eRotational and spin-orbit populations, on thesoth
hand, both show significant variation in populatesa function of quantum state. This is
readily apparent, for example, in the propensitgnantain the incident spin orbit state (i.e.,
’M4,,) versus the lower probability of an electron sfliimevent to yield?s, products.

Further insight into the rotational excitation dgmas can be obtained from Boltzmann
plots of logarithmic populations scaled by 2J+1ategyacy (i.e., Pop/(2J+1) ) vs. the NO
rotational energy. In this representation, a putieeérmal distribution corresponds to a straight

line with a slope of -1/kT, which has been unambigly confirmed by analyzing the static
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quantum state distributions for fully equilibrat®@0 K NO at low pressure (1 xfTorr). As
can be seen in Fig. 4c, the scattered NO mole¢higs= 20(6) kcal/mol) are rather poorly
characterized by a truly “thermal” distribution b&se the rotational levels do not form a straight
line on the Boltzmann plot. However, for intereakergies greater than 1000t straight line
is obtained, raising the possibility that the ssraitl populations may be treated as the sum of two
components, at least one of which is thermal. Ty be a consequence of multiple channels
for scattering, leading to a low temperature disttion which is thermalized with the surface
and a high temperature distribution which is n®eeding NO in Ne-70 reduces the collision
energy to 2.7(9) kcal/mol and gives a very differ@mal rotational distribution (figure 9.5a).
Instead of being multimodal, this Boltzmann platnfig a straight line whose temperature, in the
case of spin-orbit-preserving collisions to makKe,, is that of the surface and increases as the
sample is heated. This picture is further confulrbg changing the liquid temperature and
observing the proportional increase in scatteréational temperature. Interestingly, the spin-
orbit-changing collisions result in a slightly hettrotational distribution even for these very low
incident energies.

Because of the multistate nature of these disiobat it is often useful to report average
rotational temperature divided by Boltzmann’s cans(i.e., Tot = <E>/ks) as a way of
quickly comparing scattering distributions unddfetent experimental conditions. Figures 9.6a
and 9.6b show the results of such an analysisatface temperature of 353 K. At low collision
energy, thermalization with the surface is obserfeedcattered NO molecules which maintain
their incoming spin-orbit state throughout the sauof the collision event. However, molecules

scattered into the excitéls, levels appear to be slightly hotter than wouldekpected for full
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Figure9.5  a) At a low collision energy of 2.7(9) kcal/moldaim the’M,,,* manifold, the
scattered distribution follows a straight line oBa@tzmann plot, indicating efficient
thermalization with the surface. b) This suggestsrpretation of the high energy (20(6)
kcal/mol) data as two scattering distributions elsterized by TD and IS temperatures. The
lower component is fixed at the surface temperafligein accordance with a trapping
desorption (TD) picture where a fractiarof the incident NO flux is thermally accomodated on
the surface.
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Figure9.6 = Sample average rotational energies scaled forkeach spin-orbit manifold. a)
At low Einc (2.7 kcal/mole), NO in the spin-orbit ground stéfe,,) appear fully accomodated

to the surface temperature, with spin-orbit-chaggillisions weakly correlated with increased
rotational excitation. b) At highif (20 kcal/mol), a clear trend is seen whereby ratai
excitation decreases systematically with smallévraa species, in addition to a positive
correlation between electronic and rotational ext@t. c) Furthermore, the scattered rotational
excitation also at high;k is dominated by IS events and largely independ&ig, a possible
indication of scattering dynamics governed by n#it RTIL surface roughness.

thermalization with the BMIM-TAN surface, which suggests the presence of twordifte
dynamical channels leading to the two scattereaggit states.

At the higher collision energy of 20(6) kcal/mdigetaverage rotational energy is now
substantially warmed compared to the surface teatyer, a consequence of the presence of a
hot scattered component of the distribution. Agtie phenomenon of spin-orbit-flipping
appears to be correlated with a higher degreetafiomal excitation for each liquid surface
under study. Additionally, a modest but clear trenobserved as the ionic liquid identity is
varied. In general, increasing the size of themheads to an increase in degree of rotational
excitation in the scattered NO. Over the 100 Kgerature range accessible in this experiment,

there is no measurable change in average rotawmeagy (figure 9.6¢). In contrast, previous
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experiments on NO scattering from liquid galliund desult in anncrease in scattered rotational
temperature, thought to be a result of thermalbsarfoughening by capillary waves. That the
effect is not seen here may be related to the langerent roughness of these complicated
surfaces, even at low surface temperature, bsitalsio certainly related to the much smaller
temperature range available in these ionic liqtudiges (100 K vs. 300 K).

In addition to examining the rotational degreerektiom, this LIF experiment also
measures overall probabilities for non-adiabatattecing into each of the two spin-orbit states
available. For consistency, this probability iscateported as a temperature which describes the

relative sum total population observed in each-spbit state.

2 “fx0
[ZI_I 32 -e %BTelec Egp = 125cm™
[y,

(9.1)

For the purposes of the present analysis, theapin splitting is taken to be independent of
rotational level J. While this represents an apjpnation at sufficiently high J, it works quite
well in the Hund’s case A limit appropriate for debing the majority of NO rotational levels
studied here. Indeed, we can rigorously testabsimption with a low pressure static NO fill at
300 K; this yields a two point electronic “tempena’ of Teec=298(2) K and provides
additional confirmation of our least squares fithoels for reporting spin orbit excitéH . :

’M4, branching ratios.

Figure 9.7 summarizes the observed.Values over a range of temperatures and ionic
liquid identities, which exhibits some rather sk trends. 1) First of all, there is clear evidenc
for nonequilibrium dynamical behavior in the scattered NO flux, specifically, with allcE

values significanthhigher than the RTIL surface temperaturedTThis is most evident in the
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RTIL with the bulkiest anion (i.e., BMIM-EN), which exhibits as much a2dold larger
electronic vs surface temperature. This immediatelicates that whatever non-adiabatic
process is responsible for spin orbit changing dyna in the colliding NO can not simply be
one equilibrating electronic and surface degredseetiom. 2) Secondly, there is a strong
dependence ingkcto thesurface temperatureitself. In BMIM-Tf,N, for example, there is a
linear variation ofAT¢ec = 200K for aATs = 80K change in d(i.e.,0Tqed 0Ts = 2.5) with clear
sensitivity to & for BMIM-BF4 and BMIM-CI as well. 3) Thirdly, and perhaps moatarkably,
there is a clear dependence of the NO spin orlitaion efficiency on the nature of the RTIL
itself. Specifically, the RTIL with the “bulkiestinion, TEN", reveals the highest propensity for
NO spin-orbit energy transfer for all surface tenaperes, with a progressively reduced trend for
RTILs such as BMIM-BEand BMIM-CI with smaller and more “compact” anioioieties.
Though a more dynamical explanation of this sphitdlip enhancement will clearly require
further discussion (vide infra), this observatiéong provides unambiguous confirmation for the
presence of interfacial anions in RTILs, at leastifidazolium cation rings with relatively short
alkyl chain lengths such as BMIMSuch a dependence on anion “footprint” is in dgoé
agreement with previous theoretical and experimettaies of CO2 scattering from a similar

series of gas-RTIL interfacés®’

9.4  Discussion

As noted above, previous studies on these RTIlegysthave been used to make
inferences about the relative propensities of #meous molecular components in the interfacial
region. Due to the flexible nature of the alkyhoh the BMIM™ Anion” system can be

conceptually deconstructed into three differenitiexst i) a positively charged imidazolium ring,
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Figure9.7  NO electronic temperaturesgh, computed from the populations in each spin-
orbit manifold, which reveal a systematic increasth surface temperature as well as striking
sensitivity to counteranion. Therefore, scatté¥€lelectronic temperature appears to be a
probe of surface structure in ionic liquids. Fomparison, the electronic temperature is
measured for scattering at 2.7 kcal/mol on BMIMNf This results in comparable surface and
electronic temperatures, consistent with low speiisions leading to thermalized trapping-
desorption dynamics in the electronic degree afdosn.

i) a hydrophobic butyl chain, and iii) a negatiyeharged anion. Much theoretical and
experimental work has been focused on identifyiregrelative concentration of these species on
the surface. Due to the atom-specific nature gfearesolved x-ray photoemission spectroscopy
(ARXPS), studies using this method can be useddntify the presence of each RTIL

component. In fact, such experiments have idedtdiéthree of these moieties in the near
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surface regioff, in excellent agreement with theoretical preditsiby Schatz and coworkéts
and Voth and coworkets Unfortunately, the high energy electrons detbbig ARXPS are
capable of escaping from tens of monolayers belmastirface, which reduces substantially the
degree of specificity to the top most interfaceaftdr. While this problem can be mitigated by
measuring differential changes in scattering dioecat very wide angle detection geometties
there is still no guarantee that the atomic spemliserved are exclusively representative of the
very top layer of liquid molecules. Similarly, akkinetic energy spectroscopy has been used
to measure inelastic scattering of ~ 2 keV rareigas (Ar and Né) at the interface, which
travel with enough speed to scatter impulsivelyrfrepecific atoms on the surface. These
studies also reveal scattered kinetic energy Higinns characteristic of a nearly equivalent mix
of cationic and anionic species at the surfadsut again the depth of surface probed can not be
rigorously confined to the topmost monolayer.

These issues were partially addressed throughsitaefusum frequency generatidn
(SFG) methods, which are surface sensitive by @idiuthe fact that this nonlinear optical
process can only occur in a non-centrosymmetricrenment typical of the gas-liquid interface.
This lack of centrosymmetry is indeed highly suefapecific, over a depth to which the
interface ceases to significantly influence loaalering of the liquid molecules. Specifically,
SFG polarization studies by Rivero-Rubero and Bhlde BMIM * with a variety of
counteranions have been used to obtain informatmalignment of the various species near the
surface. These results have been interpretedop®ring a picture where the alkyl chain has a
tendency to align parallel with the surface normakhing the Ckigroup out into the vacuufil.
C-H stretches on the imidazole ring, on the ottzardy were found to preferentially lie in the

plane of the surface. This would imply an interéatructure where the hydrophobic alkane
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chain is expelled into the vacuum while the hydibpleation ring lies below accompanied by
counter anions, and would possibly suggest thasdince of the liquid is dominated by alkane
chains. Such a picture has also been forward#teimterpretation of surface tension
measurements by Law and Watson in these RTIL sygstetmich again suggest a tendency for
cations to orient with alkyl chains pointing outdrthe vacuum while imidazole rings are
submerged beneath the surf4ceAdditionally, these studies show a reductiobath surface
excess entropy and energy with decreasing anien isidicating disruption of the ordered alkyl
chains pointing into the vacuum by surface anions.

The current results from NO + RTIL collisional geaing, which should be exclusively
sensitive to composition of the very topmost laykthe liquid, strongly support and confirm the
above expectations that anions are present atutfecs. This is immediately clear from the fact
that choice of RTIL counteranion has a strong aedsurable effect on both the rotational and
spin orbit electronic distributions of the scatteMO products. Furthermore, a clear trend is
observed where larger and heavier anions lead te efticient transformation of incident
collision energy into rotational excitation of theattered molecules. Such a result is consistent
with the picture that anions occupy surface spessibly by displacement of alkane chain
moieties. Indeed, in previous experiments on €@ttering from liquid polymers such as
squalane and perfluoroployetffethe squalane system exhibits a relatively “safitface
dominated by light, flexible hydrocarbon chainsygared to a somewhat “harder” surface in
PFPE, dominated by more massive, stiff fluorocartdoains. On the softer surfaces, more of the
incident collision energy was found to flow inteethquid as heat, leaving less probability to
redistribute the incident kinetic energy into tdatisnal and rotational degrees of freedom in the

scattered molecule. A similar dynamic may be atkwo the present studies on scattering NO
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from ionic liquids. Specifically, NO scatteringpfn “soft” flexibile alkane chains would be
expected to yield a higher trapping desorption pbaliiy and thus lower internal levels of
excitation. In contrast, however, stiffer and/orrmmassive groups at the gas-RTIL interface
would permit more of the incident collision eneigythe scattered flux. Since the anionic
species are composed of heavier atoms with ssffectures than the alkane chains, it would be
reasonable to expect collisions with anions astivéace could lead to higher scattered internal

excitation of the NO.

9.5 NO Rotational Excitation: Trapping Desor ption and I mpulsive Scattering

These simple expectations can be explored in grdatail by examination of the
scattered NO rotational distributions. As a fesample, we consider the NO distributions for
scattering at low incident energyi{&= 2.7(9) kcal/mol, Fig. 5a). At these energies, NO has
the maximum time for interaction with the surfacelacules, which would promote so called
“trapping-desorption” (TD) events and thus thereilibration of NO at the liquid interface.
Provided there is no quantum state dependence tactommodation coefficient, simple
detailed balance considerations rigorously pretiiat the quantum states desorbing from the
liquid must remain in equilibrium with the surfamenperaturé® This is clearly supported by
the spin orbit elastic scattered NO(,) distributions in Fig. 5a, which can be well chaesized
by a Boltzmann plot with the characteristic tempane (Ts = 313K) of the surface. It should be
noted that these rotational distributions are gdiierent than those obtained for low energy
collisions of NO from molten metals such as ligGid, where the scattered rotational
temperatures were observed to be significdother than Ts. This behavior was interpreted as

arising from “rotational cooling” on desorption, iwh from detailed balance principles implies
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the presence of an anisotropic barrier that fapoegerential “sticking” of the lower rotationally
excited NO quantum states in the adsorption cha@red explanation of this much more
straightforward behavior for NO is simply the abseof quantum state dependent sticking
coefficients on RTIL surfaces, which in turn wouébult in no rotational cooling effects upon
desorption.

The quantum state distributions at low energy @sttsignificantly with the high incident
energy behavior for NO + BMIM-EN shown in Fig. 5b (k. = 20(6) kcal/mol). These
Boltzmann plots now exhibit a cleapward curvature, inconsistent with Boltzmann predictions
for asinglerotational temperature. In light of the above dsstan of trapping-desorption events,
this lack of a single temperature description efrsulting flux is not at all surprising. For such
high energy collisions, insufficient time exists tmmplete energy transfer/accommodation
to/from the liquid interface to establish equiliom behavior. In addition to a TD pathway, this
gives rise to so-called “impulsive scattering” (ES)ents, where the “memory” of the incident
collision dynamics has not been fully obscured mptacejection from the interface back into the
vacuum. These rotational quantum state distribatltave been found to be remarkably well
characterized by an empiridsto-temperature Boltzmann distribution (Jo and Ts), as
represented by the red and blue lines in Fig. ®lButh a least squares fit, large correlationd exis
between the branching ratia)(and temperature %) of the thermalized flux component,
particularly for conditions of low sticking coeffemts, i.e. o <<1. We therefore assume that TD
events are well characterized by the surface temtyoer and constraing = Ts, as supported by
analysis of the low energy scattering results shaleve under conditions with= 1. Such fits
yield Tis = 960(30) K, i.e. > 3-fold higher than the surfagmperature and indicating a relatively

facile conversion of incident energy into rotatibegcitation of the NO, as well as a rather low
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fraction of thermal accommodatioa € 0.31(3)) with the liquid. Interestingly, highergy
collisions of NO with BMIM-BR and BMIM-CI RTIL systems yield similarly hot IStagional
distributions, but with systematically increasirgg@mmodation coefficient with decreasing
anion bulk as shown in table I. This would be cstesit with the trends both for i) the explicit
presence of anions at the gas-RTIL interface abagdl) decreased trapping-desorption and

thermal accommodation for a more bulky anion ciatigpartner such as 4.

BMIM* Tf.N- 022(5)  1009(80)
BMIM- BF 0.32(5) 1132(80)
BMIM* CF 0.42(5)  1021(80)

Table9.1 Parameters derived from the two-temperatureshitavn in figure 5b). 1o is
fixed at the surface temperature (353 K), and Bglanda are allowed to float in a least
squares fit. & does not vary appreciably from system to systerssiply due to a uniform
surface roughness in all cases. On the other lartde fraction thermalizing with the liquid,
nearly doubles with reduction in anion size. Wiaild be consistent, for example, with an
increased surface “hardness” and collision masbutkier anions.

It is worth stressing that such a record of IS éveloes not represent a single dynamical
pathway but instead clearly a broad continuum @fsgale outcomes, with no simperiori
expectations for the resulting distributions. Itherefore surprising that these IS populations can
be so adequately fit to a Boltzmann distributioa &typerthermal temperature. We have posited
from trajectory calculations that this surprisimglasimplistic temperature-likeglbehavior may
arise from multiple scattering interactions at gias-liquid interface, which could begin to reflect

a more microcanonical sampling of the collisionrdvéndeed, we anticipate that at sufficient
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level of detail and signal to noise, such a tenmpeedike description of the IS pathways
certainly must fail. What is noteworthy and evemagkable is that this picture does not appear
to fail easily, even for population of rotation&tes with > 50% of the incident collisional
energy of the projectile.

Analysis of the IS scattering channel and accommiaalaoefficients for all three RTIL
systems are summarized in Table |. The temperahaecterizing the IS component appears to
be relatively insensitive to choice of anion, buthe probability for a scattering event to occur
by surface trapping, decreases rapidly as the aioite is varied. This result is again
consistent with a picture where small anions gise to a soft surface dominated by alkane
chains while large anions are more likely to be@spnted in the top monolayer. This higher
proportion of stiff, heavy anions could have theuteof hardening the surface overall, leading to
less probability for transferring sufficient inciiteenergy to cause surface trapping. The
insensitivity of Tigh to choice of anion is a somewhat curious reseitabse one might expect a
heavier anionic collision partner to also excit&tional excitation more efficiently. Such an
effect could indeed be occurring at levels whiah laelow the signal to noise limit of the present
experiment, but it is nevertheless surprising thattemperature of this impulsively scattered

channel is less sensitive than the branching méachannel itself.

9.6 NO Spin-Orbit Excitation: Possible M echanism(s) for Facile Spin Flip Dynamics

We return to the intriguing behavior with respecspin orbit electronic excitation of the
open shell NO projectile. Preferential scatterirarf the ground spin orbit state NOg,) into
either NOfr1,,) or NO€M3y,) spin-orbit levels is clearly quite sensitive be tsurface structure,

as nicely demonstrated in Fig. 7. Not only is ¢h@moticeable dependence on anion type, but
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surface heating also has a robustly systematiganfie on branching into spin orbit electronic
states. This dependence of the spin orbit exartatiynamics on choice of counteranion serves
as another indication of the presence of negatiglefyyged species at the top monolayer of the
interface, since the length scale for moleculeag@felectronic interactions is expected to be on
the order of a few angstrofiits Spin-orbit flipping has been seen in collisionsN@ with a
Ag(111) surfac®, a result which was suggested to be due to paftaige transfer character in
the NO-Ag wavefunction. Electron exchange betwggshand condensed phases can lead to the
nonadiabatic flipping of spin-orbit state, whichniscessary for changing an incoming RDy(,)
into an outgoing NG(13,) molecule. This picture is suggested by the vadrkully and
coworkeré® who invoke charge transfer dynamics in order tdenstand the significant role of
nonadiabatic processes in the interactions of N Au(111).

Figure 9.8 provides a pictorial illustration of sue potential mechanism in which an
electron is transferred from an anion site to trwident NO {M4,,) radical to form NO(Y), a
process which may be stabilized by binding of tee/ly formed anion to its image charge within
the electrically conducting RTIL. As the NO moléxieaves the surface an electron jumps
back, originating from either of the two possibieedtions of molecular rotation with respect to
the electron spin projection along the internuckeas. Therefore, this is a possible pathway for
producing scattered NO in a different spin-ortdttatthan that which it possessed in the input
channel. Since electron capture by NO is much raneggetically favorable than electron
donation, such charge transfer dynamics are expéatee more sensitive to interactions with
the anion rather than with the cationic ring or tleeitral alkane chain. The large increase in
spin-orbit excitation with surface temperature rttagrefore be the result of increased anion

representation on the surface as it is heated.
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Figure8 Possible spin-orbit-flipping mechanism for promgtielectronic excitation in NO
[?M42]. Partial charge transfer character in the diatesnrface wavefunction upon close
approach will lead to some amplitude for surfacemelectron transfer into the LUMO,
resulting transiently in Ng®2]. The electron hopping back to the donating aristthe NO
recoils can leave the neutral species in either-sphit state. This could explain the sensitivity
to both identity and coverage by surface anions.

If this picture is correct, one interpretation loé tdata would be that increased scattered
NO electronic temperature is indicative of increbskarge transfer character of the NO —
surface electronic wavefunction upon close appro&alrthermore, in the case of ionic liquid
surfaces, it is possible that this increased pritibafor charge transfer may be a consequence of
increased anionic representation at the surfademasxample, surface temperature is increased.

It is certainly plausible that, for example, a cide anion with a gas phase ionization potehtial
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(i.e., Cl electron affinity) of 3.61 eV would be ctumore likely to give up an electron than the
butyl chain whose ionization potential could berapgpnated by the gas phase IP of butane
(10.53 eV). However, this picture becomes somewiae complex when one considers the
likely variation in adiabatic ionization energiestae anion is changed. BHor example, is
theoretically predictéd to have an IP near 6.75 eV, while fopNT, to our knowledge, there is
no experimental measurement nor theoretical predi¢or the IP. Even though the chloride ion
is the only species for which the IP can be thowdlais being experimentally known, it is still
likely that a good deal of variation exists in tie@ue among these different species. Itis
interesting then that the physical size of theappears to have such a clear correlation with
scattered NO electronic temperature while the alifomay be anticorrelated or uncorrelated.
This may be related to the well-demonstrated prsipies for larger, more polarizable ions to
preferentially reside at the surface in salty sohg"’, a phenonemon which could also be at
work in the surface dynamics of the room tempeegatomic liquids in the current study.

As a parting comment, the above is clearly only oingeveral putative possibilities for
explaining such novel gas-liquid interfacial spmbibexcitation dynamics. For example, another
plausible mechanism for facile flipping of the étea spin could invoke strong interactions
between the unpairdd orbital electron and the RTIL surface, which coufgtouple the two
lambda doublet levels by lifting the degeneracthefl 1, , molecular orbitals and thus total
energies for the free NO molecule. This would resudlifferential rates of phase change for the
two newly non-degenerate levels, effectively quemghhe electronic orbital angular momentum
for approach with NO parallel to the surface. Efere, as originally suggested by Alexarider
to explain the high probability for spin-orbit fppng in NO + Ag(111) scattering, spin-orbit

flipping propensities should be sensitive to tHédence in energy between the two lowest
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electronic surfaces for the NO + surface potentibwever, these two physical pictures may not
be entirely inconsistent; for example, Alexandeggasts that charge transfer character for the
electronic wavefunction may be responsible forahisotropy splitting of the electronic
wavefunction for NO + Ag. In any case, the purpokthis discussion is not to establish a
definitive mechanism, but rather to present intnguwata for spin orbit propensities for NO +
RTIL collisions and highlight the relevant issues further investigation. For example, the
reason for the positive correlation between sphlit@nd rotational excitation is at present
unknown, although it could be related to simildeefs seen on softdand liquid® metal

surfaces which has been previously ascribed terifit binding wells for the two electronic
species. Clearly more experimental and theoretvoak will be necessary to establish a firm
basis for interpreting the underlying spin orbindynics for such intriguing open shell collisions

at the gas-room temperature ionic liquid interface.

9.7  Summary/ Conclusions

Ground state NO molecules have been inelastisaliytered from a series of room
temperature ionic liquids at both high (20 kcal/jrasid low (2.7 kcal/mol) collision energies.
Final average rotational energies are found tcemee with the mass of the anion for several
different liquids which all share the same cati@vIM-CI, BMIM-BF 4, and BMIM-TE:N. An
increase in scattered collision energy with aniae serves as direct evidence for the presence of
anionic species on the surface of these materidjign closer inspection, rotational distributions
can be fit to a two temperature model in whichabeler component is thermalized with the
surface, presumably due to transient adsorptidavield by thermal ejection. While the

temperature of the hotter component is rather sisea to the specific ionic liquid examined,
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the branching between the two channels dependsgéyron this choice. Specifically, scattering
into the hotter channel becomes less dominanteasitie of the anion is decreased, possibly
pointing to a greater representation of “soft” lpahrbon chains in this case. This picture is
further supported by examination of the scattetedtenic (spin-orbit) degree of freedom,
where, at elevated surface temperatures, the pititipddxr spin-orbit-flipping also increases

with anion size, again a possible indication of@ased representation at the surface for larger
anionic species. The mechanismrionadiabatic spin-orbit-changing interactions is discussed
in terms of a picture where partial charge transfaracter may mediate a spin-orbit-flip event
upon close approach of the NO molecule to the ibgigd surface, particularly in the vicinity of

an anion.
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Appendix A: Circuit Diagrams

Al PMT Switcher

The photomultiplier tube is avery sensitive detector of fluorescence photons. For
this reason, it is necessary to use every means possible to reduce the amount of unwanted
light impinging on the device. Thisis especialy important in the F + H,O experiments
where the electrical discharge across the He/ F, mixture produces an intense flash of
radiation. When this much light strikesthe PMT, it temporarily reduces its sensitivity
over atimescale of many microseconds, meaning that it renders the device inoperable
when it is needed to observe LIF signal.

We overcome this difficulty by transiently switching off the PMT using the circuit
showninfigure A.1. Briefly, an external voltage divider (not shown) is used to select the
appropriate first dynode voltage for normal PMT operation. Thisvoltageis sent into the
PMT switcher, and most of thetimeit is the output voltage produced by the box.
However, upon receiving a TTL trigger pulse, the PMT switcher will instead deliver the
normal output voltage minus 200 V to thefirst dynode. Thisresultsin electric fields
pushing photogenerated electrons back towards the PMT cathode, |eading to areduction
in sensitivity of 2 to 3 orders of magnitude during the entire duration of the trigger pulse.

In addition to removing background from the discharge, the device can aso, in
principle, be used to block UV probe laser beam scatter to some extent, thus eliminating
afterpulsing underneath the detection boxcar integrator. However, in practice the
sensitivity of the PMT fluctuates somewhat while the voltage is turned back on, rendering

this box somewhat less appropriate for this situation.
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FigureA.1  The push-pull circuit which transiently turns off the PMT by placing its
first dynode at severa hundred volts below the photocathode. This repels photoelectrons,
thus reducing the gain by two orders of magnitude to avoid PMT saturation while the
fluorine discharge isrunning. The output is floated relative to ground in order to allow
the device to switch less than the full - 2000 V on the photocathode.
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A.2  Pulsed Discharge Source

Fluorine atoms are produced when a beam of 10% molecular fluorinein heliumis
passed through an electrical discharge at the throat of a supersonic pinhole expansion.
The electronics responsible for this are very similar to those which control the PMT
switcher, but 8 UF in high voltage capacitors are needed to store the substantial charge
needed to deliver 200 mA of current at 800 V through the gas pulse over a period of
several tens of ps. Before entering the knife edge jaws at the pulsed valve output,
discharge current is made to pass through a1 kQ ballast resistor. The ballast servesto
reduce instabilities during the critical period right after the voltage is switched on and a
steady state current has not yet been established through the gas.. It isimportant to
ensure that the current returns back to this electronic box and that it be shielded and
physically separated as much as possible from all signal electronics. Otherwise, RF
radiation from the pulsed discharge source may write a substantial amount of noise on the

PMT output.
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FigureA.2 A second push-pull circuit which supplies current to maintain a 200 mA,

800 V discharge for converting F, moleculesto F atoms. Thiscircuit is of similar design
to that shownin A.1, but its storage capacitors are much larger (8 pF, 1600 V)
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Appendix B: Data Analysis Software

B.1 Labview Data Taking Program
This program is able to take IR spectra by scanning the OPO, UV spectra by
scanning the dye laser, or time delay spectra by addressing the digital delay generators.

In some places, arrows have been used to show other frames in sequences and case

structures.
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B.2 Frequency Calibration Program
This LabView program uses known line positions to remove frequency drift from
LIF spectra. The user fits spectral segmentsto athermal ssmulation to find a frequency

offset aswell asalinear correction.
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B.3 LIF Spectrum Fitter

This FORTRAN program takes an input LIF spectrum and extracts ground state
populations using a STARPAC least squares fitting subroutine. Before entering this
program, the LIF intensity plot should be scaled to probe energy on a shot to shot basisin
order to eliminate errors from drifting laser power. In addition, the user must input afile
containing information on peaks (name, frequency, Einstein B factor, tumbling angular
momentum (N), electronic level index, and total angular momentum (J)). Another input
file contains information on the ground states of relevance to the spectrum. Its columns
are N, J, electronic index, and energy (cm-1). Control of the program is achieved using a
final file called "par.dat" which contains various fit parameters including the name of the
datafileto be considered, frequency range to examine, the maximum J value included,
peak width, and the names of the files containing molecular info. There are some
parameters which are not currently implemented in the program. Here and in the
"par.dat” file for other programs which will be discussed below, each parameter is treated
asapossiblefit variable. Thefirst column contains its guess value, the second isa
boolean which determines whether or not it will be floated in the STARPAC fit, and the
final column contains the parameter name. Outputs from this analysis include a best fit
spectrum whose name is that of the original datafile with an "m" appended to the
beginning, and aformatted file containing populations and distinguished by a"p"
appended to the beginning. The convention for naming electronic manifoldsis as
follows: "1"is *M¢,,, "2"is?M¢,, "3"is®M),, and "4"is°M},, .

c LIFfit2010

¢ LIF spectrum fitter with weighted data points.
¢ Updated March 2010

¢ compile with this command:

c f90 LIFfit2010.f -L/central/lib -Istar64



¢ The program currently reads in a LIF spectrum cov
¢ one or more diatomic radical bands.

c It then extracts population data from the spectru
¢ and writes the populations to a file.

¢ Each band's populations are stored in a seperate

¢ Populations are labelled by N(rotational quantum

¢ and omega(electronic quantum number). rms varian
c stored for later use in error bars.

¢ The variance-covariance matrix is stored in a sep
c as is the original data with best fit simulation

¢ The y-axis should already be
c scaled to probe energy on a shot-to-shot basis.

¢ 2010 changes: added option to fit the entire spec
¢ single temperature rather than floating all popu
c seperately.

kkkkkkkkkhkkkhkkhkkkhkkkhkkkhhkkhhkkhkkkhkkkhhkkkhkkkkk

program LIFfits2008
implicit real*8 (a-h, 0-z)

¢ File containing the spectrum to be fit. Will be u
¢ names of output files.
character*100 Cpathname,Cdatafile

¢ Multiple bands can be fit at once. Information is

¢ two data files for each band, one for peaks and

¢ values. NPeaks(l) is the number of available pea

¢ NStates(l) is the number of energy levels.
dimension NPeaks(100),NStates(100)

¢ Experimental spectrum to be analyzed:
dimension Y(1e5),XM(1e5,1)

¢ Weighting factor for each data point:
dimension WT(1e5)

¢ STARPAC fit outputs: PV is the best-fit model; RE
¢ The others are probably uncertainties.
dimension RES(1e5),PV(1e5),SDPV(1e5),SDRES(1e

c Vital statistics for each peak in the spectrum: W
Einstein B(cm”3*cm-1)/(Js), Total angular moment
¢ nuclear spin). "Level" refers to lower-state el

¢ subbands, and "N" is an integer index for lower-

¢ momentum in each subband: N is always 1 for the
c Level 1is 2P3/2e

(@]
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c Level 2is 2P1/2e
c Level 3is 2P1/2f
c Level 4 is 2P3/2f

dimension PeakWvn(5000),PeakB(5000),PeakJ(500
dimension IPeakLevel(5000),IPeakN(5000)

c IpeakPARprobed is a lookup table. It tells which
c array corresponds to each peak. Since most entri
¢ quantum state populations, this array really tel
c is probed by a particular peak.
dimension IPeakPARprobed(5000)

¢ Information about the 2Pi lower states. Energy,

¢ "N" are used the same way they were to label pea
dimension StateEnergy(500),StateJ(500)
dimension IstateLevel(500),IstateN(500)

c Fit parameters: PAR() is the array of actual para
¢ IFIXED() determines which of them will be floate
¢ PAREnergy() and PARJ() are angular momentum and
parameters
¢ that correspond to quantum state populations.
¢ Cparname() gives a name for each parameter.
¢ VCV(()) is the variance-covariance matrix
¢ STP() and SCALE() are needed by STARPAC, but I d
information
¢ they contain. However, STP(1) must be negative
dimension PAR(500)
dimension IFIXED(500)
dimension PAREnergy(500),PARJ(500)
character*100 Cparname(500)
dimension VCV(500,500)
dimension STP(500), SCALE(500)

¢ DSTAK() is the workspace for STARPAC. Varying its
¢ disastrous.
dimension DSTAK(1e7)

c LIFspec is the function that returns a spectral s
¢ a set of populations and other parameters.
external LIFspec

¢ DSTAK must be put in a common block so STARPAC ca

common /errchk/lerr
common /cstak/dstak

¢ These common blocks are the best way to pass esse
¢ to the model function. Since STARPAC imposes st
C onit, it's not possible to pass these arrays di

0)

entry of the PAR()
es of PAR() are
Is which state

J, and "Level" and
ks.

meters to be fit.
d or fixed.
energy for the

on't know what

length can be

imulation based on

n access it.

ntial information
rict rules
rectly.
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common /Data/ NallowedPeaks

common /Peakinfo/ PeakWvn,PeakB,IPeakPARprobe

IpeakLevel

.common /Levellnfo/ PARJ,PARenergy,NxtraPAR
common /Qinfo/ StateEnergy,StateJ,|StateLevel

NStates

kkkkkkkkkhkkkhkkkhkkkhkkkhkkkhhkkhkkkhhkkkhkkkhhkkkhkkkkk

(@]

OO0 000

Important!

The program only accepts data sets with fewer th

points. If you want to fit more points, this mus
changed in several places.

This program will use a starpac nonlinear least-
fitting subroutine to fit a data set to a model.
The current model is a set of Gaussian peaks.

These are all parameters that are required by th
function NLSC.

STP(1) = -2.0

MIT = -2.0

STOPSS = 2.1
STOPP =2.0
SCALE(1) = -2.
DELTA =-2.0
IVAPRX = 1

NPRT = 0

LDSTAK = 10000000
IVCV=500

DataReader does four things. It reads in the dat
analyzed, it reads in relevant information about
the bands that are covered by the spectrum, it r
the user-defined parameters (Jmax,Width), and
it reads in term values from a separate file.

WRITE(*,*) 'Calling DataReader’

CALL DataReader(Cpathname,CdataFile,

. N,XM,Y,
PAR,IFIXED,CParname,NPAR,Nban
NPeaks,
IPeakN,NStates,
IstateN,StateJ,IstateLevel,St

WRITE(*,*) 'Finished with Data Reader’
WRITE(*,*) 'File: ', TRIM(Cpathname)//Cdatafil
WRITE(*,100) 'N=",N

WRITE(*,110) ‘IJmax=",PAR(1)

WRITE(*,110) 'Sigma=",PAR(2)
WRITE(*,100) ‘'NPAR=",NPAR

WRITE(*,110) 'PeakWvn(1)=",PeakWvn(1)
WRITE(*,100) 'Nstates(1)=",Nstates(1)

100 FORMAT(A15,110)
110 FORMAT(A15,F10.2)
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120 FORMAT(A15,E10.2)

¢ MakeArrays initializes the arrays XM(),PAR(),IFI XED(),and WT()

WRITE(*,*) 'Calling MakeArrays'

CALL MakeArrays(N,XM,Y,WT,Nbands,
NPeaks,IPeakN,
Nstates,IstateLevel,IstateN,StateJ,StateE
NPAR,Nxtrapar,CParname,PAREnergy,PARJ,PAR

WRITE(*,*) "Finished with MakeArrays"
WRITE(*,*) "NPAR=",NPAR

IXM =N
M=1

WRITE(*,*) 'Calling Starpac'

CALL NLSWS (Y,WT,XM,N,M,IXM,LIFspec,PAR,NPAR,
IFIXED,STP,MIT,STOPSS,STOPP,SCALE,DELTA,IV
NNZW,NPARE,RSD,PV,SDPV,SDRES,VCV,IVCV)

IF(lerr.NE.O) THEN
WRITE(*,*)
WRITE(*,*)

WRITE(*,*) "An error has been detected in th
WRITE(*,*) "Error #",lerr

WRITE(*,*)

WRITE(*,*)

END IF

WRITE(*,*) "Calling the data writer"
CALL Writer(Cpathname,CDatafile,
N, XM,Y,M,IXM,NPAR,PAR,Nxtrapar,
. VCV,IFIXED,RES,CParname,PAREnergy
WRITE(*,*) "Finished with the data writer"

end program

kkkkkkkkkhkkkhkkkhkkkhkkkhkkkhhkkhhkkhkkkhkkkhhkkkhkkkkk

SUBROUTINE DataReader(Cpathname,CdataFile,
N,XM,Y,
PAR,IFIXED,CParname,NPAR,Nban
NPeaks,|PeakN,
Nstates,IstateN,StateJ,|Istate

implicit real*8 (a-h, 0-z)

real*8 xtemp

character*100 CDataFile

character*100 Cpathname

character*100 Cbhandfile(100),CStatefile(100)
character*100 CParname(500)

character*5 CBranchName(5000)

nergy,
JIFIXED)

RES,LDSTAK,
APRX,NPRT,

e fit."

PARJ)

Kkkkkkhkkkk

ds,

Level,StateEnergy)



integer N,NPAR,Nbands

dimension XM(1e5,1),Y(1e5)

dimension PAR(500),IFIXED(500)

dimension PeakWvn(5000),PeakB(5000),IPeakLeve
. IPeakN(5000),PeakJ(5000)

dimension IPeakPARProbed(5000)

dimension Xlimits(2)

dimension Npeaks(100),Nlevels(100)

dimension IstateN(500),StateJ(500),IstateLeve

. StateEnergy(500),Nstates(100)

integer Jmax
real*8 PeakWidth

common /Peakinfo/ PeakWvn,PeakB,IPeakPARprobe

IpeakLevel

*kkkkkkk * *kkkkkkk * *kkkkkkk * *kkk

¢ This subroutine reads in information from several

¢ N is the number of data points.

¢ Nbands is the number of bands in the spectrum

¢ NPeaks() is an array whose entries are the number
c peaks in each band

¢ NWghtRgns is the number of regions where data poi
¢ be unweighted.

¢ Jmax is the maximum value of tumbling angular mom
¢ considered in the fit. Note that even though it

c itis actually an integer label. For each elect

c the first rotational level is called "1", and th

c "

¢ PeakWidth is the 1/e width of the peaks

¢ WvIOffset is the shift in the calibration of the

¢ XM() and Y() are the wavelength and intensity val
data

c file.

¢ PeakWvn(),PeakB(),IPeakLevel(),and IPeakN() are t
¢ frequency,Einstein B-factor,electronic sublevel

¢ and lower-state rotational angular momentum for

c Sublevel 1 = Doublet Pi 3/2+
¢ Sublevel 2 = Doublet Pi 1/2+
c Sublevel 3 = Doublet Pi 3/2-
c Sublevel 4 = Doublet Pi 1/2-

¢ Read the file "par.dat"
OPEN (1,file="par.dat’)

¢ Read in the name of the file to be analyzed
¢ and the wavelength limits you want to use
READ(1,100) CPathname
READ(1,100) CDatafile

392

(5000),

(500),

d,PeakJ,

*kkkkhkkkk

different files.

of participating
nts will

entum to be

's called "J",

ronic sub-band,
e highest is called

LIF laser

ues from the raw

he
probed,
each peak.



READ(1,*) Xlimits(1)

READ(1,*) Xlimits(2)

READ(1,*) NPAR

READ(1,%)

WRITE(*,*) TRIM(Cpathname)//CDataFile

100 FORMAT(A50)

¢ Read in first parameters
READ(1,*)

DO I=1,NPAR

READ(1,*) PAR(I),IFIXED(l),CParname(l)
CParname(l)=""//CParname(l)

END DO

¢ Read in the number of bands to be included, and t

files
¢ where peak info is stored for each band.
READ(1,*)
READ(1,*) Nbands
DO I=1,Nbands
READ(1,100) Chandfile(l)
READ(1,100) CStatefile(l)
END DO
CLOSE (UNIT=1)

¢ Read in peak positions and transition strengths f

J=1

DO I=1,Nbands

OPEN (1,file=Cbandfile(l))

READ(1,%)

K=1

DO
READ(1,*,END=20)
CBranchName(J),PeakWvn(J),PeakB(J),
IPeakN(J),IPeakLevel(J),PeakJ(J)
J=J+1
K=K+1

END DO

20 NPeaks()=K-1
CLOSE (UNIT=1)
END DO

J=1

DO I=1,Nbands

OPEN (1,file=CStatefile(l))

READ(1,%)

K=1

DO
READ(1,*,END=30)
IStateN(J),StateJ(J),IStateLevel(J),StateE

he names of the

or each band

nergy(J)
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J=J+1
K=K+1
END DO
30 Nstates(l)=K-1
CLOSE (UNIT=1)
END DO

¢ Read in the data to be fit

OPEN (1,file=TRIM(Cpathname)//CDataFile)
=1

READ(1,*)

DO
READ(1,*,END=50) Xtest,Ytest
IF((Xtest.gt.Xlimits(1)) .and. (Xtest.It.XI
XM(1,1) = Xtest
Y(l) = Ytest
=1+1
END IF

END DO

50 N=1I-1

CLOSE (UNIT=1)
WRITE(**) XM(1,1),XM(N, 1)

Return
end subroutine DataReader

*kkkkkkk * *

*kkkk * *kkk * * *kkk

SUBROUTINE MakeArrays(N,XM,Y,WT,Nbands,
NPeaks,IPeakN,

Nstates,IstateLevel,IstateN,StateJ,State E

NPAR,Nxtrapar,CParname,PAREnergy,PARJ,PAR
IFIXED)

implicit real*8 (a-h,0-z)

¢ Peaks and states per band:
dimension Npeaks(100),Nstates(100)

¢ The spectrum to be fit:

dimension XM(1e5,1),Y(1e5)

¢ Fit weights:

dimension WT(1e5)

¢ STARPAC fit outputs:

dimension RES(1e5),PV(1e5),SDPV(1e5),SDRES(1e

imits(2))) THEN

*kkkkhkkkk

nergy,

5)
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¢ Peak info
dimension PeakWvn(5000),PeakB(5000),PeakJ(500
dimension IPeakLevel(5000),IPeakN(5000)

¢ Peak-state lookup table
dimension IPeakPARprobed(5000)

¢ Lower-state info
dimension StateEnergy(500),StateJ(500)
dimension IStateLevel(500),IstateN(500)

¢ Parameter arrays
dimension PAR(500)
dimension IFIXED(500)
dimension PAREnergy(500),PARJ(500)
character*100 Cparname(500)
dimension VCV(500,500)
dimension STP(500),SCALE(500)

¢ STARPAC workspace
dimension DSTAK(10000000)

¢ Character variables for naming parameters.
character*3 CJ,CK,CL,CM

¢ Will need to sort peaks by frequency in order to
dimension SortedPeakWvn(5000)

external LIFspec
external IPRINT
common /cstak/dstak

common /Data/ NallowedPeaks
common /Peakinfo/ PeakWvn,PeakB,IPeakPARprobe
. IpeakLevel

OPEN(9,FILE="Starpacerrors")

WRITE(*,*) 'Nstates(1)=', Nstates(1)
Jmax=PAR(1)

Sigma=PAR(2)

Nxtrapar=NPAR

NPAR = NPAR + Jmax*4*Nbands
c Initialize IFIXED() (Make all populations fixed)

DO I=Nxtrapar+1,NPAR
IFIXED(I)=1
END DO
c Initialize PAR() (Make all populations negative)
DO I=Nxtrapar+1,NPAR

0)

self-calibrate.

d,PeakJ,
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PAR(1)=-2000.0
END DO
¢ Initialize CParname()

I=Nxtrapar+1

DO J=1,Nbands

DO K=1,4
DO L=1,Jmax
WRITE(Unit=CJ,fmt='(13)") J
WRITE(Unit=CK,fmt="(13)") K
WRITE(Unit=CL,fmt="(13)") L

CParname(l)=" Bnd'//CJ/I' Ele'll
CK/I' Rot'//CL
I=1+1
END DO
END DO
END DO

¢ Now find out which levels are covered in the spec
c If the level corresponds to a peak that is covere

¢ then IFIXED will be set to 0 for that peak, and

¢ by STARPAC

M=0
lallowedpeak=1
Ipeak=1

DO J=1,Nbands
DO K=1,NPeaks(J)

IParindex=Nxtrapar+(J-1)*4*Jmax+
. (IPeakLevel(Ipeak)-1)*Imax+IPeakN(Ipeak)

DO I=1,N
IF( (ABS(PeakWvn(lpeak)-XM(1,1)).It.Sigma).
AND.(IPeakN(Ipeak).le.Jmax) )THEN

Wvntst=PeakWvn(IPeak)
Btst=PeakB(IPeak)
Ntst=IPeakN(IPeak)
Leveltst=IPeakLevel(IPeak)
PeakJtst=PeakJ(IPeak)

PeakWvn(IPeak)=0.0
PeakB(IPeak)=0.0
IPeakN(IPeak)=0
IPeakLevel(IPeak)=0
PeakJ(IPeak)=0

PeakWvn(lallowedpeak)=Wvntst
PeakB(lallowedpeak)=Btst
IPeakN(lallowedpeak)=Ntst
IPeakLevel(lallowedpeak)=Leveltst
PeakJ(lallowedpeak)=PeakJtst
IPeakPARprobed(lallowedpeak)=IParindex

IF(PAR(3).1t.0.1) THEN

trum.
d in the data,
it will be varied
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IFIXED(IParindex)=0
END IF

PAR(IParindex)=1.0e-4
PARenergy(IParindex)=0.0
PARJ(IParindex)=0.0

DO L=1,NStates(J)
IF((IPeakN(lallowedpeak).eq.IstateN(M+L
(IStateLevel(M+L).eq.IPeakLevel(lallow

PARenergy(IParindex)=StateEnergy(M+L)
PARJ(IParindex)=StateJ(M+L)

END IF
IF((IPeakN(lallowedpeak).eq.IstateN(M+L
(IStateLevel(M+L).eq.IPeakLevel(lallow

END DO

lallowedpeak=lallowedpeak+1
END IF
IF( (ABS(PeakWvn(lpeak)-XM(1,1)).It.Sigma).
AND.(IPeakN(Ipeak).le.Jmax) ) EXIT
END DO
Ipeak=Ipeak+1

END DO

¢ M=NStates(J)
END DO
NallowedPeaks=lallowedpeak-1

c Create the weight array
DO I=1,N
WT(1)=1.0
END DO

WRITE(*,*) "XM(N,1)=",XM(N, 1)
RETURN

END SUBROUTINE MakeArrays

kkkkkkkkkhkkkhkkkhkkkhkkkhkkkhhkkhhkkhkkkhkkkhhkkkhkkkkk

subroutine Writer(Cpathname,CDataFile,
N,XM,Y,M,IXM,NPAR,PAR,
Nxtrapar,VCV,IFIXED,RES,CParname,
PAREnergy,PARJ)

implicit real*8 (a-h, 0-z)

character*100 Cpathname,Cdatafile,

Cmodfile,Cpopfile,Ccovarfile,Creportfil

character*100 Cparamfile,Crawpopfile,Ccalerrf

character*100 CParname(500)

dimension Y(1E5),XM(1E5,1),PV(1E5),RES(1e5)

dimension PAR(500),PARerror(500),IFIXED(500),

dimension PAREnergy(500),PARJ(500)

dimension A(10),T(10)

)).and.
edpeak))) THEN

)).and.
edpeak))) EXIT

Kkkkkkhkkkk
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¢ Sends the populations and the best-fit model to o

OO0 O0OOO0O0O0O0O00O0O0OO0

Jmax=PAR(1)

Cmodfile = TRIM(Cpathname)//'m'//Cdatafile
Cpopfile = TRIM(Cpathname)//'p'//Cdatafile
Ccovarfile = TRIM(Cpathname)//'covar'//Cdataf
Cparamfile = TRIM(Cpathname)//'param'//Cdataf
Crawpopfile=TRIM(Cpathname)//'praw'//Cdatafil
Ccalerrfile=TRIM(Cpathname)//'Calerr'//Cdataf
Creportfile=TRIM(Cpathname)//'report'//Cdataf

WRITE(*,*) "original file: ",Cdatafile
WRITE(*,*) "model file: ",Cmodfile
WRITE(*,*) "population file: ",Cpopfile
WRITE(*,*) "covariance file: ",Ccovarfile
WRITE(*,*) "other parameters file: ",Cparamfi
WRITE(*,*) "raw populations: ",Crawpopfile
WRITE(*,*) "Calibration errors: ",Ccalerrfile
WRITE(*,*) "1 temperature report: ",Creportfi

M=1

DO J=1,NPAR

IF(IFIXED(J).eq.0) THEN
PARerror(J) = SQRT(VCV(M,M))
M=M+1

ELSE
PARerror(J) = 0.0

END IF

END DO

OPEN (4,file=Cmaodfile)
CALL LIFspec(PAR, NPAR, XM, N, M, IXM, PV)
WRITE(4,70) "Wvn(cm-1)", "Data",
"Model","Residual"
DO ipoint=1,N
WRITE(4, 80) XM(ipoint,1),
Y(ipoint), PV(ipoint),RES(Ipoint)
END DO
CLOSE (UNIT=4)

OPEN (4,file=Ccovarfile)

M=1

K=1

DO I=1,NPAR

IF(IFIXED(I).It.1) THEN
DO J=1,NPAR
IF(IFIXED(J).It.1) THEN

WRITE(4,110) VCV(M,K),Cparname(l),Cparna

K=K+1
END IF
END DO
M=M+1

END IF

*kkkkhkhkkk
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¢ ENDDO
¢ CLOSE (UNIT=4)

IF(Nxtrapar.gt.0) THEN
OPEN (4,file=Cparamfile)
M=1
DO I=1,Nxtrapar
Error=0.0
IF(IFIXED(l).It.1) THEN
Error = sqrt(VCV(M,M))
M=M+1
END IF
WRITE(4,120) Cparname(l),IFIXED(I),PAR(I),E
END DO
CLOSE (UNIT=4)
END IF

OPEN (4,file=Cpopfile)

WRITE(4,90) "2Pi3/2eJ","E","Pop","error",
"2Pil/2eJ","E","Pop","error",
"2Pil/2fJ","E","Pop","error",
"2Pi3/2f3","E","Pop","error"

L=Nxtrapar

DO K=1,Jmax

WRITE(4,100) PARJ(L+K),PARenergy(L+K),
. PAR(L+K),PARerror(L+K),
PARJ(L+K+Jmax),PARenergy(L+K+Jm
PAR(L+K+Jmax),PARerror(L+K+Jmax
PARJ(L+K+2*Jmax),PARenergy(L+K+
PAR(L+K+2*Jmax),PARerror(L+K+2*
PARJ(L+K+3*Jmax),PARenergy(L+K+
. PAR(L+K+3*Jmax),PARerror(L+K+3*
END DO
CLOSE (UNIT=4)

OPEN(4 file=Crawpopfile)
M=1
Write(4,130) "J","Value","Uncertainty","Energ
. "Boltz","Boltzerror","Name"
DO I=NxtraPAR+1,NPAR
Boltz=0.0
BoltzError=0.0
IF(PAR(I).gt.0.0) THEN
Boltz=log(PAR(l)/(2*PARJ(1)+1))
Boltzerror=abs(Parerror()/PAR(I))
END IF
WRITE(4,140) PARJ(1),PAR(I),Parerror(l),
PARenergy(l),Boltz,Boltzerror,Cparname(
END DO
CLOSE (UNIT=4)

¢ Calculate average rotational/electronic temperatu
¢ and print a simple output file.

rror

ax),
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Jmax)
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Itempfit=PAR(3)
IF(Itempfit.gt.0.1) THEN
A(1)=PAR(4)
T(1)=PAR(5)
A(2)=PAR(6)
T(2)=PAR(7)
A(3)=PAR(8)
T(3)=PAR(9)
A(4)=PAR(10)
T(4)=PAR(11)

Trot=(T(1)+T(2)+T(3)+T(4))/4
Telec=119.82*298/207.119/
log((A(2)+A(3))/(A(1)+A(4)))

WRITE(*,*) Trot,Telec

OPEN (4,FILE=Creportfile)
WRITE(4,150) "Trot","Telec"
WRITE(4,160) Trot,Telec
WRITE(4,*)

WRITE(4,70) "T1","T2","T3","T4"
WRITE(4,80) T(1),T(2),T(3),T(4)
WRITE(4,%)

WRITE(4,70) "Popl","Pop2","Pop3","Pop4"
WRITE(4,80) A(1),A(2),A(3),A(4)
CLOSE(UNIT=4)

END IF

70 FORMAT (4A25)
80 FORMAT (4€25.8)
90 FORMAT (16A25)

100
110
120
130
140
150
160

FORMAT (16E25.8)
FORMAT (€25.8,2A50)
FORMAT (A50,110,2¢25.8)
FORMAT (7A25)
FORMAT (6e25.8,A25)
FORMAT (2A20)
FORMAT (2E20.8)

RETURN
END

*kkkk * *kkkkkkk * *kkk * * *kkk

subroutine LIFspec(PAR, NPAR, XM, N, M, IXM,
implicit real*8 (a-h, 0-z)

real*8 E,B,Pop,g,c,DelWvn,S

integer I,J,ILvIProbed,Itempfit,NxtraPAR

dimension PAR(NPAR), XM(IXM,M), PV(N)
dimension T(10), A(10), Q(10)

dimension PeakWvn(5000),PeakB(5000),IPeakPARp
dimension PeakJ(5000),IPeakLevel(5000)

dimension PARJ(500),PARenergy(500)

dimension StateEnergy(500),StateJ(500)

*kkkkhkkkk

PV)

robed(5000)

400



dimension IStateLevel(500),IStateN(500),NStat
common /cstak/dstak

common /Data/ NallowedPeaks
common /Peakinfo/ PeakWvn,PeakB,IPeakPARprobe
IPeakLevel

common /Levelinfo/ PARJ,PARenergy,NxtraPAR

common /Qinfo/ StateEnergy,StateJ,|Statelevel
NStates

¢ Each peak is modeled as a gaussian with the same
¢ The heights of these peaks are taken to be propor

pi = 3.14159265

¢ For direct temperature fitting, "T" contains the

¢ for each electronic manifold and "A" contains th
¢ for each manifold. "Q" is the partition functio

¢ manifold.

¢ Speed of light in cm/s

c =2.99792458E10
Jmax=PAR(1)

Sigma=PAR(2)
Itempfit = PAR(3)

IF(Itempfit.gt.0.1) THEN

c read in temperatures and populations

Cc
c

A(1)=PAR(4)
T(1)=PAR(5)
A(2)=PAR(6)
T(2)=PAR(7)
A(3)=PAR(8)
T(3)=PAR(9)
A(4)=PAR(10)
T(4)=PAR(11)

WRITE(*,*) T(1)
READ(*,*)

¢ construct partition functions

DO I=1,4

Q(1)=0.0
END DO

DO K=1,NStates(1)
degen=2*StateJ(K)+1

¢ kT in wavenumbers, T in Kelvin

lelec=IStateLevel(K)

xkT=T(lelec)*207.119/298

Energ=StateEnergy(K)

Q(lelec)=Q(lelec)+degen*exp(-Energ/xkT)
END DO

es(100)

d,PeakJ,

,IStateN,
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O o0

END IF

DO I=1,N

PV(1)=0.0

DO J=1,NallowedPeaks
freq=XM(l,1)
DelWvn=abs(freq-PeakWvn(J))
IF (DelWvn.It.(50*Sigma)) THEN
ILvIProbed=IPeakPARprobed(J)
Pop = PAR(ILvIProbed)

IF(Itempfit.gt.0.1) THEN
lelec=IPeakLevel(J)

degen=2*PeakJ(J)+1
xkT=T(lelec)*207.119/298
Energ=PAREnergy(ILvIProbed)
Amp=A(lelec)
Pop=Amp*degen*exp(-Energ/xkT)/Q(lelec)
END IF

B = PeakB(J)
Lorentzian:
0=1/(1+ (DelWvn)**2/Sigma**2)/(pi*Sigma

Gaussian:
g=(1/sqrt(pi)/Sigma)*exp(-((Delwvn/Sigma

Hybrid:
g=Sigma**2/2/((DelWvn**2+Sigma**2)**(3/
PV(l) = PV(l) + Pop*B*g
END IF

END DO
END DO
RETURN
END

Subroutine IPRINT(IPRT)
IPRT=9

RETURN

END SUBROUTINE IPRINT

)**2))

2))
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B.4  Double Exponential Fits

This program takes as an input the "p-" output of the LIFfits routine. It
separately fits each electronic sub-band to atwo component model featuring alow
temperature (T1) a high temperature (T2), and a branching probability into the low
temperature channel (alpha). The program outputs the best fit value of each quantity as
well as an estimated error aslong as the variable has not been fixed (using the same input
format as discussed in section B.1). In addition, the program reports the summed

population in each channel for the purposes of calculating a spin-orbit temperature. As

before, the labeling of the statesis asfollows:  "1"is °M5,,, "2"is °Mf,,,
"3"is’Mn/,,, and "4"is’M},.

¢ Double_Exp_fit_2009 (6-2009)

¢ Weighted fit for a double-exponential data set
¢ compile with this command:

¢ ifort Double_Exp_fit.f -L/central/lib -Istar

c First, initial fit parameters are read from the f ile
c "par.dat"

¢ Also, fitting weights are read from a file called
"NOstateweights.txt"

¢ Next, the data set is read in from a file named i n par.dat.

¢ Two output files are generated. "mod_xxxx_K" cont ains the fit

¢ and data for manifold "K", and "val_xxxx" conta ins the

c best-fit parameters

¢ and the variance-covariance matrix. Here, "Xxxx " refers to the

¢ name of the original data file.

c All four electronic manifolds will be fit simulta neously.
¢ There will be four sets of four input columns (16 total)

¢ column a: Angular momentum

¢ column b: Term values

¢ column c: Population

¢ column d: Sigma error (will be squared for weigh ting)

kkkkkkkkkhkkkhkkhkkkhkkkhkkkhhkkhhkkkhkkkhkkhhkkkhkkkkk K*kkkkhkkkk



program Double_Exp_fit
implicit real*8 (a-h, 0-z)

¢ File containing the data to be fit. Will be used
¢ names of output files.
character*100 Cpathname,Cdatafile

¢ Inputs from the data file:
dimension AngMom2D(1e5,4),Energy2D(1e5,4)
dimension Pops2D(1e5,4),Error2D(1e5,4)
dimension Weights2D(1e5,4)

¢ Intermediate arrays for each eletronic manifold
dimension AngMom(1e5),XM(1e5,1),Y(1e5),Error(

¢ Number of states for each manifold
dimension Nlev(4)

¢ Weighting factor for each data point:
dimension WT(1e5)

¢ Collected results: fits and parameters
dimension Report(4,8), Fits(1e5,13,4)

¢ STARPAC fit outputs. PV is the best-fit model; RE

¢ The others are probably uncertainties.
dimension RES(1e5),PV(1e5),SDPV(1e5),SDRES(1e
dimension Chanl(1e5),Chan2(1e5)

c Fit parameters: PAR() is the array of actual para
¢ IFIXED() determines which of them will be floate
¢ Cparname() gives a name for each parameter.
¢ VCV(() is the variance-covariance matrix
¢ STP() and SCALE() are needed by STARPAC, but I d
information
¢ they contain. However, STP(1) must be negative
dimension PAR(500)
dimension IFIXED(500)
character*100 Cparname(500)
dimension VCV(500,500)
dimension STP(500), SCALE(500)

¢ DSTAK() is the workspace for STARPAC. Varying its
¢ disastrous.
dimension DSTAK(1e7)

¢ Model is the function that returns a simulation b

c a set of parameters.

¢ Current model: double exponential.

¢ Y = C*( (alpha)*exp(-X/E1) + (1-alpha)*exp(-X/E2

external Model

¢ DSTAK must be put in a common block so STARPAC ca
common /cstak/dstak
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common /data/AngMom, Chanl, Chan2

¢ Important!

¢ The program only accepts data sets with fewer th an leb5
¢ points. If you want to fit more points, this mus t be

¢ changed in several places.

(@]

These are all parameters that are required by th e Starpac
function NLSC.
STP(1) =-2.0
MIT =-2.0
STOPSS =2.1
STOPP =2.0
SCALE(1) = -2.
DELTA=-2.0
IVAPRX =1
NPRT =0
LDSTAK = 10000000
IVCV=500

(¢

¢ DataReader first reads par.dat to find the name of the data
¢ file and initial values for the fit parameters. Next, it
¢ reads the data file.

WRITE(*,*) 'Calling DataReader’

CALL DataReader(Cpathname,CdataFile,Emin,Emax ,
Nlines,AngMom2D,Energy2D,Pops 2D,Error2D,
PAR,IFIXED,CParname,NPAR,Weig hts2D)

WRITE(*,*) 'Finished with Data Reader’

WRITE(*,*) 'File: ', TRIM(Cpathname)//Cdatafil e
WRITE(*,100) 'Nlines='",Nlines

WRITE(*,110) Cparname(1),PAR(1)

WRITE(*,110) Cparname(2),PAR(2)

WRITE(*,110) Cparname(3),PAR(3)

WRITE(*,100) 'NPAR="NPAR

100 FORMAT(A15,110)
110 FORMAT(A15,F10.2)

DO I=1,4

AngMom(:) = AngMom2D(;,1)
XM(:,1) = Energy2D(;,l)

Y(:) = Pops2D(.,1)

Error(:) = Error2D(:,I)

¢ Set weights, normalize Y, count valid states, and record
¢ overall population
BranchSum = 0.0

J=1
DO K=1,Nlines
IF ((Y(K).gt.-1000).and.
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((XM(K,1).gt.Emin).and.(XM(K,1).le.Emax) )) THEN
AngMom2D(J,l) = AngMom(K)
Energy2D(J,1) = XM(K,1)
Pops2D(J,1) = Y(K)

Error2D(J,1) = Error(K)
WT(J)=Weights2D(K,I)
BranchSum = BranchSum+Y(K)
J=J+1

END IF

END DO

Nlev(l) = J-1

Report(l,1) =1
Report(l,2) = BranchSum

DO L=1,Nlev(l)

Pops2D(L,l) = Pops2D(L,l)/BranchSum
Error2D(L,I) = Error2D(L,l)/BranchSum
END DO

AngMom(:) = AngMom2D(;,1)
XM(:,1) = Energy2D(;,l)

Y(:) = Pops2D(.,1)

Error(:) = Error2D(:,1)

N = Nlev(l)
IXM = Nlev(l)
M=1

WRITE(*,*) 'Calling Starpac'

CALL NLSWS (Y,WT,XM,N,M,IXM,Model, PAR,NPAR,R ES,LDSTAK,
IFIXED,STP,MIT,STOPSS,STOPP,SCALE,DELTA,IV APRX,NPRT,
NNZW,NPARE,RSD,PV,SDPV,SDRES,VCV,IVCV)

¢ Make the "report" matrix (fit parameters)
Report(l,3) = PAR(2)

Report(1,5) = PAR(2)*298/207.1206178
Report(1,7) = PAR(3)*298/207.1206178

J=1
Scaler=1.0
DO K=1,NPAR

IF (K.gt.1) Scaler = 298/207.1206178
Report(l,2*K+2)=0.0

IF (IFIXED(K).It.1) THEN
Report(l,2*K+2)=sqrt(VCV(J,J))*Scaler
J=J+1

END IF

END DO

¢ Make the "fits" matrix (models and raw data)
Fits(1:Nlev(l),1,I) = XM(2:Nlev(l),1)

Fits(1:Nlev(1),2,1) = WT(L:Nlev(l))
Fits(1:Nlev(1),3,1) = Y(L:Nlev(l))



Fits(1:Nlev(l),4,1) = Error(1:Nlev(l))
Fits(1:Nlev(1),5,1) = PV(1:Nlev(l))
Fits(1:Nlev(l),6,1) = Chanl1(1:Nlev(l))
Fits(1:Nlev(l),7,1) = Chan2(1:Nlev(l))
Fits(1:Nlev(1),8,1) = AngMom(1:Nlev(l))

¢ Perform a Boltzmann analysis

DO J=1,Nlev(l)

Fits(J,9,1) = log(Y (J)/(2*AngMom(J)+1))
Fits(J,10,1) = Error(J3)/Y(J)

Fits(J,11,1) = log(PV(J)/(2*AngMom(J)+1))
Fits(J,12,1) = log(Chan1(J)/(2*AngMom(J)+1))
Fits(J,13,1) = log(Chan2(J)/(2*AngMom(J)+1))
END DO

END DO

WRITE(*,*) "Calling the data writer"

CALL Writer(Cpathname,CDatafile,Cparname,
. Nlev,Report,Fits)

WRITE(*,*) "Finished with the data writer"

end program

kkkkkkkkkhkkkhkkkhkkkhkkkhkkkhhkkhhkkhkkkhkkkhhkkkhkkkkk

SUBROUTINE DataReader(Cpathname,CdataFile,Emi
Nlines,AngMom2D,Energy2D,Pops
PAR,IFIXED,CParname,NPAR,Weig

implicit real*8 (a-h, 0-z)

real*8 xtemp,Emin,Emax,am
character*100 CDataFile

character*100 Cpathname

character*100 CParname(500)

integer NPAR, Nlines, N, Nstate
dimension AngMom2D(1e5,4),Energy2D(1€e5,4)
dimension Pops2D(1e5,4),Error2D(1e5,4)
dimension Weights2D(1e5,4)

dimension PAR(500),IFIXED(500)
dimension Testline(100),Weightline(100)

*kkkkkkk * *kkkkkkk * *kkkkkkk * *kkk

OPEN (1,file="par.dat’)

¢ Read in the name of the file to be analyzed
¢ and the x-axis limits you want to use

READ(1,100) CPathname

READ(1,100) CDatafile

READ(1,*) Emin

READ(1,*) Emax

READ(1,*) NPAR

READ(1,*)

WRITE(*,*) TRIM(Cpathname)//CDataFile

K*kkkkhkkkk
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100 FORMAT(A50)

¢ Read in first parameters
READ(1,%)
DO I=1,NPAR
READ(1,*) PAR(I),IFIXED(l),CParname(l)
CParname(l)=""//CParname(l)
END DO

¢ Read in the data to be fit
OPEN (1,file=TRIM(Cpathname)//CDataFile)
=1
READ(1,*)
DO
READ(1,*,END=50) Testline(1:16)
DO L=1/4
AngMom2D(l,L) = Testline(4*(L-1)+1)
Energy2D(l,L) = Testline(4*(L-1)+2)
Pops2D(l,L) = Testline(4*(L-1)+3)
Error2D(I,L) = Testline(4*(L-1)+4)
END DO
I=1+1
END DO
50 Nlines =1I-1
CLOSE (UNIT=1)

¢ Read in the weights for each rovibronic state
OPEN (1,file="NOstateweights.txt")
READ(1,*)
=1
DO
READ(1,*,END=51) Weightline(1:5)
N = INT(Weightline(1))
Nstate = INT(Weightline(3))
Weights2D(N,Nstate) = Weightline(5)
END DO
51 CLOSE (UNIT=1)

Return
end subroutine DataReader

*kkkkkkk * *kkkkkkk * *kkkkkkk * *kkk

subroutine Writer(Cpathname,CDataFile,Cparnam
Nlev,Report,Fits)

implicit real*8 (a-h, 0-z)

character*100 Cpathname,Cdatafile, CFitBase,
CFitfile,CReportFile

character*100 CParname(500)

character*1 iteration

dimension Nlev(4)

dimension Report(4,8), Fits(1e5,13,4)

*kkkk * *kkkk * *kkkkkkk *kkk

¢ Sends the populations and the best-fit model to o
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CFitBase ='fit_'//Cdatafile
CReportFile = TRIM(Cpathname)//'rep_'//Cdataf

WRITE(*,*) "original file: ",Cdatafile
WRITE(*,*) "Report file: ",CReportFile

DO I=1,4
WRITE(UNIT=iteration,FMT="'(11)") |
CFitFile = TRIM(Cpathname)//iteration//"_"//
Write(*,*) "Fits file: ",CFitfile
OPEN (4.file=CFitFile)
WRITE(4,70) "Energy","Weight","Data","Error"
. "Model","Chanl","Chan2","J","Boltzdata",
. "Boltzerror","BoltzMod","Boltz1","Boltz2"
DO J=1,Nlev(l)
WRITE(4,80) Fits(J,1:13,1)
END DO
CLOSE (UNIT=4)
END DO

WRITE(*,*)

WRITE(*,*)

OPEN (4,file=CReportFile)

Write(4,90) "State","Summed_Pop","Alpha","Alp
"T1","T1_Error","T2","T2_Error"

Write(*,110) "State","Summed_Pop","Alpha","Al
. "T1","T1_Error","T2","T2_Error"

DO I=1,4
WRITE(4,100) Report(l,1:8)
WRITE(*,120) Report(l,1:8)
END DO

70 FORMAT (12A25)

80 FORMAT (13e25.8)

90 FORMAT (8A25)

100 FORMAT (8e25.5)

110 FORMAT (8A15)

120 FORMAT (f15.0,e15.3,6{15.2)

RETURN
END

kkkkkkkkkhkkkhkkhkkkkhkkkhkkkhhkkhkkkhkkkhkkkhkkkhkkkkk

subroutine Model(PAR, NPAR, XM, N, M, IXM, PV
implicit real*8 (a-h, 0-z)

dimension PAR(NPAR), XM(IXM,M), PV(N)
dimension AngMom(1e5), Chanl1(1e5), Chan2(1e5)
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ile

CFitBase

ha_Error",

pha_Error",

K*kkkkhkkkk

)



410

common /cstak/dstak
common /data/ AngMom, Chan1, Chan2

*kkkkkkk * *kkkkkkk * *kkkkkkk * *kkk *kkkkhkkkk

¢ Double exponential decay. "E1" is the sticking ¢ omponant.

Alpha=PAR(1)
E1=PAR(2)
E2=PAR(3)

Q1=0.0
Q2=0.0

DO I=1,N
Q1=Q1+(2*AngMom(I)+1)*exp(-XM(1,1)/E1)
Q2=Q2+(2*AngMom(l)+1)*exp(-XM(1,1)/E2)
END DO

DO I=1,N

Chani1(l)=(2*Angmom(l)+1)*
Alpha*exp(-XM(1,1)/E1)/Q1

Chan2(l)=(2*Angmom(l)+1)*
(1-Alpha)*exp(-XM(1,1)/E2)/Q2

PV(l)=Chanl1(l)+Chan2(l)

END DO

RETURN
END



