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Parallel computer architectures are becoming more common as computational demands increase and
these new machines become more cost effective. Programming such machines using sequential languages
has had only limited success [14, 4]. It is recognized that to achieve good performance on such machines,
new parallel algorithms need to be developed [43]. Explicitly parallel programming languages such PCF
Fortran [15], IBM Parallel Fortran [28], CC++ [8, 9], Parallel SETL [27], Concurrent Pascal [23], The

Force [29], and Occam [35] allow the direct expression of such algorithms, and so are finding increasingly

Array Section Analysis for Control Parallel Programs

- Jeanne Ferrante
IBM Research Division,
T.J. Watson Reasearch Center, PO Box 704,

Yorktown Heights NY 10598
(Email:ferrant@watson.ibm.com) -

Dirk Grunwald and Harini Srinivasan
Department of Computer Science,
Campus Box 430, University of Colorado,

Boulder, CO 80309-0430
(Email:{grunwald,harini}@cs.colorado.edu).

November 1993

Abstract

Data flow analysis has been used by compilers in diverse contexts, from optimization to register
allocation. Traditional analysis of sequential programs has centered on scalar variables. More
recently, several researchers have investigated analysis of array sections for optimizations on modern
architectures. This information has been used to distribute data, optimize data movement and
vectorize or parallelize programs. As multiprocessors become more common-place, we believe there
will be considerable interest in explicitly parallel programming languages. These languages have
additional control and synchronization structures. It is more difficult to optimize programs written
in these languages than in traditional languages.

In this paper, we show how to compute array section data flow information for a class of parallel
programs, generalizing and extending the work of others. To illustrate the use of this information, we
show how this information can be applied in compile-time program partitioning. We use information
about array accesses to improve estimates of program execution time used to direct runtime thread
scheduling.

Keywords: flow analysis, parallel programs, array section analysis, parallel program partition-
ing.

Introduction

wider use.



Common parallel control constructs found in a number of explicitly parallel programming lan-
guages [15, 28, 23, 27, 29] are co-begin,co-end and parallel loops. Co-begin, co-end parallelism allows
multiple blocks to execute in parallel. These languages commonly contain synchronization primitives
to coordinate processes such as event variables and Post and Wait primitives. Commonly, co-begin,
co-end blocks execute in a data-independent manner, except where synchronization is used. Matching
Post and Wait statements require that all shared variables in the waiting processor be made consistent
with those in the posting processor. Some languages, such as The Force [29], use explicit produce and
consume notation to indicate data flow. These “unstructured synchronization” complicates the analysis
of parallel programs.

Existing sequential analysis techniques for arrays ([19]) were not designed for parallelism and synchro-
nization. In [20], we demonstrated that traditional data flow analysis techniques for sequential programs
can not be directly applied to parallel programs and have shown extensions to handle cobegin/coend
parallelism and synchronization for scalar data flow analysis.

Recently, several researchers have investigated analysis of array sections for optimizations on modern
architectures. In this paper, we extend our previous analysis to compute data flow information on array

sections for explicitly parallel programs with cobegin/coend and doall parallelism. In particular:

e Gross and Steenkiste[19] have a general framework for forward and backward array section and -
scalar analysis using interval-based algorithms. We extend their framework to include explicitly

parallel programs, and use this framework to compute Reaching Definitions and Live Definitions.

e Granston and Veidenbaum [18] extended [19] to analyze array sections in programs containing
statically scheduled doall parallelism without synchronization. We generalize this analysis to
include programs with co-begin, co-end parallelism, alimited form of event variable synchronization

and doall loops.

e We show how dataflow information can yield better execution time estimates when partitioning

explicitly parallel programs.

Figure 1 shows an example parallel program with doall and cobegin/coend parallelism and post/wait
synchronization. The reaching definitions at the end of the program are {A7(1 : 5), A12(6 : 10), Ap(11 :
20)}, and the reaching definitions at the end of statement (12) are {A7(1 : j — 1), A2(j : 5), A12(6 :
7+ 5), A2(j +6: 20)}. It is necessary to incorporate the effect of parallelism and synchronization in the
data flow framework to determine these reaching definitions.

In this paper, we extend the array analysis in [19] to handle a more general class of parallel programs
- these extensions are similar to those in [20], but modified to handle arrays. We have implemented these
algorithms using the SETL prototyping language for a simple explicitly parallel language. Figure 2 shows
the reaching definitions computed by our implementation for the program in Figure 1. In §5, we show
how this reaching definitions information can be combined with other dataflow information to indicate

what data is shared by the different threads in the parallel program.

1.1 Related Work

Traditionally data flow frameworks have been used to analyze sequential programs and compute data

flow information such as reaching definitions, live variables, available expression etc. Analysis of arrays



is very important for scientific and numerical programs. Array analysis for sequential programs is a
well-studied topic. Data dependence analysis [47, 2] is used for vectorization, parallelization and various
other program restructuring techniques. Gross and Steenkiste [19] present a global data flow analysis
framework for arrays in sequential programs that results in a uniform treatment of arrays and scalars in
the compiler. Such analyses techniques can be used for giobal optimizations of both scalars and arrays.

Duesterwald et al present a data flow framework for array reference analysis that exploits fine-grain
parallelism [13]. Granston et al [18] compute reaching array sections information for parallel programs.
They consider doall parallelism without synchronization. Maydan et al [12] used Last Write Trees to
analyze nested loops for array dataflow information. Gupta and Schonberg [22] present a data flow
framework for computing data availability information in programs based on the framework in [19].
None of this work considers control parallelism or explicit synchronization. Cytron et al [11] used data
flow analysis of automatically parallelized sequential programs to implement compiler-directed caching.
Although similar information is computed, our analysis is more difficult due to explicit parallel and

synchronization constructs.

1.2 Application to Partitioning

Partitioning parallel programs at compile-time to a granularity that fits the particular execution archi-
tecture has been shown to be a successful approach to achieving useful parallelism [30, 34, 40, 5, 17,
33, 38, 16, 49, 48, 39]. Previous work such as [40, 48] assume execution time estimates of the nodes
and communication cost estimates on the edges of a graph to aid in partitioning decisions; nodes with
costly communication between them can be merged to decrease the communication cost and thus the
-overall execution time. These communication cost estimates can be obtained from analysis of sequential
programs, as in PTRAN [1], by explicit representation in the input parallel language, as in Jade [37], or
by execution profiling [38]. '

In this section, we show that array section analysis can provide accurate detailed information to
aid partitioning. To our knowledge, no other previous work [30, 34, 40, 5, 17, 33, 38, 16, 49, 48, 39]
considered the use of data flow information to aid partitioning.

Figure 3 shows two example scheduling scenarios for a co-begin, co-end parallel section with three
independent threads (T1, T2, T3) that must be mapped on two processors (the Black processor and the
Gray processor). Thread T1 computes values for the odd elements at the beginning of an array (i.e.,
X(1:K:2)), while thread T3 computes values for the even elements at the end of the same array (i.e.,
X(L:N:2), where Lis even and L < K). There are no write conflicts because of the even/odd partitioning,
but communication might occur on cache-based multiprocessors if cache lines are larger than a single
word. Thread T2 reads and writes values of array ‘Y’. Before execution of either schedule, both array
‘X’ and ‘Y’ reside only on the Gray processor.

We assume that each thread executes roughly the same number of instructions. Without the use of
array section analysis, we would assume each entire array must be shared. If the compiler assumes the
tasks execute for the same duration, information about the communication between tasks may greatly
influence thread scheduling. Conventional scheduling algorithms do not consider the actual data and

its interactions between the different threads. However, consider the effect of this data interaction with



(1) doall 10 i = 1, 20

(2) A1) =

(3) 10 end doall
(4) cobegin

(5) do 20k =1, 5
(6)

n A(k)
(8)

(9) 20 end do

I
d0303j=1,5

(10)
(11)
(12)
(13)
(14)
(15)
(16)
(16)

30 end do
coend
print A(15)
END

G(A(k + 10)); post(evl)

wait(evl); A(j+5) = G(A(§))

Figure 1: Example Parallel Program

Node SReachln SReachOut

M

() 42(3)

(3) Az(l H 20) Az(l H 20)

“) A2(1:20) A,(1:20)

(5) Ay(1 : 20) Aq(1:5), A2(6 : 20)

(6) A7(1:k —1), A2(k : 20) Ar(1:k—1),Az(k : 20)

) A7(1:k—1),Ax(k:20) Ar(1: k), A2(k +1:20)

(8) Ar(1:k), Aa(k +1:20) A7(1:k), Az(k +1:20)

(9) Az(1:5), A2(6 : 20) A7(1:5), A2(6 : 20)

(10) Az(1: 20) Ar(1:5), A12(6 : 10), A2(11 : 20)
(11) Aq(1:-1), A2(3:5), A12(6:5+4), Az (j+5:20) A7(l:j-1), A2(j3:5), A12(6:5+4), Az(j+5:20)
(12) | Ar(1:-1), A2(§:5), A12(6:5+4), A2(§+5:20) | Ar(1:-1), A2(3:5), A12(6:5+5), A2(j+6:20)
(13) Av(ltj-]), Az(j:S), A12(6:j+5), Az(j+6:20) A7(l:j-1), Az(j:5), A12(6:j+5), Ag(j+6:20)
(14) Aq(1:5), A12(6:10), 45(11:20) Aq(1:5), A12(6:10), A(11:20)

(15) A7(1 H 5),A12(6 : lO),Az(ll : 20) A7(1 H 5),A12(6 : 10),A2(11 : 20)

(16) Az(1:5), A12(6 : 10), A2(11 : 20) A7(1:5), A12(6 : 10), A2(11 : 20)

Figure 2: Results of Data Flow Analysis of Example Program
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Diagram of Original Parallel Program Containing Three Threads

(A) First Scheduling Scenario (B) Second Scheduling Scenario
Figure 3: Sample Parallel Program Scheduling Decision

these two schedules on the Kendall Square Research KSR-1 [36]. The KSR-1 is a hierarchical, shared
address space architecture using distributed caches. '

Strong memory consistency is implemented using an invalidation protocol; before a write to variable
X is allowed to complete, all other readable copies of the cache line holding that variable are marked as
invalid or removed from the cache of other processors. In schedule (A), shown in Figure 3, thread T1
executes on the Black processor, write-referencing all cache lines holding the array ‘X’. This causes the
Gray processor to invalidate portions of its copy of array ‘X’. When the Black processor executes thread
T3, no further communication occurs, because array ‘X’ has been invalidated on the Gray processor. In
schedule (B), the Black processor starts executing thread T1, bringing array ‘X’ from the Gray processor.
When the Gray processor begins executing thread T3, the newly updated contents of ‘X’ must be copied
from the Black processor to the Gray processor. If T1 and T3 are executed concurrently on different
processors, considerable false sharing [26] occurs, as the Black processor invalidates copies of data in the
Gray processor and the Gray processor re-copies the data needed by T3.

Interprocessor cache references in the KSR1 are relatively expensive. Fetching (or invalidating)

memory on the same ring of 32 processors takes = 150 execution cycles; references to data on more



processors takes =~ 450 execution cycles. The cache line size is 16 floating point values, so the Black

processor would spend at least = le“eK

1x150 machine cycles invalidating all other copies of the array ‘X’.
For a 128-element overlap, schedule (B) would cause the Gray processor to spend an additional = 1200
machine cycles waiting for data from the Black processor. If thrashing occurs due to false sharing, this
cost could be considerably greater. The relaiive imporiance of this additional delay depends on the
amount of computation in T1, T2 & T3; scheduling algorithms need to know about both data flow and
computation time. ’

At this level of architectural detail, the efficiency of scheduling this simple parallel program is greatly
influenced by the variables used within each thread and the variables “passed” between synchronizing
processors. For scalable, shared-address space architectures, such as the KSR1, the Convex SPP or
the Cray T3D, knowing the actual section of data that is moved can tip scheduling decisions in an
unexpected direction. Array section analysis is needed to determine the actual data sections shared by
threads.

We use data flow analysis to determine the array sections communicated between nodes in a parallel
flow graph. We use reaching definitions information to compute the live definitions at each node in the
flow graph; these are definitions that may be needed in subsequent execution. This information is used
to compute the Send and Receive sets, or the set of variables and array sections that may be transferred
to or from another node. The Send and Receive sets can be used to guide scheduling decisions, as
illustrated above.

In Section 2, we introduce the Parallel Flow Graph used in our work, discuss the representation
of array sections, and give other necessary background. In Section 3, we discuss the interval-based
algorithm to compute reaching array section definitions information in explicitly parallel programs,
Section 4 discusses live-definitions analysis of array sections. Section 5 illustrates the use of reaching
definitions and live definitions information in computing the Send and Receive sets at synchronization

points in the program. Finally, in Section 6, we give some conclusions and directions for future work.

2 Background

We use the Parallel Flow Graph [44, 3, 7] to represent control flow and synchronization in parallel
programs exhibiting cobegin/coend parallelism with Post/Wait synchronization. Nodes in this graph
represent extended basic blocks with at most one Post statement and one Wait statement. We augment
this graph with doall and enddoall nodes to represent doall loops. Edges represent parallel control flow,
sequential control flow or synchronization - there is a synchronization edge from every Post statement
to a corresponding Wait statement.

We use the Bounded Regular Section Descriptor(BRSD) [24] to represent a section of an array. This
representation allows subsections of arrays A(S), where A is the name of the array and S is a vector of
subscript values such that each element is: (a) an expression of the form axk+b, where k is the induction
variable (b) a triple, I : u : s where ! is the lower bound, u the upper bound and s is the stride; or (c)
L indicating no knowledge of the subscript type. In this case, we make conservative assumptions, e.g,
in the case of the reaching definitions problem, an array section is extended to include the entire array
dimension. The representation of definitions of array sections includes the node in the PFG where the

definition appears apart from the array name and subscript values. The different set operations, union,



intersection and subtraction, are defined on sets of array section descriptors [31]. For example, given
the sets of array sections S; = {A(1:1),B(1:i—1)} and S; = {A(¢ + 1), B(1 : 20)}, the results of the
various set operations assuming the index i varies from 1 to 20 are: (S3US;) = {4(1:4i+1), B(1:20)},
(S1NS2) ={B(1:i-1)}, (51 —S2) ={A(1:4)}.

We compute data flow information using Tarjan intervals [45]. Each loop is an interval entered by a
unique interval header node. Intervals have unique entry (the header) and exit nodes. The outer most
interval corresponds to the main program flow graph with interval entry and exit nodes equal to the
program entry and exit nodes respectively.

Interval analysis proceeds in two phases: the Elimination Phase and the Propagation Phase [6]. In
the elimination phase, data flow information is propagated from inner intervals to the top level. The
data flow sets are computed for each interval individually assuming an initial value for the data flow
information at the interval entry (exit) node for forward (backward) problems. Once an inner interval
is analyzed, the data flow information at the exit of the interval (entry of the interval for backward
problems) is summarized into a summary node, i.e., the inner interval is logically collapsed. In the
propagation phase, the data flow information is propagated from the top level (outer most interval) to

inner most intervals.

3 Data Flow Analysis

In this section, we first explain how we identify intervals in a parallel program and the traversal order of
the PFG to take into account synchronization. The rest of the section describes the interval-based data
flow analysis methods for computing reaching definitions and live definitions information in programs
that exhibit cobegin/coend parallelism and post/wait synchronization and doall parallelism. In §5

we show the Send and Receive sets that can be computed from this information.

8.1 Intervals and Traversal order of the PFG

Parallel programs with synchronization can exhibit loops with multiple entry or exit points as exemplified
in Figure 1. Since we are only interested in identifying control flow loops as intervals and since
synchronization edges do not carry control flow information, synchronization edges need not really play a
role in computing intervals. We can therefore compute intervals from the Control Flow Subgraph(CFSG)
of the PFG as long as this subgraph is reducible. The CFSG is a subgraph of the PFG that has the same
nodes as in the PFG and only the control flow edges of the PFG; synchronization edges are not present
in the CFSG. In addition, we also identify doall loops as intervals in the CFSG. Within intervals, for
forward problems, we analyze nodes in topological sort order. The traversal order is reverse topological
sort order for backward problems. )
Although we compute intervals using the CFSG, the data flow analysis must consider the effect of
synchronization since synchronization edges propagate data flow information. Analysis for forward and
backward data flow problems in traditional interval-based methods considers one interval at a time. In
our case, it is possible to have synchronization edges between intervals. We handle such a situation by

traversing intervals related by synchronization edges such that every post node is traversed before the



corresponding wait node in a forward problem and every wait node is traversed before the corresponding

post node in a backward problem?.

Theorem 1 For deadlock free programs, the above traversal order results in correct data flow analysis

ae lon hronization edge does not force the traversal of a node in an outer enclosing loop

g as [a) the synchro

before an inner loop. and (b) there is no synchronization cycle? in the PFG.

Proof: We will present a detailed proof of this theorem in a later paper; the intuition is as follows: In
the case of a forward problem, situation (a) occurs when a Post node appears in an outer interval and
the Wait node appears in an inner interval, but inner intervals must be traversed before outer intervals.
The traversal order given above requires a Post node to be traversed before the corresponding Wait
- a contradiction. The reasoning for backward problems is analogous. Situation (b) corresponds to

. a synchronization cycle and such a synchronization pattern calls for iterative analysis since data flow
information may not be inferred in two passes through the program. We use a combination of interval-
based and iterative approaches to handle such situations. This is similar to hybrid algorithms used to
handle irreducible flow graphs [41, 42, 32].00.

In remainder of this paper, we assume programs with the property stated in the theorem. Figures 4
and 5 give the forward traversal orders for the program in Figure 1; Figures 6 and 7 illustrate the
backward traversal orders. These figures show the Parallel Flow Graph of the example program - the
numbers in parenthesis in each of these figures indicate the traversal order and the intervals corresponding
to the loops are marked I0,I1 and I2. Node (7) is the Post node and node (12) is the corresponding
Wait node. Note that in the elimination phase, the intervals are logically collapsed into summary nodes
and these summary nodes are traversed as part of the outer interval — the traversal numbers associated

with I0, I1 and I2 corresponds to those of the respective summary nodes.

3.2 Reaching Definitions Analysis

A definition of an array section at node n reaches a node m in the Parallel Flow Graph if it has not
been redefined on any path from n to m that must execute. We use the data flow sets given below in
computing reaching array section definitions at any point in a parallel program. The data flow equations
bear resemblance to the equations used in scalar analysis. However, the different set operations are on
sets of array section definitions. In addition, we use interval analysis and additional data flow information
to summarize information at interval entry and exit nodes. Interval analysis also simplifies the analysis

of doall loops.

Local Data Flow Sets: We use the following local data flow sets:

SGen(n): downward exposed definitions of array sections that reach the end of the block.

SKill(n): definitions in other nodes that override the definition of an array section in n. SKill(n) is
further subdivided into SKill,(n) and SKill,(n): SKill,(n) corresponds to definitions in SKill(n)

I'We assume that the loops in which such post and wait appear have conforming loop bounds and that loops are

normalized.
2 A synchronization cycle occurs when two loops that are in different parallel threads are related by synchronization

edges and such edges force the two loops to execute in an interleaved fashion [7].
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that appear in the same sequential thread as n and SKill,(n) corresponds to such definitions that
appear in threads different from that of n.

DoesGen(n): variables (not definitions) that must be defined in this node.

Global Data Flow Sets

SSynch(n): Definitions of array sections propagated to n via synchronization edges.

SSynch(n) = ﬂ SReach Out(p) U U SSynch(p) U ﬂ SSynch(p) U 1)
pePred,, pe Pred, pe Pred,
U SReach Out(p)
pe(Pred,yn Prec(n))

Pred,y, Pred, and Pred, refer to the synchronization, parallel and sequential predecessors respec-
tively.

The definitions propagated to a waiting node from its synchronization predecessors are all those
definitions that must reach the waiting node from other threads. Therefore, we make a conservative
assumption that the confluence operator is intersection at sequential merge nodes and Wait nodes
and union at parallel merge nodes. The confluence operator at a Wait node is union if we know

the exact precedence information [21] between the Wait and the corresponding Posts.

SAKillIn(n): definitions of array sections that must be killed at the entry to n:

SAKillln(n) = (| SAKillout(p) U () SAKillOut(p) U (2)
pePred,, pePred,
|J sAKillout(p)
pePred,

The computation of SAKilllIn is important to handle any definition d that is killed in one sequential
thread but not another and the two threads merge at a coend node: at such a parallel merge node,
the definition d must be omitted from the reaching definitions set since both the threads must
always execute before coend. The presence of this set is also an artifact of our copy-in/copy-
out semantics assumption as explained in [20]. We handle parallel merge nodes corresponding to

end-doall nodes while summarizing information for such intervals.

SReachIn(n): definitions that reach the entry to n. This is computed as in the sequential case but

excluding all those definitions that we know must be killed by the time n executes.

SReachIn(n) = U SReach Out(p) — SAKillIn(n) (3)
pe Pred

10



MustReachIn(n): variables (not definitions) that must reach the entry to n. Since we are interested

in the variables that must reach the node, the confluence operator at sequential merge points is
intersection. This is true since only one of the incoming edges execute at run time. Similarly, the
confluence operator at a wait node is intersection since only one of the incoming synchronization
edges must execute to activate the wait statement. However, since all the paraliel flow edges
execute, the confluence operator is union at parallel merge nodes. Since we are only interested in
variables that must be defined by the time this node executes, there is no set analogous to the
SAKillIn set that has to be subtracted.

MustReachIn(n) = m MustReach Out(p) U m MustReach Out(p) U U MustReach Out (#)
pePred, pePred,y pePred,

SReachOut(n): definitions that reach the exit of n. This set is computed just as in the sequential case:

SReachOut(n) = (SReachIn(n)— SKill(n)) U SGen(n) (5)
SAKillOut(n): definitions that must be killed at the exit of n:
SAKillIn(n) N SSynch(n)
(cobegin)

7 . _sR
SAKillowl(n) = | SAKillln(n) U (SAKillln(InFork(n)) (eacth)ut(n)) (©)
coen

(SAKillIn(n) U SKill,(n) U (SKill,(n) N SSynch(n))) — SGen(n)

(otherwise)

\

The first case in this equation represents all those definitions that are propagated to the current
thread via synchronization edges and then later killed; the second case corresponds to the union of
those definitions that are killed inside the current parallel block and those that are killed outside
the parallel block and not defined in this parallel block; finally, the third case corresponds to all
those definitions that are killed in the current node n. SKill,(n) N SSynch(n) are those definitions

propagated via synchronization edges to n and killed in n.

MustReach Out(n): variables that must reach the exit of n:

MustReachOut(n) = MustReachIn(n) U DoesGen(n) (7

11



3.2.1 Elimination Phase

In the elimination phase, we initialize the global sets to @ at the entry to each interval and compute
the above global data flow sets using the given equations. If n is an interval exit node, we summarize

information into the summary node h as follows:

DoesGen(h) = U Ezpand(v, j, low:high) (8)
v € MustReach Out(e)

( U Ezpand(d, j,low:high)) — LCKill(h)
d€ SReach Out(e)
(if sequential do loop)
SGen(h) = < (9)
U Ezpand(d, j,low:high) — U Ezpand(d, 7,low:high)
d€ SReach Out(e) e SAKllOut (e)
(if parallel do loop)

\

The function Ezpand expands every occurrence of an array reference, a*j-+b, to (axlow+b:a*xhigh+b:a)
[22]. LCKill(h) gives the set of definitions that are killed in later iterations of the loop.

The MustReachQOut set is used to compute LCKill. For example, for an interval exit node n and
loop bounds 1:10, assume SReachOut(n) = {A41(i), A2(i + 2)} and MustReach Out(n) = {A(i), A(i +2)}
at iteration i. From SReachOut(n), we infer that A,(i + 2) may reach n. From MustReachOut(n),
we infer that there exists some definition d corresponding to variable A(¢) that must be defined in
the loop in iteration i. Clearly for normalized loops, d must kill A;(j) from a previous iteration j.
Hence LCKill for the loop includes A2(3 : 10). Substituting this result in equation 9, SGen(h) is
{A1(1:10), Ax(3:12)} — {A2(3:10)}, i.e., {A1(1:10), Ax(11:12)}.

While summarizing information in doall loops, we do not consider the definitions in other doall
iterations, because the different iterations of the doall execute in parallel. Definitions of the same array
section occurring in multiple iterations correspond to a “potential anomaly” in the program. Our data
flow analysis will be able to report such anomalies.

SKill(h) is computed using standard techniques based on SGen(h) and a knowledge of the definitions
in other nodes in the interval. SSynch(h) is the set of all definitions propagated via synchronization edges

to the exit of the loop for all values of the loop index.

3.2.2 Propagation Phase

If n is an interval entry node, we initialize SReachIn(n) as the union of:

o Definitions reaching n from outside the current loop for any iteration ¢ that are not overwritten in

previous iterations and

e Definitions reaching n from any previous iteration of the current loop.

We use the MustReachOut sets from the elimination phase in addition to the SReachIn and SReachOut

sets to compute this information. SAKillIn(n) for any iteration is initialized as the union of definitions

12



that must be killed in previous iterations of the current loop and the SAK:ll/n(n) computed in the elim-
ination phase. Again, in the case of doall loops, we do not consider the definitions in “lexically earlier”
iterations while initializing SReachIn(n) and SAKillIn(n). SSynch(n), SReachOut(n) and SAKillOut(n)
are computed using the same data flow equations as in the elimination phase. The data flow sets at other
nodes are computed using the equations given in the elimination phase. Note that the MustReachln and
MustReachOut sets need not be computed in the Propagation phase since information is not summarized

in this phase.

4 Live Definitions Analysis

In the live definitions problem [25], we say a definition d of a variable v is live at a point p in a
program if definition d will be used after p and before any redefinitions of variable v. We use interval
analysis to compute live definitions information for array sections. Since the live definitions problem
is a backward problem, the traversal orders in the Elimination and Propagation phases correspond to

reverse topological orders as given in Section 3.1.

Data Flow Sets:

The data flow sets used to compute live definitions information are:
DefDef (n): ’the s‘et of definitions in n.
DefUse(n): the set of definitions that are used in block n before the corresponding variable is redefined.
LiveIn(n) : the definitions live at the entry to a node.

Live Out(n) : the definitions live at the exit of a node.

For example, in the code fragment for block n in some CFG,

Vea = Wisg

Waa = Vaa+1

Vaz = Wai+Us
= Va2 |

definitions W; g and Uy are from a previous block I°. Definitions Vi1, V.2 and W, 1 are in DefDef (n),
Definitions Wi 3 and U; 3 are in DefUse(n), because no definition of U or W occurs before Wi s and Up s
are used.

We use additional data flow sets to take care of explicit parallelism: In particular, because of
the semantics of cobegin/coend, we need live information collected inside each parallel construct.
Intuitively, this is true because parallel control flow requires that all the successors of a cobegin node

always execute. Thus, if a definition d is live at the coend but is not live at the entry point of any of

3We use the notation that definition X;.; denotes the j”‘ definition of variable X in block 7.
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the successors of the corresponding cobegin (due to a redefinition of the variable in this thread), then d
is not live at the cobegin as well. We use the LocalLiveln and LocalLiveOut sets corresponding to the

Liveln and LiveQut sets within specific parallel constructs to handle parallelism.

Data Flow Equations:

The data flow equations to compute live definitions information are given below. DDef(n) is simply
SGen(n) computed in the reaching definitions analysis phase. The function Subset in equation 10 returns
all those definitions of array sections used in n that are subsets of definitions reaching n. The set SUse(n)
gives the set of array section variables used before redefined in node n, similar to the Use(n) set for scalar
variables. DefDef(n) is the set of definitions generated in node n and is simply SGen(n) computed in
section 3.2.

The definitions live at the entry to a node (equation 11)are those definitions that are either live at
the exit of the node and are are not generated in this node or are used and not generated in this node.
The definitions live at the exit of a node (equation 12) are all those definitions that are live at the entry
of at least one successor node such that the definition also reaches this successor. While computing the
LiveQut set, since this is an interval based approach, we consider only successor nodes that are in the
current interval (Suce;). Since synchronization successors (SynchSucc) can belong to other intervals and
synchronization edges propagate data flow information, we consider such nodes as well. We have to
consider reaching definitions information while computing Live Out(n) because a definition may be live
at the entry to a successor node, s, but may not reach s along the n — s edge.

We initialize the live definitions set at the exit of a parallel construct, i.e., LocalLiveln(coend) to
empty, and compute the LocalLiveln and LocalliveOut sets for nodes within the parallel construct
(including the cobegin node) using the equations 11 and 12, e.g., with LocalLiveln substituted for
LiveIn. These local live sets are used to compute live definition information within specific threads of a
parallel construct, and are used as well in the computation of the Send and Receive sets in section 5.

The actual live sets at any node within the parallel block (including cobegin) are then updated with
information at the coend (equations 13 and 14), i.e., any definition that is live at the exit of the parallel
block is live at a node within the parallel block only if it also reaches the node.

The equations to compute reaching definitions (section 3.2) introduce additional data flow sets to
handle the semantics of arbitrary Post/Wait synchronization. Since we use the reaching definitions
information in computing live definitions, Post/Wait synchronization does not introduce any additional

complexity on the above data flow equations to compute live definitions.

DefUse(n) = Subset(SReachIn(n), U Defs Of Var (v)) (10)
vESUse(n)

LiveIn(n) = (Live Out(n) — DefDef (n)) U DefUse(n) (11)

Live Out(n) = U (LiveIn(s) N SReachIn(s)) (12)

se(Succi(n)uSynchSuce(n))

LiveIn(n) = LocalLliveln(n)U (Liveln(coend) N SReachIn(n)) (13)
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LiveOut(n) = LocalLive Out(n)U (Live Out(coend) N SReach Out(n)) (14)

Elimination Phase

In the elimination phase, the LiveOut and LocalLiveOut sets at the exit of an interval is initialized to
¢ and the live information within each interval is computed using the above equations, in the traversal
order described in section 3.1. The summary information at summary nodes h are computed as follows

(e is the corresponding interval entry node):

( (Ude Live m(e) Bapand(d, j,low:high)) — DefDef(h)
(if sequential do loop)
DefUse(h) = < (15)
U Ezpand(d, j,low:high)
de LiveIn(e)

(if parallel do loop)

\

Propagation Phase

The LiveOut and LocalLiveOut sets are intialized at the exit node n of an interval as the union of:

¢ Definitions that are live outside the current loop for any iteration i and that are not generated in

later iterations and

e Definitions that are made live in any later iteration of the current loop.

For sequential do loops, the definitions outside the loop that are made live at the interval exit for some
iteration of the loop is simply the intersection of the LiveOut set of the loop header and the SReachOut
set of the interval exit node. Since the semantics of parallel loops differ from that of sequential loops,
LiveOut at interval exit for parallel loops is initialized to the intersection of the definitions live at the
end-doall node and the definitions that reach the end-doall node (equation 12). The traversal order of
the PFG in this phase is the same as that mentioned in section 3.1.

We have implemented the interval-based algorithm to compute live definitions in parallel programs
using the SETL prototyping language. We used this implementation to compute the live definitions for

the program in Figure 1, and the results are shown in Figure 8.

5 Send and Receive Sets

Using the reaching definitions and live definitions information, it is possible to derive the data sets that
must be communicated at synchronization points in the program. We call these the Send and Receive
sets. For the programs that we consider, synchronization points correspond to: cobegin, doall nodes and
their immediate successors; coend, enddoall nodes and their immediate predecessors; and corresponding
Post/Wait nodes.

At a cobegin node, the data that must be sent to each forked thread consists of those definitions of

variables that are used in the forked thread. The set of definitions that must be received by any thread
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Node Liveln LiveOut
(1)
(2) Ay(2) (if i €11:15)
8 Ag{11:15) Aj{11 :15)
(4) Aa(11:15) Aj(11: 15)
(5) Ap(11:15) Ay(11 : 15)
(6) Aq(k +10:15) Az(k+10:15)
(7 Az(k +10:15) | Ay(k+11:15), A7(k : 5)
(8) Ay(k +11:15) Az(k+11:15)
(9) Ay(15) Aq(15)
(10) Ay(15) Ay (15)
(11) A, (15) A, (15)
(12) | Az(15),A7(5:5) A2 (15)
- (13) Ay(15) Ay (15)
(14) Ay(15) Ay (15)
(15) A, (15) A,(15)
(16) | 4a(15)

Figure 8: Results of Live Definitions Analysis of Example Program

Node

Send

Receive

(1)

(3)
(4)
(5)
(10)
(9)
(14)
(15)
(M)
(12)

(2) | A2(3) (ifi € 11:15) |

Ay(11 : 15)

A7(1 : 5)

Ay(11: 15)

A(11 : 15)

A5(15)

A7(1 : 5)

Figure 9: Communication sets for example program

at a fork node, i.e., the Receive set of a successor of a cobegin node is that subset of Send(cobegin)

that is used locally within this

thread.

Send(cobegin) = Live Out(cobegin)

16
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Receive(s) = LocalLivelIn(s) (17)

where, s is a successor of the cobegin node.
The data that should be sent to the coend node are all definitions of variables that reach the coend and
used in subsequent nodes. This includes definitions sent from the predecessors of coend and definitions

sent from the cobegin:

Receive(coend) = LiveIn(coend) 4 (18)

The Send at a predecessor, p, of a coend node is computed as follows:

Send(p) = Live Out(p) — Send(cobegin) (19)

i.e., the set of definitions that are live at the exit of p and that are not directly propagated to the
coend node from the corresponding cobegin node. This ensures that only the variables defined or
communicated to the thread in which p appears need to be communicated to the coend node.

The Send and Receive sets at doall and end-doall nodes are:

Send(doall) = Live Out(doall) (20)

Receive(end-doall) = Liveln(end-doall) (21)

The Receive set at the interval entry node s for a doall loop is:

Receive(s) = Liveln(s) (22)

The Send set at the interval exit node p for a doall loop is:

Send(p) = Live Out(p) (23)

Similarly, the Send and Receive sets at posting and waiting nodes can be computed based on the
live definitions and reaching definitions information at these nodes. A definition is in the Send set of a
posting node if it is in the Liveln set of at least one of its synchronization successors in the Parallel Flow
Graph and reaches the exit of the posting node. A definition is in the Receive set of a waiting node if it
is in the Send set of at least one of its synchronization predecessors. For a posting node p and a waiting

node g, Send(p) and Receive(q) are defined as follows:

Send(p) = ( U LiveIn(s)) N ReachOut(p) (24)
s € SynchSuce(p)
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Receive(q) = U Send(s) (25)
s€ Pred,y (q)

The different semantics of post-wait synchronization and parallel control flow at cobegin, coend
nodes accounts for the slight difference in the computation of the Send/Receive sets at these nodes.
We used our implementation to compute the Send/Receive sets for the example in Figure 1, shown in
Figure 9.

We have also investigated other representations for computing data flow information, such as Static
Single Assignment form [10]. Multiple definitions of different but intersecting array sections cannot be
represented as ¢-functions in SSA without loss of information, though such merging would be of benefit
for the same array sections. Therefore, in the general case, merging of information at control flow joins
in SSA would not be of benefit if more precise information is to be kept. However, SSA merge points in
the flow graph are the points where the single section actually sent in a multiple element Send set can

be determined, and so are useful for this purpose.

6 Conclusions

We have described interval-based algorithms to compute reaching definitions and live definitions infor-
mation of array sections for programs containing co-begin, co-end constructs, parallel loops, and limited
post and wait synchronization; this is a larger class of parallel programs than previously considered in
the literature. The degree of difficulty computing such information is clearly related to the presence of
post and wait synchronization and the way it is used in the program.

In order to use interval analysis, we have constrained the allowed synchronization patterns. We plan
to use the methods of [41, 42, 32], used to handle irreducible flow graphs, to reduce these restrictions.
We will isolate the difficult-to-analyze construct in an interval and perform iteration to compute the
needed information for that interval. These results can then be integrated into the method we have
presented here. However, just as the difficulties with handling irreducible sequential programs have given
rise to the use of easier-to-analyze structured constructs, the difficulty of handling such unstructured
synchronization suggests the use of more structured and less general synchronization constructs.

We have also shown how to use the results of array section analysis to compute Send and Receive sets
for these parallel programs. These sets provide communication cost estimates useful in partitioning and
scheduling of parallel programs, since they identify the actual variables and array sections communicated.
We have illustrated here how the use of these sets would be beneficial in making scheduling decisions
in two different architectural settings. These Send and Receive sets can also be used for a variety of
other purposes. For instance, they could be used to generate a message-passing program from the input

parallel program.
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