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Abstract 

This thesis consists of two parts.  The first describes new methods for use in 

the active power control of photovoltaic (PV) inverters without the need for energy 

storage.  As increasing numbers of PV power systems are interconnected with the 

electric power system, those PV systems displace some of the conventional 

generators that currently balance generation and load and stabilize the grid 

frequency by modulating their active power output.  At very high levels of PV 

penetration, it may be desired or required that PV generators contribute to the 

stabilization and regulation of grid frequency by modulating their output power.  

This work proposes a novel method of estimating the maximum power available 

from a PV array, allowing an inverter to minimize the opportunity cost of providing 

any required reserve power for up-regulation.  It also proposes a novel method of 

increasing the speed at which a PV inverter can reach a new power set point in 

response to a frequency event, which increases the effectiveness of the inverter’s 

active power response.  Both of these methods are validated experimentally using a 

prototype inverter. 

The second component of this thesis describes a method for optimizing the 

charging of electric vehicles taking into account both a time-varying cost of 
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electricity and the impact of the charge profile on Lithium-ion battery lifetime using 

a simplified Lithium-ion battery lifetime model. The simple battery lifetime model, 

also developed and presented here, estimates both energy capacity fade and power 

fade and includes effects due to temperature, state of charge profile, and daily depth 

of discharge. Resulting vehicle charge profiles show a compromise among four 

trends: charging during low-electricity cost intervals, charging slowly, charging 

towards the end of the available charge time, and suppression of vehicle-to-grid 

power exportation. Simulations based on experimental Prius PHEV usage data 

predict that batteries charged using optimized charging last significantly longer 

than those charged using typical charging methods, potentially allowing smaller 

batteries to meet vehicle lifetime requirements. These trends are shown to hold 

across a wide range of battery sizes and hence are applicable to both pure electric 

vehicles and plug-in hybrid electric vehicles. 

.   
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1 Introduction 

This thesis is composed of two parts, both related to the control of active 

power of distributed energy resources to improve the grid integration of those 

resources.  The first part describes methods for use in controlling the active power 

of photovoltaic (PV) systems without energy storage to assist with the closely-

related tasks of controlling frequency and balancing load and generation on a bulk 

power system.  The second part describes a method of optimizing the charge profile 

of Lithium-ion (Li-ion) batteries used in electric vehicles (EVs) and plug-in hybrid 

electric vehicles (PHEVs).  The two parts are related in that they both start by 

acknowledging that energy storage is subject to significant cost considerations and 

related concerns about the lifetime of storage batteries.  In the case of PV active 

power control (APC), the solution proposed here avoids storage altogether and 

instead takes advantage of the components already present in a typical grid 

interactive PV system, with some added sensors, to provide bi-directional, fast, and 

reliable active power support to the electric power system (EPS).  In the case of 

degradation-aware charging (DAC) of vehicle traction batteries, Li-ion battery 

lifetime degradation concerns are quantified in an approximate manner and 

integrated into a battery charging optimization algorithm.   

Aside from the commonalities mentioned in the preceding paragraph, Part I 

and Part II of this thesis are largely independent and can be considered separately. 

Part I begins with background material on the applications and motivation 

for APC of PV systems in Chapter 2.  It then introduces two new control methods 

for use in active power control of PV systems in Chapters 3 and 4.  The first control 

method recognizes that to provide bi-directional APC from a PV system without 
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storage, the PV system must operate below its maximum power point (MPP), and 

that there is a significant opportunity cost to doing so.  For this reason, and to 

provide a reliable and accurate power reserve for up-regulation while minimizing 

opportunity cost, a method of PV maximum power point estimation (MPPE) is 

proposed in Chapter 3 .  Then in Chapter 4, a method for rapidly moving from one 

power operating point to another is presented.  Both Chapter 3 and Chapter 4 

include experimental results demonstrating the use of the proposed control methods 

in a prototype PV inverter connected to a real PV array.   

Part II begins by presenting background material and motivation for the 

charging vehicle traction batteries in a manner that takes into account the effective 

costs of battery degradation, in Chapter 5. It then presents a methodology for 

degradation-aware battery charging, including a simplified model for predicting the 

impact of a given charge profile on the lifetime of a Li-ion battery in Chapter 6.  In 

this DAC methodology, the estimated cost of lifetime degradation and the cost to 

charge the battery given an electricity cost profile are co-optimized. Simulated 

charge profiles based on experimental Toyota Prius PHEV driving data are used to 

evaluate the effectiveness of the charge optimization method in Chapter 7. 

Finally, the contributions of this thesis and proposed future work in the 

development of both PV active power controls and degradation-aware charging are 

presented in Chapter 8. 
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Part I: Active power control of photovoltaic 

systems 
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2 Background and overview of PV active power 

control (APC) 

Active power control of PV systems is at an early technology readiness level, 

but it is progressing rapidly and generating increased interest for reasons described 

here [1]. 

As the portion of electricity that is produced by solar photovoltaic (PV) 

systems increases, it is important for PV systems to help provide many of the grid 

support functions that are traditionally performed by conventional rotating 

machines.  It is becoming standard for PV inverters to be capable of exporting or 

importing reactive power, to ride through transient voltage and frequency events, 

and to be capable of curtailing power during times of high grid frequency. While 

these inverter capabilities allow higher penetration levels of PV onto the grid, they 

do not address one of the fundamental complaints against PV – its lack of active 

power dispatchability [2]. Energy storage systems are often proposed as a solution 

to this problem. However, current storage technologies have much shorter lifetimes 

than other PV system components. In addition, while battery costs are falling, they 

have not seen the dramatic reductions that PV modules have [3]. 

Through APC of PV inverters, it is technically feasible to remove this 

drawback and replace it with a new asset: distributed, economical, and fast PV-

based frequency regulation. Just as the provision of reactive power from distributed 

resources is currently transforming the way intelligent power grids control voltage 
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[4], [5], APC of PV has the potential to transform frequency regulation, while also 

offering power reference tracking and bi-directional ramp-rate control. 

Wind power systems, also intermittent, are already required to be capable of 

APC in some jurisdictions with higher levels of wind on the grid [6]–[12].  As 

penetration levels of intermittent resources such as wind and PV increase, power 

from conventional plants is displaced, increasing the frequency regulation burden 

on the remaining conventional plants.  If the intermittent resource itself can 

reliably provide frequency regulation, higher levels of that resource can be attained 

without compromising stability.  Indeed, frequency stability can potentially be 

improved though inverter-based frequency regulation because it is inherently faster 

than mechanical governor based regulation.  The U.S. Federal Energy Regulatory 

Commission (FERC) recognized “the inherently greater amount of frequency 

regulation service being provided by faster-ramping resources,” issuing Orders 755 

and 819 requiring transmission operators to compensate fast ramping frequency 

regulation sources accordingly [13], [14].   

Active power control of PV plants will require sacrificing significant energy 

production by operating below the maximum power point (MPP). While that may 

seem counter-intuitive, and may indeed be un-economical in many situations, this 

thesis describes three increasingly common situations when it may be advantageous 

to do so.   

Photovoltaic inverters with full APC capability have not been commercially 

developed, and related research is in an early stage.  This chapter summarizes the 

theory behind grid frequency regulation (Section 2.1), describes the motivation for 

and potential applications of APC of PV inverters (Section 2.2), and reviews existing 

research related to the topic (Section 2.3); 
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2.1 Frequency regulation background 

The fast-varying power output of conventional grid-connected PV systems 

increases the moment-to-moment mismatch between load and supply, resulting in 

fluctuations in grid frequency and increasing the need for frequency regulation 

services [15]–[17].  One benefit of APC-capable PV inverters is that they could 

provide frequency regulation. 

The electric power industry typically considers frequency regulation to 

consist of two subcategories: primary (on the time scale of a few seconds and below), 

and secondary (on time scales ranging from a few seconds to several minutes) [18], 

[19], as illustrated in Figure 1. 
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Figure 1. Inertial, primary and secondary frequency control following a frequency 

disturbance at time zero.  X-axis not to scale.  (Adapted from [20].) 
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Primary frequency regulation consists of the inertial response and 

mechanical governor control of rotating electric generators (or power electronic 

devices controlled to act like rotating machines). Because inertial response is nearly 

immediate (occurring on a sub-cycle time scale) it is sometimes considered a 

category separate from primary response. This distinction is less relevant in 

relation to inverter-based frequency response because inverter-interfaced sources do 

not have physical inertia connected to the EPS, and inverter controls respond much 

faster than mechanical governors [20], [21].  

Secondary frequency response is controlled centrally; commands are sent to 

various generators via an automatic generation control (AGC) signal [18], [19]. The 

generators adjust their real power setpoints based on the AGC signal, thereby 

bringing the grid frequency back towards its nominal value. Conventional frequency 

regulation from rotating machines ramps slowly, responding to AGC signals on a 

time scale of several minutes [17]. Inverter-based frequency regulation can respond 

on sub-second time scales, putting it into the valuable category of fast regulation 

recognized by FERC Order 755. 

Fundamental to both primary and secondary frequency response is the 

concept of power-frequency (P-f) droop, in which generator output power is 

increased in response to falling grid frequency, and vice-versa [22]–[24].  Because 

falling frequency is caused by a loss of generation (or increase in load), a droop 

response acts to re-balance generation and load and stabilize grid frequency. An 

inverter with a P-f droop output characteristic inherently emulates the frequency 

response and primary governor control of conventional generators. The inverter can 

participate in secondary AGC response by adjusting the power set point of its droop 
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controller. In addition, advanced techniques can be used to adjust droop parameters 

in real time, improving the speed and accuracy of the droop response. Figure 2(a) 

shows an example of a simple P-f droop output characteristic for frequency 

regulation, where Pset is the inverter power set point and fnom is the nominal grid 

frequency. Figure 2(b) shows a P-f characteristic with a dead band and hysteresis, 

extended from a high-frequency power curtailment specification in [25].  Nonlinear, 

dynamic, and adaptive droop characteristics can also be employed. 

 

 

Figure 2. Sample power-frequency droop output characteristics. Extended from EPRI 

[25].  Such droop curves could be implemented for PV-based frequency regulation. 
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2.2 Potential benefits of APC of PV 

PV-based APC may find application in at least three scenarios:  

(1) Islands:  In remote, island, or islanded microgrid power systems, the variability 

of renewable generation is particularly problematic since it is not possible to export 

or import power from neighboring grids [12], [26], [27]. For example, the island of 

Puerto Rico currently requires new large PV generation facilities to provide primary 

frequency regulation and controlled power ramp-rates (both up and down) [28].  The 

PV industry is responding to this requirement by including battery systems with PV 

plants [29], which significantly increases capital and maintenance costs [3]. 

Frequency regulation from PV systems can reduce the amount of storage required 

and/or reduce the cycling of the battery [26], potentially extending its life [30]. 

(2) Very high penetration of inverter-coupled generation: As levels of renewable 

generation rise, the need for ancillary services including frequency regulation rises 

even on large national and continental power systems [31]–[34]. As of 2012, Ireland, 

Canada, Denmark, and Spain have all instituted requirements for some form of 

frequency regulation from wind [7]–[11]. Many U.S. transmission operators are 

considering instituting similar rules for wind [35] and eventually for PV [36].  

(3) Regulation markets: In liberalized electricity markets, whenever the value per 

MW-hour of frequency regulation exceeds the value of power from a PV plant in 

MWh, it may make economic sense for privately owned PV plant operators to 

provide frequency regulation services rather than operating in MPPT (maximum 

power point tracking) mode. As the need for frequency regulation rises, the value 

per MW-hour of frequency regulation is expected to rise [37]. In addition, the total 

value of the market for frequency regulation is expected to rise between 38% and 



10 

 

 

191% over the coming decade, reaching up to $56.8 billion per year by 2022 due to 

economic growth, increases in renewable energy, and electricity market 

liberalization [34]. Frequency regulation values are currently in the range of $18 to 

$60 per MW-hour in California, New York, and the PJM Interconnection [38], [39]. 

While this range is below the typical retail cost per MWh of residential electricity, it 

overlaps with retail commercial and industrial electricity prices, which were $39.7-

$158.3 per MWh in the continental U.S. in 2011 [40]. Therefore, if regulations and 

contracts allowed, it may make economic sense at times for commercial and 

industrial owners of PV systems to bid into frequency regulation markets rather 

than operating in MPPT mode. 

2.3 State of the art of APC of PV  

Much current research on APC of PV systems involves incorporating energy 

storage in the PV plant [41]–[48]. Using storage in stand-alone applications or in 

conjunction with other generation sources for active power control purposes is also 

done in the field and treated by researchers [49]–[54].  Controlling a storage 

inverter’s active power is similar in some ways to controlling a PV inverter’s active 

power, but is different in that most storage devices can be treated like voltage 

sources in that a range of currents are available from the source at a fixed voltage. 

In contrast, PV inverters must account for the current-voltage (I-V) curve of the PV 

array to which they are connected when regulating output power.  Much of the work 

presented in the next two chapters deals with how to best regulate a PV inverter’s 

output power given that the I-V curve (and resulting power-voltage curve) are 

constantly changing and are not exactly known (or easily calculated) at any given 

time. 
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Some authors have also noted that frequency regulation could be provided 

from variable renewable sources without storage by operating below the maximum 

power output [55], [56].  These authors have simply assumed that the inverter 

operates sufficiently below the maximum power available from the input source 

(wind or solar) to allow sufficient power margin for frequency regulation needs 

without delving into the details of how that would be achieved. 

Significant research covers APC of wind turbines for frequency regulation 

and other purposes, as summarized in [20]. PV-based frequency regulation will 

share some characteristics with wind-based frequency regulation but will also differ 

in important ways. Both are subject to the opportunity cost of not producing at full 

power, and both will depend on weather conditions. Unlike wind-based regulation, 

PV-based regulation will not be available outside of daylight hours. Both wind- and 

PV-based APC will be capable of very fast control responses. However, wind-based 

primary response is limited by the need not to draw down the kinetic energy of the 

turbine so much that it stalls and the need to allow blades to re-accelerate 

afterwards [20], whereas PV is not subject to this limit. Likewise, PV inverters need 

not be concerned with mechanical loads. The lack of mechanical dynamics in PV 

systems is the most fundamental difference between APC of wind and PV. APC of 

wind plants has been implemented commercially, whereas research into storage-

free APC of PV plants is in a very early stage, and it has not been implemented 

commercially (aside from high-frequency power curtailment control).   

Several authors have proposed incorporating electrochemical double layer 

capacitors (supercapacitors) into PV inverters to provide small amounts of energy 

storage, allowing limited bi-directional ramp-rate control and primary/inertial 

frequency regulation. For example, in [57] it is shown that a supercapacitor 

installed on the DC side of a PV inverter H-bridge can allow small-amplitude 
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modulation of inverter output power in response to short-duration frequency 

deviations. This provides primary frequency response, constrained by 

supercapacitor energy. In [58], a supercapacitor with a dedicated DC-DC converter 

is used to smooth photovoltaic power ramp rates.  

Three papers are described below that describe various methods or partial 

methods of controlling the output of a PV system to operate below MPP, potentially 

allowing frequency regulation without storage.  

In [26], a method is proposed to regulate the frequency of a PV-diesel-battery 

island power system. This method uses a fuzzy logic controller with inputs of solar 

irradiance, change in irradiance, and frequency deviation to produce a power 

command for the PV-battery inverter. It is also noted that the method can be used 

without energy storage if the PV is operated below its MPP. This paper notes the 

difficulty of operating some predetermined amount below a varying MPP, a 

challenge that is addressed in Chapter 3 of this thesis. 

In [59], a method of controlling PV inverters to operate below MPP is 

described and simulated. This method assumes that the instantaneous open circuit 

voltage (VOC) of the PV array is known and controls the PV array to operate at a 

constant proportion of VOC (e.g. 95%), resulting in operation some amount below 

MPP.  The paper does not address how the constantly-changing VOC can be 

determined while the system is operating.  

In [60], a control method is proposed that allows a PV inverter to track an 

absolute power reference below the PV array’s maximum power. Low power 

experimental results are presented using an open-loop synchronous generator and a 

resistive load. The results show smaller steady-state frequency error when using a 

PV system controlled in the proposed manner in parallel with a generator than 
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when the generator powers the load alone. Frequency regulation dynamics are not 

analyzed. For any frequency below nominal, the control method described in [60] 

will simply operate the inverter at MPP.  

In [61], a droop control based method of providing primary frequency 

regulation from a PV plant is presented.  A reference power for the PV plant below 

its maximum power is assumed to be available; it is not discussed how this 

reference would be produced given changing irradiance.  Frequency droop slope is 

controlled adaptively and non-linearly when the grid frequency falls outside a dead 

zone.  Grid voltage is regulated simultaneously such that the PV inverter behaves 

similarly to a rotating generator.  A simulated result is presented showing 

decreased frequency deviation following a single load step when the proposed 

control is enabled. 

In [62], [63], a method is presented for providing primary frequency 

regulation from a PV plant by operating it in a “deloaded” condition, meaning the 

PV array voltage is controlled to be above the array’s MPP voltage.  It is proposed 

that MPP voltage be estimated by feeding irradiance and temperature 

measurements into a PV array model; this estimation method is not tested or 

simulated.  A simulated result is presented showing inertial response of the PV 

plant in a microgrid following a load step; a decreased grid frequency deviation is 

noted.   

In [64], a large-scale demonstration is presented in which the controls of PV 

commercially available PV inverters are modified to enable APC in a Puerto Rico 

PV plant.  Solar irradiance is used as an input to the controller to estimate the 

available PV power using equation ( 1 ): 
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 ( 1 ) 

Here, Pa is the estimated maximum power available from the PV plant, A is the 

constant scaling factor based on historical performance, Gavg is the average 

irradiance from five meteorological stations, X is the number of inverters in 

operation, and B is a constant accounting for internal power consumption.  Using 

the estimate Pa of available power, the PV plant was able to successfully provide 

AGC and primary frequency regulation.  However, as shown in Figure 3, there is 

significant error between the estimated Pa (green trace) and the actual power 

available (where the blue trace peaks around 18.5 MW).  This error occurs despite 

the use of historical data to tune the equation for Pa, and it results in the plant not 

following the AGC signal when the signal peaks.   

 

 

Figure 3. Demonstration of a PV plant performing AGC, from [64]. 



15 

 

 

 

In addition, [64] presents tests of PV-based fast frequency response (FFR) service. 

FFR calls for a generator to transition from a curtailed state to full output power as 

quickly as possible in response to a simulated underfrequency event created by 

injecting a false frequency signal into the plant.  An example FFR event is shown in 

Figure 4.  The response is good in that the PV plant responds much faster than a 

conventional generator would, but could be improved upon in both speed and 

accuracy, as noted in [64].  There is a delay of about 100 ms before the response 

begins, and the response takes about 3 seconds to reach a maximum power (Figure 

5).  Again the maximum power reached is significantly below the estimated 

maximum power, as in Figure 3.   

 

 

Figure 4. Demonstration of a PV plant performing FFR, from [64]. 
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Figure 5. Demonstration of a PV plant performing FFR, expanded time range, from [64] 

 

While these works have made important steps towards controlling a PV 

inverter’s power output, significant research remains to be done.  Specifically, 

methods are needed for: 

1. Accurately estimating the maximum power available from a PV system 

2. Quickly and accurately moving between operating points on a PV I-V 

curve. 

Methods addressing items 1 and 2 above are presented in Chapters 3 and 4, 

respectively. 
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3 Real-time PV maximum power-point estimation 

(MPPE) 

A method for real-time PV maximum power point estimation was introduced 

by the author and his collaborators in [65] and [66].  This chapter describes that 

MPPE method and presents newly-generated experimental data validating it.   

A typical PV plant has no rotational inertia and has negligible energy 

storage. Therefore to perform primary frequency regulation (PFR), synthetic inertia, 

or other APC functions, it must operate below its maximum power point, Pmp, 

creating a power reserve margin that can be automatically dispatched during 

frequency transients [1], [62]. Typical PV inverters attempt to constantly operate at  

the maximum power available from the PV array using one of many MPPT 

methods, such as those summarized in [67].  The maximum power point of a PV 

array changes continuously over a wide range based on irradiance incident on the 

array and the temperature of the PV cells.  If the maximum power is not being 

actively tracked by the PV inverter because the inverter is operating below Pmp, it is 

not trivial to know the value of Pmp.  Put another way, typical MPPT methods rely 

on actually operating near Pmp to determine Pmp.  This chapter presents a novel and 

experimentally validated maximum power point estimation (MPPE) method that is 

independent of the operating point of the inverter on the I-V curve. The proposed 

method operates in real time using irradiance and PV cell temperature 

measurements to ensure that sufficient reserve power is available.  

Some previously proposed MPPE methods are intended for offline prediction 

of PV power for planning purposes, often employing regression analysis or neural 

networks [68], [69]. These methods can be quite accurate, but may require more 
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processing power than what is typically available in a PV inverter’s embedded 

processor.  Other methods intended for real-time calculation make assumptions 

that reduce the accuracy of the PV model [70]–[72] or require knowledge that is not 

typically available on PV module data sheets [70], [73].  The MPPE method 

proposed here uses a combination of  

1. Offline calculation to estimate the parameters of a detailed PV cell model 

from data sheet values, and 

2. Online, real-time computation of a second-order polynomial to estimate Pmp 

from irradiance and temperature. 

This allows fast, accurate online estimation of Pmp. 

Section 3.1 describes the proposed MPPE method, analyzes effects of 

irradiance variations on active power controls, and presents an experimental 

validation of the MPPE method.  Section 3.2 describes one type of active power 

control that can be used in conjunction with MPPE.  Section 3.3 presents 

simulations of electric power system frequency dynamics following a significant loss 

of generation both with and without PFR from PV, demonstrating one application of 

the MPPE method.  The MPPE method is demonstrated experimentally in Section 

3.4 by comparing the output power of an inverter controlled using MPPE to that of a 

commercially available inverter in MPPT mode.  The MPPE method is again used in 

Section 4.3 to experimentally demonstrate the prototype inverter’s response to 

frequency events. 
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3.1 MPPE method 

Bi-directional active power control of PV systems without energy storage 

requires the ability to increase output power on demand.  The minimum amount of 

power held in reserve for this purpose is determined by the specific application.  In 

this work we assume that the required power reserve, PRES, for the PV system is 

provided as an input to the system, for example by power system-level or market-

level controls.  The task of the inverter-level control proposed here is to estimate the 

instantaneous maximum power available, Pmp, and control the inverter to ensure 

that it operates around a power set point PsetPV = Pmp – PRES, as shown in Figure 6.  

This allows the inverter to respond to changes in grid frequency by increasing or 

decreasing output power.   

 

Figure 6. The power-voltage curve of a PV array illustrating an operating point PsetPV 

below the maximum power point. 

 

Operating a PV system below Pmp incurs an opportunity cost associated with 

the power that is not produced. To minimize this opportunity cost it is desirable to 

operate as close to Pmp as possible while still ensuring that sufficient reserve power 
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PRES is available for up-regulation.  However, Pmp is constantly changing: it is a 

function not just of the physical characteristics of the PV array but also of the solar 

irradiance incident on the array, G, and the temperature of the PV cells, T. 

Therefore to minimize opportunity cost a real-time estimate of Pmp is needed.   

3.1.1 Estimating Pmp  from Irradiance and Temperature 

The complete current-voltage (I-V) operating curve of a PV cell can be 

estimated from G, T, and the characteristics of the PV cell using one of the 

published models [67], [74], [75]. A PV module is made up of many cells connected 

in series and in parallel, with each series string having equal length.  Likewise, a 

PV array is made up of many PV modules connected in series and in parallel, again 

with each series string having equal length. Hence, assuming that the array is not 

partially shaded, its I-V curve can also be estimated in the same manner, with 

voltages and currents scaled according to the total number of cells in series and in 

parallel, respectively. However, accurate PV cell I-V models require parameters not 

available in module data sheets, and they cannot be solved in closed form, so they 

do not lend themselves to rapid solution in embedded processors.  We instead 

propose to use a second degree polynomial expression, Pmp1 ≈ f (G,T), shown in 

equation ( 2 ), to estimate the maximum power of a PV module from measured 

irradiance and temperature. In steady-state, Pmp1 = Pmp/(𝜂N), where 𝜂 is the plant 

conversion efficiency and N is the number of PV modules in the plant. The 

coefficients in equation ( 2 ) can be derived through linear regression of Pmp1, G, and 

T data generated from PV module data sheet values as described in Subsection 

3.1.2. 

 
cTGGbGbTaTadPmp  2
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All lowercase letters in ( 2 ) are regression coefficients.  Figure 7 shows a flowchart 

of the process used to find the regression coefficients in ( 2 ).  The procedure 

described in this flowchart is performed once, at the time of PV system installation.  

Each step of this process and the process variables are described below, with an 

example calculation. The example calculation uses a PV array consisting of 26 

Solarex 110S PV modules in two parallel strings of 13 modules each, which was 

available for experimental validation.  The data sheet parameters of the Solarex PV 

module are shown in Table 1.  These parameters are typically published for all 

commercially available PV modules; no additional inputs are needed to calculate the 

coefficients of equation ( 2 ).  The calculation process only needs to be performed 

once for each PV system, and it is performed offline on a standard computer.  The 

regression coefficients are then stored in the PV inverter controller’s on-board 

memory for use in real-time MPPE.   
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Figure 7. Flowchart for offline calculation of MPPE parameters in equation ( 2 ). 

PV module
data sheet

VOC, ISC, KI, PmpSTC

Store in inverter
for online MPPE

Estimate PV model parameters using  
Villalva’s method

RS, RP, n

For each (Gi ,Tj) pair,

numerically solve for 

Pmp1ij(Gi ,Tj) = max(IPVijk ·VPVijk) 

Pmp1(X)

1:

2:

3:

Find (a1, a2, b1, b2, c, d) in eqn (2) via 
linear regression of Pmp1(X)

a1, a2, b1, b2, c, d

For each (Gi ,Tj) pair in eqn (4), generate a 

vector of VPVijk values and solve for

IPVijk (VPVijk , Gi , Tj) numerically using

eqns (3) 

IPV(VPV, X)

4:

k
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Table 1. Solarex 110S PV module data sheet parameters at standard test conditions (STC)  

Parameter Value Units Description 

PmpSTC 110 W Maximum power 

VmpSTC 16.4 V Voltage at maximum power 

ImpSTC 6.68 A Current at maximum power 

ISC,STC 7.38 A Short-circuit current 

VOC,STC 20.6 V Open-circuit voltage 

CT,I 0.065 %/°C Temperature coefficient of ISC,STC 

 

3.1.2 Offline Parameter Estimation 

This subsection provides the details of each step of the flowchart in Figure 7.  

But first, the five-parameter PV cell model is introduced. 

PV I-V curves can be modeled using a five-parameter model as shown in 

Figure 8 and described in equations ( 3 ).   
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( 3 ) 

Here, IPV is the net PV cell current, IPh is the light-generated photocurrent, I0 is the 

diode saturation current of the PV cell p-n junction, q is the electron charge, VPV is 

the PV cell voltage, RS is the modeled series resistance, k is Boltzmann’s constant, n 

is the diode ideality constant (assumed to be n = 1, as in [75]), RP is the modeled 

shunt resistance, GSTC = 1000 W/m2 is the irradiance at standard test conditions 

(STC), ISC is the data sheet short-circuit current (at STC), KI is the data sheet 
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temperature coefficient of ISC, TSTC  = 25 C is the temperature at STC, and VOC is 

the data sheet open-circuit voltage (at STC).  

 

 

Figure 8. The five-parameter model of a PV cell. 

 

The parameters of ( 3 ) are not all given in PV module or cell data sheets; 

specifically, RS, RP, and n must be determined.  In addition, even if all parameters 

are known, equations ( 3 ) have no closed form solution for IPV(VPV, G, T); note that 

IPV and VPV both occur in various places within ( 3 ), including inside exponentials.    

Thus, solving ( 3 ) rapidly in real time in an embedded processor is a difficult task, 

as is finding the maximum power point Pmp1 = max(IPV(G,T)*VPV(G,T)).  The MPPE 

method presented here avoids that task by solving the entire operating space Pmp1 = 

f(G,T) beforehand and storing the results in ( 2 ). 

Step 1 of the flowchart in Figure 7 uses a numerical method presented in [75] 

to find RS and RP from values given in typical PV cell and module data sheets 

including VOC, ISC, KI, and PmpSTC, the maximum output power at STC.       

Using Matlab scripts to solve for RS and RP for our example Solarex PV 

module via the method described in [75], we find RP = 52.202 Ω and RS = 0.2282 Ω.   

RSRPIPh Id

IPV +

-

VPV
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Step 2 in the flowchart starts by generating a matrix X of (Gi, Tj) pairs that 

covers the entire range of temperature and irradiance values expected to be 

encountered in the field:   

 

 

( 4 ) 

Gmin and Gmax are the minimum and maximum expected irradiance, 0 W/m2 and 

1200 W/m2 in the example, respectively. Tmin and Tmax are the minimum and 

maximum expected cell temperatures, -30 C and 90 C in the example, respectively.  

The minimum and maximum values chosen for G and T have little impact on the 

outcome of the calculation as long as they cover the range of expected operating 

conditions. Intermediate values [G2, G3, …, Gi, …] and [T2, T3, …, Tj, …] are chosen 

so that there are enough data points to accurately represent the module 

characteristic and avoid creating artifacts in the 2nd order linear fit. In the example 

considered, 10 irradiance data points and 10 temperature data points are used, both 

evenly spaced, so X is a 10 by 10 matrix.  

Continuing with step 2, for each (Gi, Tj) pair in ( 4 ), a vector VPVij = [VPVij1, 

VPVij2, …, VPVijk, …, VPVijm] is generated.  This vector of m voltages should cover the 

range from zero volts to the highest PV module voltage expected.  Note that this is 

typically somewhat higher than the open circuit voltage VOC given in the data sheet 

because the PV cell voltages rise as temperatures fall.  The range of voltages for the 

example system using the Solarex module goes from zero to 1.05*VOC. Five hundred 

evenly spaced voltage points are selected.  For each VPVijk, equations ( 3 ) are used to 

solve numerically for IPVijk = IPVijk (VPVijk , Gi , Tj).  The result is a three-dimensional 

(Gmin,Tmin),    (G2,Tmin),   …   (Gi, Tmin),   …   (Gmax, Tmin)

(Gmin,T2),         (G2,T2),    …                                 (Gmax, T2)

…            …

(Gmin,Tj),               …                  (Gi, Tj),     …      (Gmax, Tj)

…            …

(Gmin,Tmax),   (G2,Tmax),   …    (Gi,Tmax),  ...   (Gmax, Tmax)

X =
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matrix IPV = IPV(VPV, X) representing the I-V curves of the PV module at discrete 

points covering the entire range of possible operating conditions. 

In step 3, the maximum power of each I-V curve at each operating point (Gi 

,Tj) in X is numerically solved:   

    PVijkPVijk
k

jiijmp VITGP  max,1  ( 5 ) 

The result of step 3 is a two-dimensional matrix Pmp1(X) containing the 

unique maximum power points Pmp1ij for each (Gi, Tj) pair. 

In the fourth and final step of the offline process, the fit parameters of ( 2 ) 

are found by solving for β in the linear regression problem Pmp1 = X1β.  Here βT = 

[d, a1, a2, b1, b2, c] is the vector of regression coefficients from ( 2 ), and X1 is a 

matrix of irradiance and temperature values and second-order combinations 

thereof: 

 

 

( 6 ) 

X1 contains one row for each element of X (i.e. each unique combination of 

temperature and irradiance) and one column for each element of β.  For the 

example, X is 10 by 10 and β has 6 elements, so X1 has 100 rows and 6 columns.   

In the example, solving for β using Matlab’s Curve Fitting Toolbox produces 

the parameters listed in Table 1 for the Solarex 110S module. The coefficient of 
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determination (“R squared”) of the fit is 0.999, indicating that the polynomial is a 

nearly perfect fit to the nonlinear function Pmp1(G, T).  

 

Table 2. Regression fit parameters for equation ( 2 ) for Solarex PV module example 

Parameter Value 

d -5.685 

a1 0.04971 

b1 0.1293 

a2 -2.291e-4 

b2 -2.086e-6 

c -5.377e-4 

 

With the coefficients in ( 2 ) found, this simple second-order polynomial can 

be used to estimate Pmp in real-time from measured G and T, as shown in Figure 9. 

The filter corner frequency, wc, in Figure 9 is a function of the PV array size and is 

defined and explained in Subsection 3.1.3.  

 

 

Figure 9. Estimating maximum available PV power from measured irradiance and 

temperature in real time.  N is the number of PV modules in the array, 𝜂 is the conversion 

efficiency of the PV plant, and the first-order cutoff frequency wc is described in 

Subsection 3.1.3. 

 

Note that irradiance and temperature are not entirely uniform across a PV 

array, so some Pmp error will exist.  When implementing an active power control 

G
Pmp1 

estimation: 
equation (2)

NT 𝜂 
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scheme, this error can be accounted for by increasing the reserve power by a small 

margin to ensure that the desired reserve power PRES is available under worst-case 

expected error conditions. 

The output power of PV modules degrades over their lifetime. This 

degradation is fairly linear with time and typically proceeds at a rate of less than 

1% per year [76]. This degradation rate can be accounted for in MPPE by 

incorporating it into the system conversion efficiency, 𝜂, as a function of time, t, in 

days since the system was installed: 

 







 


365
10

tr


 

( 7 ) 

Here r is the annual rate of degradation of Pmp and 𝜂0 is the total conversion 

efficiency of the PV system at the time of installation, which can be determined 

experimentally during commissioning or estimated from system component 

specifications. 

 The Solarex modules in the example were installed in February 2003 and 

hence are about 13 years old.  Using a typical degradation rate, r, of 0.5% per year 

[76], these modules are expected to operate at about 93% of their initial maximum 

power for a given irradiance and temperature.  Assuming an initial system-level 

DC-AC efficiency of 𝜂0 = 94% (including inverter losses and wiring losses), a value of 

𝜂 = 0.88 is calculated at this point in the Solarex system life. 

3.1.3 Effect of irradiance variability 

In addition to reducing the amount of conventional inertia available on an 

EPS, conventionally operated PV plants also contribute to frequency and voltage 

deviations through their own inherent variability as clouds pass.  However, because 

frequency deviations are system-wide, geographic dispersal of PV plants serves to 



29 

 

 

mitigate this effect [77], [78]. Even considering a worst-case scenario of a single 

large PV plant, the physical size of the PV plant also reduces the maximum rate of 

cloud-induced power ramps, effectively acting as a first order low-pass filter with a 

cutoff frequency of wc [79], [80]: 

 

rat

c
P

w
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( 8 ) 

Here Prat is the rated PV plant power in MW.  

From equation ( 8 ) it can be shown that over the five to 15 crucial seconds at 

the start of a frequency transient, the aggregate available PV output power changes 

very little as long as the total PV capacity is in the tens of MW or above. Therefore, 

when considering the frequency impacts of the aggregate power output of one or 

more PV plants totaling 10 MW or more, it is reasonable to assume that the 

maximum available PV power does not change significantly over the crucial initial 

part of a frequency transient event.   

This is of course only helpful if the PV plants continue to operate during the 

frequency event, which may not be the case for some older inverters complying to 

frequency trip settings in IEEE Standard 1547-2003 [81].  Fortunately, IEEE 1547 

has been amended to allow DERs to “ride through” a wider range of frequency and 

voltage events [82], and is in the process of being fully revised [83].  Many U.S. 

utilities with high levels of PV are requiring frequency ride-through from DERs 

[84], [85], helping pave the way for PV active power controls to mitigate frequency 

events. 
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3.2 Droop control 

The MPPE method described above can be used to ensure a given power 

reserve PRES is available at minimum opportunity cost.  This power reserve can be 

used in a variety of ways to stabilize grid frequency.  This section (and the 

subsequent experimental results) focus on one particular autonomous APC function: 

power-frequency droop response.  By taking advantage of the fast response of power 

electronics, such a droop response can provide not just primary frequency 

regulation, but also something similar to the stabilizing effect of synchronous 

machine inertia.  While a very fast droop response can reduce the severity of 

frequency events in a manner similar to physical inertia, it differs from physical 

inertia in several key ways: 

1. Droop reacts to the deviation of measured grid frequency from its nominal 

value, whereas physical inertia responds to the first time derivative of 

frequency.   

2. Physical inertia responds to local frequency instantaneously, whereas droop 

response will always have some short delay due to the time for the phase-

locked loop (PLL) to detect the frequency change and the inverter controls to 

take action. 

3. Physical inertia is an inherent property of rotating machines and cannot be 

easily changed, whereas droop parameters can be easily adjusted at any time. 

Using a simple averaged-switch model [86], a PV inverter can be modeled as 

a controlled three-phase current source with an output filter.  Such a model can be 

used for power system simulation of inverter droop response; a switching-level 

inverter model is not needed because dynamics faster than a few hundred Hz are 
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much faster than EPS frequency dynamics.  The power-frequency droop control 

providing the reference output current for PFR is shown in Figure 10.  PsetPV is the 

droop power set point and is equal to Pmp - PRES.  RPV is the inverter droop slope, 

Pcmd is the active power command, VAC is the rms AC voltage at the inverter 

terminals, and id is the direct current command in the synchronous dq0 reference 

frame.  PsetPV is the power set point at which the inverter operates when in droop 

mode at nominal frequency.  PV inverter control dynamics occur much faster than 

the mechanical control time-scale of grid frequency transients and hence are 

neglected for the purposes of the simulations presented in the next section. 

 

 

Figure 10. Inverter power-frequency droop controller (without deadband). 

 

In Chapter 4, additional control details are provided for tracking Pcmd using a 

different method from the one shown in Figure 10 in which inverter control 

dynamics are accounted for.   

3.3 PV APC simulation 

This section presents dynamic simulations of a PV inverter providing droop 

response enabled by MPPE in a power system. The electric power system dynamic 

model is a simple one that captures frequency dynamics but not voltage dynamics. 

∆f
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Figure 11 presents an overview of the EPS line-frequency response model 

used here, including grid frequency dynamics.  The EPS frequency dynamic model 

is based on the model presented in [87], which is in turn based on a model presented 

in [88] of the U.S. Western Interconnection. The grid frequency dynamics are 

modeled based on a reheat steam turbine – a common type in the U.S. – and include 

inertia, load damping, and governor droop, as derived in [89]. This model has been 

adapted for this study by reducing the total grid power and total interconnection 

inertia, J, though the inertia constant, H, remains the same because it is calculated 

in per-MW terms. In addition to the large steam turbine representing the “rest of 

the interconnection” (ROI), the model also contains a single 43 MW steam turbine, 

which can be taken offline to simulate a large frequency drop.   
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Figure 11. Line-frequency response model of grid and PV inverter. 
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The output of the model in Figure 11 is ∆f, the per-unit change in frequency 

away from nominal. Pinv, Pload, and Pgrid are the power from the inverter, the load 

power, and the power from all other generators in the interconnection, respectively. 

Ptur is the power from the 43 MW turbine, and PROI is the power from the rest of the 

interconnection. The gain a is unity if modeling a single inverter, but can be made 

larger to model multiple identical PV plants. The droop slope, R, is the composite 

droop from all generator speed governors in the ROI. The inertia constant, H, 

represents the total inertia of all generators and loads on the system. The load 

damping constant, D, represents the change in total load for a given change in 

frequency. The power set point, Pset, represents the composite power set point for 

the system. The 43 MW turbine has droop slope R1 and power set point Pset1; its 

governor and turbine dynamics are identical (on a per-unit basis) to those of the 

ROI. The load profile represents the total system load. The governor and turbine 

transfer functions for the ROI are shown in Figure 12.  This figure applies to the 43 

MW turbine as well, substituting R1 for R, Pset1 for Pset, and Ptur for PROI.  

 

 

Figure 12. Governor and turbine transfer functions for grid dynamic model 
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In Figure 12, TG is the governor time constant, FHP is the fraction of turbine power 

from the high pressure section, TRH is the reheater time constant, TCH is the 

charging time of the high pressure section, and s is the Laplace frequency variable.  

Typical values of the variables as given in [89] are shown in Table 3.  Unless 

otherwise indicated, these are the values used in the tests described below. 

 

Table 3. Parameters for EPS frequency model  

Variable Typical value Units 

R 0.05 pu Hz / pu W 

H 5 s 

D 1 pu W / pu Hz 

TG 0.2 s 

FHP 0.3 - 

TRH 7 s 

TCH 0.3 s 

 

This model does not incorporate longer time-scale controls such as secondary 

frequency regulation; it is appropriate for frequency transient studies lasting a few 

tens of seconds and is not designed for simulations lasting minutes or longer. 

The grid model was implemented in Simulink/SimPowerSystems. Two 

scenarios are shown: a baseline scenario without PV-based PFR, and a scenario 

with 200 MW of PV providing PFR with PRES = 20 MW.  Table 4 shows the baseline 

simulation parameters. In each scenario, a 43 MW steam turbine drops offline at 

time t = 105 s, initiating a frequency transient event.  The R value for the ROI is 

higher than the typical value of 0.05 because it represents the effective droop 

constant of the entire interconnection, including external load damping [88]. The 
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minimum frequency fmin to avoid load-shedding, generator tripping, or instability is 

taken to be 59.8 Hz. As input to the PV system, both scenarios use measured 

irradiance and temperature from June 5, 2014, at 11:00 am, filtered for a 200 MW 

PV system using equation ( 8 ). 

 

Table 4. Baseline frequency transient simulation parameters 

Variable Value Units 

Pset 1855 MW 

R 0.22 pu Hz / pu MW 

Pset1 43 MW 

R1 0.05 pu Hz / pu MW 

Pmax_PV 200 MW 

Pload 2062 MW 

fmin 59.8 Hz 

 

Figure 13 shows simulations of two frequency events.  The baseline event with no 

PV active power controls is at left and the event with PV-based frequency response 

is at right.  Both events show the grid frequency and the output power from each of 

the generators before, during, and after the frequency transient triggered by the 

tripping of the 43 MW steam plant.  In the baseline event, the frequency nadir is 

59.68 Hz, well below the assumed value of fmin, likely triggering load shedding.  In 

the second event, PFR from the PV system was enabled using PsetPV = Pmp – PRES, 

with PRES = 20 MW and RPV = 0.05. Pset, the ROI power set point, was adjusted up to 

1957 MW so that the grid frequency would be stable at 60 Hz at the time of the 

frequency transient event. All other parameters remained the same. As shown in 

Figure 13, the contribution of the PV plant helps keep the frequency from falling 

below fmin, sufficient to avoid load-shedding and instability.   Thus this dynamic 
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simulation provides a simple example of the use of MPPE and PV-based primary 

frequency response to reduce the magnitude of a grid frequency transient on a low-

inertia grid. 

 

 

Figure 13. Left: Baseline frequency transient event: no PV-based primary frequency 

regulation. Right: Frequency transient event with PV-based primary frequency 

regulation enabled with 20 MW power reserve. 

 

3.4 MPPE experimental demonstration 

Figure 14 presents an experimental validation of the Pmp prediction method.  

The method was validated by comparing the measured output power of a 3 kW 

commercially available PV inverter in MPPT mode to the maximum power, Pmp, as 

predicted using ( 2 ) from measured irradiance and temperature on June 5, 2014, at 

NREL’s Distributed Energy Resource Test Facility (DERTF) near Boulder, CO. The 

PV inverter was fed by a PV array consisting of 26 Solarex 110S modules.  These 

are the same PV modules used in the example calculation above.  The DC-AC 

conversion efficiency, 𝜂0, was taken to be 0.95. The predicted power (blue trace) 
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matches very well to the measured power (red trace), except during some fast cloud 

transients when it appears the inverter’s MPPT algorithm fails temporarily. Note 

that the effect of low-pass filter effect discussed in Subsection 3.1.3 is negligible on 

the time scale shown in Figure 14 for such a small PV system.  

 

 

Figure 14. Preliminary experimental validation of the MPPE method.  The top two plots 

show measured irradiance and PV cell temperature.  The bottom plot shows the predicted 

output power and the measured output power of a commercial inverter operating in 

MPPT mode. 

 

The day selected for Figure 14 was chosen because of its large variations in 

irradiance and temperature.  The match between predicted PV power and measured 
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PV power on other days examined is as good as or better than what is shown in 

Figure 14.  In the absence of large cloud transients the predicted power is nearly 

coincident with the measured power because the PV inverter is able to successfully 

track peak power at all times.  As mentioned in Subsection 3.1.3, large cloud 

transients will not have such a noticeable effect when larger PV arrays or 

collections of geographically diverse PV arrays are considered. 

After this preliminary validation of the MPPE method, it was implemented in 

a prototype inverter developed at NREL [90], [91].  This single-stage, three-phase, 

50 kVA inverter uses a three-phase bridge power stage and has an inductive-

capacitive (LC) output filter, as shown in Figure 15.  It was designed to connect 

DERs such as battery or PV systems to the electric grid.  The inverter is controlled 

by a National Instruments single-board RIO (9606 sbRIO), which combines a real-

time processor with a field-programmable gate array (FGPA).  The lower-level 

controls had been implemented on the FPGA by others prior to the start of this 

thesis research [91].  A general overview of those controls is provided here for 

reference.  The FPGA controls include rotating synchronous reference frame (d-q) 

current control using sinusoidal pulse-width modulation (PWM), a phase-locked 

loop (PLL) for grid synchronization, and DC bus voltage control.  The PWM 

switching frequency is adjustable and was set to 10 kHz.  The direct (d) current 

control, quadrature (q) current control, and DC voltage control loops use 

proportional-integral-derivative PID controllers with adjustable gains.  All 

derivative (D) gains were set to zero.  The low-level controls can be operated either 

in current control mode, in which direct current id is commanded, or in DC voltage 

control mode, in which DC voltage vdc is commanded.  In either case, the current 

phase angle φ can also be commanded.  These controls were implemented in a 
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National Instruments LabView virtual instrument (VI) and compiled onto the 

Xilinx Spartan 6 LX45 FPGA embedded in the sbRIO.   

 

 

Figure 15. Experimental setup for hardware validation of MPPE method. 

 

The active power controls were implemented on the real-time processor of the 

sbRIO.  Control code was written using LabView’s Real-Time graphical 

programming language.  The real-time processor communications with the low-level 

code on the FPGA, receiving information on frequency, RMS AC voltage and current 

on each phase, DC voltage and current, and other parameters.  In APC mode, the 

DC bus voltage is controlled to the desired location on the PV array’s I-V curve to 

modulate active power.  Thus the low level controls are operated in DC voltage 

control mode and the active power control code on the real-time processor sends DC 

voltage commands to the FPGA.  The FPGA interfaces with several analog to digital 
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converters (ADCs) on the sbRIO.  Solar irradiance and PV module temperature 

signals were connected into two unused ADCs, processed in the FPGA, and passed 

on to the real-time code.   

Two LabView timed loops were implemented in the real-time processor. A 

slower loop running at a 1-second update rate estimates the maximum power point 

of the PV array using the MPPE method described above.  It also receives reserve 

power PRES commands and control mode commands from the VI’s graphical user 

interface (GUI) and calculates the operating power set point, PSET.  

A faster timed loop operating at a rate of 50 ms receives PSET commands from 

the slower loop.  When operating in primary frequency regulation mode, a frequency 

regulation power PFR is added to PSET to produce a power command, Pcmd.  PFR is 

calculated based on a power-frequency droop curve with an adjustable slope entered 

via the GUI.  The desired operating power is converted into a DC voltage command 

via a method described in Chapter 4.  For the PV APC demonstration, the inverter 

sbRIO controller was also programmed to record internal control signals during 

operation.   

A test setup was constructed to compare the prototype inverter’s operation to 

that of a common commercially available grid-interactive PV inverter operating in 

MPPT mode.  The test setup for the prototype inverter is shown in Figure 16.  The 

inverter input was supplied by one of the two identical Solarex 110S PV arrays at 

NREL’s DERTF, shown in Figure 17.  Each array consists of 48 modules, for a total 

power rating of 5.28 kW.  The array connected to the prototype inverter was 

configured in two parallel strings of 24 modules each.  On the AC side, the prototype 

inverter was connected to a three-phase AC grid simulator.  A load bank was also 
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connected in parallel with the grid simulator because the grid simulator used here 

can only source power.   

One of the two DERTF PV arrays was instrumented with an Ingenieurburo 

Si-420-TC-T reference cell irradiance sensor and an Ingenieurburo Tmodul420 

temperature sensor.  It was assumed that because the two PV arrays use identical 

modules and mounting methods, have identical azimuth and orientation, and are 

only about 10 meters apart, they will experience nearly identical irradiance and 

temperature profiles.  The irradiance sensor was mounted in the same plane as the 

PV array, as shown in the photograph inset into Figure 16.  The temperature sensor 

is designed to adhere to a surface (such as the back of a PV module) and measure 

the temperature of that surface.  Like most PV modules, the Solarex modules have 

only a thin plastic backsheet covering the backs of the PV cells, so the temperature 

sensor is able to provide an accurate estimate of the temperature of the PV cells 

themselves.   
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Figure 16. Experimental setup for hardware validation of MPPE method. 

 

The second PV array was connected to an SMA SB3000TL-US-22 PV 

inverter, which has a power rating of 3.0 kW.  To ensure the SMA inverter always 

operated in MPPT mode, the PV array connected to it was configured in two parallel 

strings of 13 modules each, for a power rating of 2.86 kW.  The remaining 22 

modules in that array were left disconnected.  On the AC side, the SMA inverter 

was connected to the local electrical grid. 
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Figure 17. The two identical PV arrays used for experimental validation of MPPE and 

RAPC.  One array is in the left foreground, and the second is to the right and slightly 

behind it.  The inverter and test equipment are located in the DERTF building behind the 

right hand array. 

 

Figure 18 shows recorded powers from the two inverters over a 3.6-hour 

period on a partly cloudy day.  The prototype inverter (Inverter 1) operated in 

MPPE mode with a reserve power of 500 W (1.1 pu), and the SMA inverter (Inverter 

2) operated in MPPT mode.  The blue trace shows the maximum power estimate, 

PMPPE; the red trace shows Pcmd; and the yellow trace shows PAC1, the output power 

of the prototype inverter, all recorded in the sbRIO.  The purple trace shows the 

output power of the SMA inverter, measured on a separate data logging system.  

Because the SMA inverter is powered by fewer Solarex PV modules than the 

prototype inverter, the power traces in Figure 18 are all shown on a per-unit basis 

with the nominal power levels of the respective PV arrays as the power bases.  Thus 

PMPPE and PAC2 can be directly compared to validate the MPPE method.   
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Figure 18. Demonstration of a prototype inverter operating in MPPE mode with a reserve 

power of 500 W while a second inverter operates in standard MPPT mode. 

 

At lower power levels, PMPPE, the real-time maximum power estimate in the 

prototype inverter, and PAC2, the output power of the SMA inverter, are nearly 

equal in Figure 18, as desired.  At higher power levels. PAC2 tracks slightly below 

PMPPE.  This error in the MPPE method is likely due to a mismatch between the 

expected system AC-DC conversion efficiency and the actual efficiency.  Some 

methods to mitigate this error are discussed in Section 8.2.   The commanded power 

output of the prototype inverter, Pcmd, tracks about 1.1 pu below PMPPE, as expected.  

The measured output power of the prototype inverter, PAC1, is slightly lower than 
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Pcmd at higher power levels and somewhat higher at lower power levels.  The 

discrepancy at lower power levels is likely largely due to measurement error: the 

prototype inverter’s power was calculated from RMS AC current and voltage and 

phase angle of current, and the RMS calculations implemented in the FPGA are 

true RMS, rather than fundamental frequency RMS.  Thus all noise and any DC 

component of the voltages and currents gets coupled into the power measurement 

and throws off the measurement significantly at lower power levels.  The 

discrepancy between Pcmd and PAC1 at higher power levels is likely due to error in 

the active power controller, which will be discussed in the next chapter.  Despite 

these various sources of error, the MPPE method works well overall, maintaining 

the desired reserve power available for up-regulation.   

A second example of MPPE operation is shown in Figure 19, with 

temperature and irradiance also shown to illustrate the effectiveness of the MPPE 

method over a wide range of operating conditions.  This example was recorded just 

after a rainstorm on June 25, 2016, cooling the PV modules significantly.  Thus the 

temperature rises by nearly 30 °C over the course of the demonstration.  In 

addition, scattered clouds passed between the PV arrays and the sun the course of 

the 4.9-hour recording window, causing the irradiance to vary between about 600 

and 1100 W/m2 repeatedly.  The estimated maximum power, PMPPE, tracks close to 

the measured output power of the SMA inverter, PAC2, as desired.  In addition, the 

measured power of the prototype inverter, PAC1, tracks about 1.1 pu below PMPPE, as 

desired.  As in Figure 18, PAC1 is somewhat higher than desired when at lower 

power levels.  This is largely attributed to measurement error due to coupling of 

harmonics into the AC power measurement; the actual output power of the 

prototype inverter is closer to the commanded value. 
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Figure 19. Prototype inverter operating in MPPE mode with a reserve power of 500 W 

while a second inverter operates in standard MPPT mode, with measured irradiance and 

temperature recorded. 

 

 Figure 20 shows a comparison of the MPPE method proposed here to a 

simpler method using only irradiance and not temperature.  Again the baseline for 

comparison is the measured output power of an SMA inverter operating in MPPT 

mode, PAC2, shown in the yellow trace.  The estimated maximum power from the 

MPPE method proposed here, PMPPE, is shown in blue, and an estimate with the PV 

module temperature measurement fixed at 30 °C, PconstT, is shown in red.  It is 

evident that the full MPPE method is significantly more accurate than the 

constant-temperature method.   
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Figure 20. Comparison of the MPPE method proposed here to a simpler method of PV 

maximum power point estimation based on measured irradiance only. 

 

4 Rapid active power of control PV systems 

The previous chapter described a method for estimating the maximum power 

point of a PV array that can be used in conjunction with any of a number of active 

power control methods to help regulate or stabilize grid frequency.  This chapter 

presents a novel method of very quickly translating an active power command into a 
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DC voltage command [92].  That DC voltage command can be passed to a DC 

voltage controller such as the one implemented in the prototype inverter used here 

[90], [91].   

In many applications of PV active power control, speed of response is crucial.  

For example, in low-inertia grids such as droop-controlled islanded microgrids and 

bulk power systems with high proportions of inverter-coupled generation, a PV 

inverter participating in frequency response must respond as quickly as possible to 

changes in frequency maintain the frequency within the operating range of the 

connected devices.   Exactly how fast the response must occur will vary from system 

to system and from event to event, and is a subject of future research discussed in 

Section 8.2.  As an example, the Hawaiian Electric Companies request that 

resources providing the fastest level of frequency support respond within seven line 

cycles (117 ms) of an event.   

Because a typical PV inverter does not incorporate stored energy above that 

required to maintain stable operation over a single line cycle (or less), to modulate 

output power it must regulate its DC input voltage to an appropriate point on the 

PV array’s power voltage (P-V) curve, illustrated in Figure 21.  The P-V curve 

changes continuously with solar irradiance and PV module temperature.  In 

addition, the inverter controller typically has no way of knowing exactly where it is 

operating on the P-V curve relative to the maximum power point or the open-circuit 

voltage.  The goal of conventional PV inverter design is simply to continuously 

maximize the instantaneous output power of the system to maximize energy 

production, a process known as maximum power point tracking (MPPT).  For this 

reason, most of the widely-used methods of controlling output power are heuristic 

methods such as “perturb and observe”, where a the PV array voltage (or current) is 

perturbed from its operating point, the new operating point is allowed to stabilized, 
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the change in power is measured, and the operating point is then perturbed again 

in a direction that depends on whether the power went up or down.  This is an 

inherently slow process, and hence is not appropriate for quickly regulating the 

output power to a new operating point for fast frequency support.   

 

 

Figure 21. The power-voltage curve of a PV array illustrating a single operating point, 

PSET, and the voltage Vcmd need to achieve that operating point.  The local slope of the 

curve at Vcmd is also illustrated. 

 

Several methods to quickly achieve a desired power Pcmd were considered. 

Three methods that were considered and rejected are briefly described in Section 

4.1.  A fourth method, referred to here as rapid active power control (RAPC), was 

implemented and is described in  Section 4.2.  Experimental results demonstrating 

the use of RAPC in a prototype inverter connected to a PV array are presented in 

Section 4.3.  All four methods operate on the right (high voltage) portion of the P-V 

curve because this portion of the curve allows all possible power levels to be 

achieved within a range of voltages that are accessible to most inverter topologies.  
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The left portion of the P-V curve includes very low voltages (down to zero) that 

cannot be used by typical single-stage inverters and would be difficult to access even 

for dual-stage topologies.   

Throughout this chapter, as in the previous chapter related to MPPE, a basic 

underlying assumption is that a PV array is made up of many identical PV modules 

connected in multiple series strings of equal length.  This is true of nearly all PV 

arrays in the field.  It is also assumed that irradiance and temperature are nearly 

uniform throughout the PV array (or at least the portion of a large PV array that 

supplies a single inverter).  This second assumption is true for most PV arrays 

larger than a few kilowatts, where shading is not typically present.  These 

assumptions allow PV array power to be calculated by scaling the power of a single 

PV module by the number of modules in the array.  Similarly, PV array voltage can 

be calculated by scaling the module voltage by the number of modules in each series 

string.  Thus plots of PV module characteristics shown here are indicative of the 

characteristics of an array made up of similar modules, subject to scaling of voltage 

and power.   

4.1 Candidate active power control methods 

The first method of active power control considered here would use the 

instantaneous slope of the P-V curve, illustrated in Figure 21, to derive a voltage 

command from a desired power command using the equation 

 

PVPV

PVcmd
PVcmd

dVdP

PP
VV


 . ( 9 ) 

The slope dPPV/dVPV would be estimated periodically by the inverter controller from 

small perturbations in the operating voltage VPV.  This method may be effective in 
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responding to smaller frequency events that require only a small change in output 

power, such that the new operating point is in the region where PPV(VPV) is well-

approximated by its tangent.  However, the most crucial frequency events are the 

largest ones where the inverter would be required to provide all or nearly all of its 

reserve power to the grid.  These a events where a response based on a small-signal 

approximation of the P-V curve will be highly inaccurate, significantly 

underestimating required change in voltage for underfrequency events, and 

overestimating for overfrequency events. 

 The next method considered for converting a power command quickly and 

accurately into a voltage command is similar to the MPPE method from Section 3.1 

in that linear regression is used to derive a second-order polynomial to simplify the 

control task.  Visually, it appears from Figure 22 that the right (high voltage) 

portion of the P-V curve could be well-approximated by a second-order polynomial 

(i.e. a concave-down parabola).   
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Figure 22. Power-voltage curves of the Solarex 110S PV module as a function of PV cell 

temperature, at nominal irradiance (1000 W/m2). 

 

Thus it was desired to find a polynomial g2 such that g2(VPV, G, T) ≈ PPV(VPV, G, T) 

and store that polynomial in the inverter controller to allow online estimation of the 

power PPV that would result from a given voltage VPV, based on measured irradiance 

and temperature.  It would then be possible to solve a quadratic equation to find the 

desired voltage operating point.  Using a model of the Solarex 110S PV module 

derived from data sheet parameters using Villalva’s numerical method [75], [93], 

PPV was calculated for discrete values of T, G, and VPV equally spaced throughout 

the operating range of a PV module in the field: T = {-20…80} °C, G = {50…1200} 

W/m2, VPV = {Vmp(T,G)…VOC(T,G)}.  Equation ( 10 ) was defined (where all lower-

case letters are regression coefficients), and linear regression was used to solve for 

the coefficients, using the Solarex model data. 
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Variants of equation ( 10 ) with a subset of the terms were also investigated.  For all 

linear regression solutions for equation ( 10 ) and its variants, the lowest RMS error 

between the model and the input data was 7.3 W, or 6.6% for the 110 W PV module.  

This error was deemed too large to result in acceptable performance.  In attempt to 

obtain a better fit, the size of the (T, G) operating region was reduced to eliminate 

regions that would rarely occur in practice: the ranges T = {10…70} °C and G = 

{100…1000} W/m2 were used.  This indeed reduced the RMS error of the model, to 

1.68 W for the best variant of equation ( 10 ).  However, the low RMS error masked 

unacceptably high error in certain cases; as shown in Figure 23, the residual error 

is over 6 W in a significant number of cases.  Thus this method was set aside.   

 

 

Figure 23. Histogram of residuals (errors between polynomial regression model and 

actual nonlinear PV model) for the lowest RMS error variant of equation ( 10 ). 
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 Another regression-based method was also investigated.  This method 

involved finding an equation g3 such that VPV ≈ g3(PPV, G, T) throughout the 

expected operating space.  Because g3 could be used to converter a desired power 

Pcmd directly into a voltage command Vcmd for a given measured G and T, higher 

order polynomials could potentially be used for g3 than could be used for g2 in 

equation ( 10 ).  Various candidate polynomials were created, again using linear 

regression of input data produced numerically from a 5-parameter PV model of the 

Solarex 110S module.  The candidate polynomials ranged in order from 3rd to 7th.  

The best RMS error obtained was 0.59 V, or 3.6% of the nominal Solarex PV module 

maximum power voltage.  This error was again deemed too large to result in 

acceptable performance, especially given that the resulting percentage error in 

power output will be larger than the error in voltage given the steep slope of voltage 

across much of the operating region, and the fact that regression model error will be 

one of several sources of error in a functioning inverter.  Thus this method was also 

set aside. 

4.2 Rapid APC (RAPC) method 

Given the challenges encountered with other methods, it was decided to 

instead produce a three-dimensional lookup table (LUT) to be stored in the inverter 

and used to estimate the value of Vcmd that will produce a desired power output: VPV 

= g3(PPV, G, T).  This LUT should cover the entire expected operating range of 

power, module temperature, and irradiance.  The LUT can be interpolated using 

trilinear interpolation to reduce the size of table needed to give a desired accuracy.  

Even so, the size of the LUT in each dimension was carefully considered with a goal 

of producing an accurate table with a tractable size.  Because the LUT is three-

dimensional, it can easily become very large. 
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In the temperature and irradiance dimensions, the granularity of the LUT 

can be somewhat coarse because the gradients dVPV/dT and dVPV/dG are relatively 

smooth throughout the operating space.  This can be observed in Figure 24, and is 

also somewhat intuitive:  as module temperature or irradiance increases, one would 

not expect highly non-uniform changes in a PV module’s P-V curve.  

 

 

Figure 24. PV power as a function of irradiance and voltage at constant cell temperature 

(left), and as a function of cell temperature and voltage at constant irradiance (right). 

 

In contrast, the gradient dVPV/dPPV is at times fairly small and approaches 

(negative) infinity as VPV approaches the maximum power voltage Vmp.  This is 

illustrated in Figure 25, again based on the Solarex 110 S module.  Thus the LUT 

requires a higher granularity in the PPV dimension. 
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Figure 25. PV module voltage needed to produce a desired power (yellow trace), at a fixed 

cell temperature and irradiance.  

 

For any commanded power level greater than Pmp(G, T), the LUT should return Vmp, 

the voltage that will produce the highest power available from the PV array.  This 

desired behavior is illustrated by the red Xs in Figure 26.  The red Xs also provide a 

visual indication of the LUT resolution needed in the PPV dimension to accurately 

represent the PV array voltage-power characteristic: Figure 26 uses 100 evenly 

spaced power data points.   

Portion of 

interest

dV/dP à -∞
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Figure 26. Desired lookup table output (red Xs), and PV module voltage-power 

relationship (blue dots).  

 

One might conclude from Figure 26 that the LUT could be designed to have high 

resolution only near the maximum power point, with lower resolution other 

operating points.  However, as irradiance and temperature change, the location of 

the maximum power point varies widely.  For example, Figure 27 shows an extreme 

case of very low irradiance.  Thus the LUT should have fairly high granularity 

across all power operating points. 

VMP

PMP
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Figure 27. Desired lookup table output (red Xs), and PV module voltage-power 

relationship (blue dots) at very low irradiance.  

 

 The lookup table data is generated by solving a five-parameter PV array 

model at various operating points. The process for generating the LUT is 

summarized in Figure 28.  Like the MPPE equation generation process, the process 

for generating a LUT for rapid active power control is performed once offline 

starting from PV module data sheet values, and the LUT is stored in the inverter 

controller for online use.  The process contains four steps: 

The first two steps in the LUT generation process are identical to the first 

two steps of the process for finding the regression coefficients for MPPE, as 

described in Section 3.1.  To summarize, PV module data sheet parameters are used 

as input to a numerical method ([75]) to calculate the parameters of a five-

parameter PV cell model.  The five-parameter model (shown in equation ( 3 ) and 

VMP

PMP



59 

 

 

Figure 8) and is then numerically solved to find the PV current IPV at each voltage 

VPV for an array of (G, T) pairs X representing the operating region of the PV 

system. 

In the third step of the LUT generation process, the power PPV at each 

operating point is calculated by multiplying IPV by VPV.  The result of this process is 

a three dimensional array of powers PPV for any given irradiance, module 

temperature, and voltage.   

In the fourth step, the PPV(VPV, G, T) data from step 3 is interpolated using 

cubic splines to produce VPV(PPV, G, T) values.  Only the data for voltages greater 

than or equal to the maximum power voltage VMP are used in the cubic spline 

interpolation.  For all power commands greater than the maximum power for a 

given irradiance and temperature, the LUT returns VMP.  This is expressed 

mathematically in equation ( 11 ). 

  
  













MPijPVijkjiPVijksplinePV

MPijPVijkPVijkPVijk
k

PPTGPV

PPVI

,,

max

,

LUTPV,V  ( 11 ) 

As in Section 3.1, the subscripts i, j, and k represent the indices of vectors of 

irradiance, module temperature, and voltage, respectively.  VPV,spline is generated 

from cubic spline interpolation of the PPV array onto 100 evenly spaced voltage 

points.  Matlab’s spline() function was used to perform the interpolation.  The 

result is a three-dimensional array VPV,LUT spanning all possible values of power, 

irradiance, and module temperature in the operating space.   
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Figure 28. Process for generating a lookup table for use in rapid active power control of 

PV systems.  

 

An initial LUT was generated containing 100 points in the PPV dimension and 

10 points each in the G and T dimensions.  A “slice” of the LUT at constant 

temperature is shown on the top plot in Figure 29.  Some artifacts are present near 
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the maximum power region (the crease of the surface), so the resolution in G was 

increased by five times.  The bottom plot in Figure 29 shows a new LUT with 50 

data points in the G dimension. 



62 

 

 

 

Figure 29. Selecting VPV(PPV, G, T) LUT resolution in irradiance dimension. The top plot 

includes 10 irradiance data points, and the bottom plot contains 50.  Both are plotted a 

constant temperature of 47 °C. 
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 A similar process was used to size the LUT in the T dimension.  The top 

portion of Figure 30 shows a “slice” of the LUT at constant irradiance with 10 

temperature data points.  Again, some artifacts are present in the crease of the 

surface near the maximum power region.  The number of temperature data points 

was increased to 30 for the plot in the bottom portion of Figure 30, resulting in a 

smoother surface, especially near the maximum power region.   

 The final LUT, as implemented, was 100 x 50 x 30 (PPV x G x T), for a total of 

150,000 values.  When stored as double precision floats in the LUT takes 1.1 MB of 

space.  Lower precision could be used without sacrificing accuracy.  However, the 

sbRIO controller used here has plenty of storage memory, so the full 1.1 MB LUT 

file was used.  The LUT was generated for the Solarex 110S PV module previously 

described because a PV array consisting of such modules was available for 

experimental demonstration.  The values were calculated in Matlab, stored as 30 

CSV files, and imported into a LabView VI.  The VI was programmed to store the 

LUT data in a LabView binary file (which still had a size of 1.1 MB), and the binary 

file was loaded onto the sbRIO.   

The LUT interpolation and surrounding logic and controls were implemented 

in LabView Real-Time in a 50 ms timed loop.  It is likely that a faster loop could be 

used for increased response time, though a loop faster than about one AC line 

period (17 ms) would not increase response time further.  A LabView 

implementation of trilinear interpolation [94] was used in the sbRIO to provide 

increased accuracy between LUT data points.  The input power command to the 

LUT was scaled down from the measured power by dividing by the number of PV 

modules in the array, and the output voltage from the LUT was scaled up by 

multiplying by the number of modules in each series string.   
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Figure 30. Selecting VPV(PPV, G, T) LUT resolution in temperature dimension. The top plot 

includes 10 temperature data points, and the bottom plot contains 30.  Both are plotted a 

constant irradiance of 843 W/m2. 
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 An overview of the proposed control is shown in Figure 31, and the next 

section presents an experimental validation of RAPC and MPPE. 

 

 

Figure 31. Control overview showing MPPE and lookup table for rapid active power 

control. 

 

4.3 Experimental demonstration of MPPE and rapid APC 

A prototype inverter with MPPE and a LUT for rapid APC was used to 

validate the RAPC method.  The test setup diagram was the same as that used for 

MPPE validation and is repeated in Figure 32 for the convenience of the reader.  

The grid simulator in the test setup was programmed to produce a variety 

frequency events and the inverter’s response was recorded using a Yokogawa 
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PZ4000 power analyzer.  The PZ4000 recorded voltage and current waveforms, and 

the waveform data was post-processed to calculate frequency, real power, and other 

quantities.  The sbRIO controller also recorded its internal control signals during 

the tests.  The data files were synchronized so that control signals and measured 

signals could be plotted on the same time axes.  Examples of responses to three 

frequency events are presented here. 

 

 

Figure 32. Rapid active power control experimental setup. 

 

 To ensure that the prototype inverter could respond to realistic frequency 

events, the programmed events were designed to mimic the magnitude and rate of 

change of frequency (ROCOF, or df/dt) that may be seen on real power systems.  

Current draft of IEEE Standard P1547 are considering requiring DERs to remain 

connected during frequency events with a ROCOF of 1 to 3 Hz per second, 
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depending on the type of DER [83].  Smaller interconnected AC power systems tend 

to have more severe frequency events, both in magnitude and in ROCOF.  For 

example, in studies that simulated a separation of the Ireland and Northern Ireland 

electrical systems a ROCOF of over 1 Hz per second was observed in Ireland, and a 

ROCOF of over 2 Hz/s was observed in Northern Ireland [95].  In terms of 

magnitude, a frequency event with a minimum frequency (nadir) of 59 Hz would be 

considered a very large event in the continental U.S., but on the most populous 

Hawaiian island of Oahu, such events occur more than once per year in recent 

years.  Overfrequency events tend to be less severe in terms of both magnitude and 

ROCOF.  The frequency events used in the tests below were designed with these 

considerations in mind.   

 Figure 33 shows the prototype inverter’s response to a frequency event with a 

nadir of 59 Hz and a ROCOF of 2 Hz/s, faster than what would be seen on a large 

interconnected power system but possible for a system such as Ireland’s.  The 

inverter was operating in MPPE mode with 0.8 kW of power in reserve and a 5% 

droop slope (meaning that a frequency change equal to 5% of the nominal frequency, 

or 3 Hz, will result in a change of 100% of the inverter’s nominal power).  A 5% 

droop slope is a common value used in synchronous machines providing primary 

frequency regulation, though the machine response is orders of magnitude slower 

than the inverter response shown here.  The programmed droop slope did not 

contain a deadband, as is common with conventional generators, but it could easily 

be modified to incorporate a deadband.  The PZ4000 frequency trace and the 

inverter’s internal frequency measurement (labeled “NI data” in the frequency plot) 

were used to synchronize the test data from the two recording devices.  The inverter 

begins responding to the frequency event almost immediately.  Both the measured 

DC voltage VPV and the measured AC power PAC track closely their respective 
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commanded values, Vcmd and Pcmd.  The AC power of course does not exceed the 

estimated maximum power available, PMPPE, providing further validation of the 

MPPE method.  The high frequency component of the DC voltage measurement is a 

combination of measurement noise, switching frequency ripple, and DC voltage 

ripple at a multiple of the line frequency (likely due to a slight imbalance between 

phases).  Figure 34 zooms in on the initial part of the frequency event to show that 

the measured power lags the commanded power by less than 20 ms.   

 

Figure 33. Response of the prototype inverter to a frequency event with a nadir of 59 Hz 

and a 2 Hz/s ROCOF. 
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Figure 34. Zoomed in response of the prototype inverter to a frequency event with a nadir 

of 59 Hz and a 2 Hz/s ROCOF. 

 

 The inverter’s response to an overfrequency event is shown in Figure 35, and 

Figure 36 shows a zoomed in view of the initial part of the same event.  The inverter 

was programmed with 1 kW of power reserve and a 5% droop slope with no 

deadband.  The inverter’s response again tracks the commanded values well with 

little delay, as desired. 

 



70 

 

 

 

Figure 35. Response of the prototype inverter to an overfrequency event peaking at 61 Hz 

with a 2 Hz/s ROCOF. 
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Figure 36. Zoomed in response of the prototype inverter to an overfrequency event 

peaking at 61 Hz with a 2 Hz/s ROCOF. 

 

The inverter’s response to an underfrequency event with a very fast ROCOF 

of 6 Hz/s is shown in Figure 37, with the initial part of the event magnified in 

Figure 38.  The inverter was again programmed with a 5% droop slope, and a 

reserve power of 0.8 kW.  The inverter responds well.  However, the limitations of 

the inverter’s response become evident in the magnified figure.  There is visible 

overshoot and some ringing in PAC.  The oscillations die out quickly and are not 

large in magnitude relative to the response, so it is expected that such a response 

would still be effective in mitigating frequency events, but they do indicate that this 

high-ROCOF event is near the edge of the inverter’s response capability.  However, 
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it will likely be possible to improve the bandwidth of this early prototype without 

compromising stability, as discussed in Section 8.2. 

 

 

Figure 37. Response of the prototype inverter to a frequency event with a nadir of 59 Hz 

and a 6 Hz/s ROCOF. 
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Figure 38. Zoomed in response of the prototype inverter to a frequency event with a nadir 

of 59 Hz and a very fast 6 Hz/s ROCOF. 

 

 Some power systems see frequency events that are larger in magnitude than 

those shown above.  For example, some contingency events on Oahu have had 

nadirs below 58.5 Hz.  These events have typically had ROCOFs around or just 

below 1 Hz/s.  The response of the inverter to a test representing such an event is 

shown in Figure 39, and a magnified view of the beginning of the event is shown in 

Figure 40.  The inverter had a reserve power of 1.2 kW and a more aggressive droop 

slope of 3%, representing the steeper end of the range of droop slopes typically used 

in synchronous machines.  Recall that droop slope is defined as the percentage 
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change in frequency that leads to a change in generator power of 100% of the unit’s 

rating, so smaller droop slopes lead to a more aggressive response.  Again the 

inverter’s response is fast and accurate.  Note that due to the steepness of the droop 

slope and the size of the event, the power command goes much higher than the 

inverter’s rating.  Thus the effect of the higher droop slope in this case is to deploy 

the PV system’s reserves faster, rather than to change the maximum power 

reached. 

 

 

Figure 39. Response of the prototype inverter to a frequency event with a lower nadir of 

58 Hz and a 1 Hz/s ROCOF. 
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Figure 40. Zoomed in response of the prototype inverter to a frequency event with a lower 

nadir of 58 Hz and a 1 Hz/s ROCOF. 

 

 Based the tests presented above and other similar tests, it was concluded 

that the rapid active power control method proposed here provides a fast and 

accurate response that is expected to be effective in mitigating frequency events.  

Typical events on the U.S. bulk power system are much less severe (e.g. ROCOF of 

0.25 Hz/s), so the prototype inverter would be quite capable of providing a fast, 

accurate, and stable response.  Combined with the maximum power point 

estimation method presented here, RAPC is expected to enable a suite of fast 

frequency support services from PV systems.  The examples shown above have used 
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droop response, but both MPPE and RAPC can be used to enable any number of 

methods of fast frequency support, such as synthetic inertia or “fast frequency 

response”.  This concludes Part I of this thesis on active power control of PV 

systems.  A summary of contributions and some proposed next directions in APC of 

PV systems are described in Section 8.2, which follows Part II: Degradation-aware 

electric vehicle charge optimization.    
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Part II: Degradation-aware electric vehicle 

charge optimization 
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5 Overview of degradation-aware charging 

(DAC) of electric vehicle batteries 

As electric vehicles (EVs) and plug-in hybrid electric vehicles (PHEVs) are 

commercialized, interest has grown in predicting the effect such vehicles will have 

on electric power system infrastructure, and mitigating any negative effects [49], 

[96], [97].  A proposed method of reducing stresses on grid infrastructure due to EV 

charging involves encouraging vehicles to charge at off-peak times through time-

based electricity pricing [96], [98]–[101].  For a vehicle to respond to price signals, 

some degree of intelligent charge control is required.  Such charge control could, for 

example, be implemented as part of an on-board vehicle charger or electric vehicle 

supply equipment (EVSE), provided that the algorithms involved are not 

prohibitively complex for embedded processing.  Chapter 6 presents a relatively 

simple method of charge power control that optimizes not just the cost of energy, 

but also the equivalent estimated cost of battery degradation, as shown 

conceptually in Figure 41.  This degradation-aware charging (DAC) method was 

first introduced in [30] and was elaborated upon in [102].  Several additional works 

by other authors mentioned below have since proposed similar and related methods. 
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Figure 41. EV/PHEV charge optimization diagram. The charge optimization algorithm can 

be implemented on the controller of the on-board EVSE. 

 

Accounting for battery degradation during charge optimization is important 

because lithium-ion (Li-ion) batteries represent a major component of vehicle cost 

[103]–[107].  Finding the minimum battery size that meets vehicle energy capacity 

and power output requirements presents an opportunity to reduce vehicle cost 

significantly.  Here, energy capacity is defined as the maximum energy available 

from a fully charged battery, and is often referred to simply as “capacity.”  The 

temperatures at which a battery is charged and the state of charge (SOC) as a 

function of time have significant effects on battery life [106], [108]–[113].  Therefore, 

an intelligent charge algorithm capable of estimating and minimizing these effects 

can potentially extend battery life.  A vehicle equipped with a charger that 

minimizes the effects of charging on battery life can potentially be equipped with a 

smaller, less expensive battery while still meeting battery capacity and power 

requirements over a specified vehicle lifetime.  

Optimized charging will require communication of electricity price forecasts 

to the battery charger. Under the SAE J1772 standard [114] this can be 
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accomplished through optional communication pins or through power line 

communications using standard connectors.  A collection of existing and in-progress 

SAE standards—J2836, J2847, and J2931—establish use cases, protocols, and 

recommended practices for communications between vehicles, EVSEs, the electric 

grid, and internet-connected devices [115].  An intelligent controller embedded in 

the vehicle charger may therefore access pricing information in order to generate 

optimized power commands.  The charger then uses lower-level battery charging 

controls such as those described in [116]–[119] to create optimized voltage and 

current commands. 

Several existing works address PHEV charge profile optimization without 

attempting to simultaneously minimize battery degradation, e.g. [99]–[101], [120]–

[124]. Other works have developed battery models that estimate long-term Li-ion 

battery degradation [108], [109], [111]–[113], [125]–[127].  

Previous works that simultaneously optimize charging cost and battery life 

include [30], [102], [111], [125], [126].  In [125], an electrochemistry-based battery 

model is used in a genetic algorithm to find a Pareto front of optimal energy cost 

and battery resistance growth rather than a single actionable charge profile.  In 

contrast, the intelligent DAC algorithm presented here minimizes the total cost of 

charging, defined as the cost of energy plus the equivalent monetary cost of battery 

degradation.  The model described in [126] estimates battery degradation in 

monetary terms.  Recognizing that lifetime data is difficult to obtain for most 

commercial batteries, it derives a lifetime model from achievable cycle count (ACC) 

versus depth of discharge (DOD) data, which is more widely available.  However, 

this type of data neglects important temperature related effects and, for low DOD, 

is typically taken only at high state of charge (SOC), leading to a degradation model 

that unduly favors early charging.  In [111], model predictive control is used to 
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optimize charging for a grid battery energy storage system, including a battery 

degradation cost function.  This cost function accounts for SOC-related degradation, 

power-related degradation, and cycling-related degradation. Sample optimization 

results show the battery frequently turning on and off to avoid what the model 

perceives as high-DOD cycling. 

To facilitate iterative, numerical minimization of total cost, this thesis 

describes a simple model for estimating the cost of battery degradation first 

presented in [30], [102].  This model is not intended to advance the science of Li-ion 

battery life estimation, but only to efficiently capture the dominant effects present 

in advanced battery lifetime models. The simple model presented here has been 

verified through comparison of its results to those of a detailed model developed at 

the NREL for Li-ion batteries with nickel-cobalt-aluminum (NCA) cathode and 

graphite anode [106], [128], [129].  NREL’s model has in turn been shown to agree 

well with experimental data.  The NCA Li-ion chemistry was chosen for degradation 

modeling due to the public availability of aging data for a wide variety of 

temperature and duty-cycle operating conditions.  It should be noted that cathode 

materials such as nickel-manganese-cobalt, manganese-spinel, and iron-phosphate 

may be preferred for present PHEV and EV designs due to their safety 

characteristics.  It has not been established how well the NCA model will represent 

other Li-ion chemistries, but it is anticipated that other chemistries with similar 

degradation mechanisms could be modeled in a similar fashion after adjustment of 

model parameters [109], [112]. 
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6 Degradation-aware charging method 

6.1 Simple battery degradation model 

6.1.1 Overview 

In order to simultaneously optimize battery life and energy cost, estimated 

equivalent costs of battery degradation are defined here in terms of battery lifetime 

reduction. The cost of battery degradation, cbd, due to a charge cycle is defined as 

 
𝑐𝑏𝑑 = 𝑐𝑏𝑎𝑡 ∗

Δ𝐿

𝐿
 ( 12 ) 

Here cbat is the cost to purchase the battery pack, ΔL is the lifetime degradation due 

to the charge cycle being evaluated per unit time, and L is the total battery lifetime 

if the charge cycle under evaluation were repeated until the battery’s end of life 

(EOL). Estimating ΔL/L, the fractional lifetime degradation resulting from a 

battery charge profile, allows formulation of a cost function for that charge profile.  

By minimizing cbd, we are maximizing battery life.  

EOL for a vehicle drive battery is defined as the time when either the 

battery’s energy capacity or its available power drops below a specified minimum.  

Typically, the EOL energy capacity QEOL is designed to be about 80% of the initial 

capacity Q0 in order to provide the desired energy storage over the vehicle’s design 

life at minimal cost: QEOL = 0.8Q0 [130].  Battery power is typically oversized 

relative to the minimum design EOL power for economic reasons; additional power 

makes more energy accessible at low SOC without requiring addition of expensive 

active material [131].  To reflect this, EOL power is defined here as PEOL = 0.7P0, 

where P0 is the initial maximum power, in agreement with [132].  
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The normalized maximum power available from the battery, Pfade, diminishes 

over time as a result of internal resistance growth [106].  Pfade(t) is defined as 

Pmax(t)/P0 and is equal to R0/R(t), where Pmax is as defined in [133], R0 is the initial 

internal resistance, and R(t) is the internal resistance at time t.  This relationship is 

derived in Appendix A of [30].  

This work models battery lifetime dependencies for the majority of vehicles 

with batteries that operate and degrade normally. The very small portion (< 10 ppm 

expected) of cells that fail abruptly due to defects is not considered here. 

Over a daily battery cycle, significant factors that influence power fade and 

capacity fade are temperature T(t), open circuit voltage VOC(t), and charge cycling 

(DOD) [109], [110], [134].  The simple battery model proposed here makes two 

approximations: 1) Each of these effects is independent of the others, and 2) The 

effects themselves are independent of battery age and state of health.  

Approximation 1 allows the model to be simple enough to be evaluated quickly and 

allows it to be tuned to fit available data sets that often only consider one of the 

three factors.  The degree of validity of this approximation is a complex question 

requiring further research [109].  Approximation 2 allows the simple battery model 

to be time-invariant over battery life.  As can be seen by comparing the slope of the 

curved relative capacity Q(t) line in Figure 42 to its average slope, this 

approximation is very good, but not perfect, over most of the battery lifetime.  

Finally, we note that VOC maps directly to SOC, so voltage-related degradation can 

also be considered SOC-related degradation. 
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Figure 42. Finding energy capacity lifetime, LQ, from NREL’s model. 

 

Using these approximations to consider the effects of T(t), SOC(t), and DOD 

on capacity lifetime and power lifetime, the cost of battery degradation is 

 
𝑐𝑏𝑑 = 𝑚𝑎𝑥 ((𝑐𝑄,𝑇 + 𝑐𝑄,𝑆𝑂𝐶 + 𝑐𝑄,𝐷𝑂𝐷), (𝑐𝑃,𝑇 + 𝑐𝑃,𝑆𝑂𝐶 + 𝑐𝑃,𝐷𝑂𝐷)) ( 13 ) 

where cQ,T, cQ,SOC, and cQ,DOD are the costs associated with capacity fade and cP,T, 

cP,SOC, and cP,DOD are the costs associated with power fade due to temperature, SOC, 

and DOD, respectively.  The battery model presented here models all three 

capacity-related costs, as well as the cost of power fade due to temperature, cP,T.  

Based on [134], the costs cP,SOC and cP,DOD are assumed to be negligible in 

comparison to the other costs and hence are not modeled.  The next three 

subsections describe how these costs are approximated in the simplified battery 

model. 

6.1.2 Temperature-related degradation: cQ,T and cP,T 

Estimates of the two temperature-related costs, cQ,T and cP,T, are based on the 

Arrhenius relationship: 𝑟 = 𝐴 ∗ 𝑒−𝐸/𝑘𝑇, where r is the rate of the reaction assumed to 

be behind the battery degradation, E is the activation energy of the reaction, k is 

0 2 4 6 8 10
0.7

0.8

0.9

1

Time (years)

R
e
la

ti
v
e
 C

a
p
a
c
it
y

LQ

avg(dQ/dt)

QEOL /Q0



85 

 

 

      






















 

cht
ambthminx

max

ambx

chmax

thambx
batTx

TRPL

t

TL

tt
dt

tPRTL
cc

876087608760

1
,

ΔL/L due to charging ΔL/L while plugged in 
but not charging

Baseline ΔL/L that would be 
expended by slow charging

Boltzmann’s constant, T is battery temperature, and A is a proportionality constant 

[106].  Lifetime L(T) is inversely proportional to r, so that 𝐿(𝑇) = 𝑎𝑒𝑏/𝑇, where the 

parameters a and b are described below.  Because temperature affects power fade 

and capacity fade differently, we define power lifetime 𝐿𝑃(𝑇) = 𝑎𝑃𝑒𝑏𝑃/𝑇 and capacity 

lifetime 𝐿𝑄(𝑇) = 𝑎𝑄𝑒𝑏𝑄/𝑇.  The a and b parameters in these equations are 

determined by fitting L(T) to NREL model data as described in [30].  A method for 

automatically tuning a and b is also described in [30]. 

The temperature change produced by a given charge profile is approximated 

as a linear function of charge power so that 𝑇(𝑃) = 𝑇𝑎𝑚𝑏 + 𝑅𝑡ℎ ∗ 𝑃𝑎𝑣𝑔, where Rth is the 

thermal resistance of the battery pack (including any active cooling if present), Tamb 

is the ambient temperature, and Pavg is the average of the absolute value of 

temperature over a preceding time window.  This approximation is good as long as 

the battery system’s thermal time constant is short compared to the time spent at 

each power set point.  The absolute value of P is used so that T(P) is valid for 

charging, driving, and vehicle-to-grid (V2G) power exportation.  

The tuned lifetime estimation functions, LP(T) and LQ(T), inevitably include 

non-charging-related degradation effects as well.  To account for this, only the 

difference in fractional degradation relative to a baseline is included.  Charging at 

the minimum power, Pmin, required to fully charge the battery in the available time 

window, tmax, serves as the baseline against which other charge profiles are 

evaluated.  This reasoning leads to equation ( 14 ) for cP,T and cQ,T, with detailed 

derivation shown in Appendix C of [30]: 

 

 
 ( 14 ) 
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In ( 14 ), the placeholder subscript x becomes P when evaluating cP,T, and it becomes 

Q when evaluating cQ,T.  The constant 8760 is the number of hours in a year, and 

ΔL/L is battery life expended over the interval in question as a fraction of total 

lifetime, as defined previously.  

6.1.3 SOC-related degradation: cQ,SOC 

The cost cQ,SOC, which accounts for capacity fade attributable to SOC(t), is 

calculated using a linear fit formula based on 15-year capacity versus average SOC 

data from [130].  The linear fit parameters have been tuned to fit more recent 

NREL model data points.  We use the approximation of time-invariance explained 

above and the further approximation that, when accounting only for SOC-related 

degradation, a time period during which the SOC varies around an average of 

SOCavg has the same effect on battery life as simply staying at SOCavg for the same 

time period. The accuracy of this approximation varies by situation, but the 

approximation is necessary to arrive at a simple model that does not require high 

time-resolution SOC data.  The cost of one hour during which the average SOC is 

SOCavg is then 

 

876015
,






max

avg

batSOCQ
CF

dSOCm
cc . ( 15 ) 

Here CFmax is the capacity fade at EOL, which we have taken above to be 100% - 

QEOL/Q0 = 20%, and m and d are linear fit parameters.  The states of charge in 

question are presumed to be limited by the vehicle’s battery protection controls to a 

manufacturer-specified range, e.g., 20% < SOC < 90% [135].  
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6.1.4 Depth of discharge related degradation: cQ,DOD  

The cost cQ,DOD accounts for capacity fade resulting from daily SOC swing 

ΔSOC, defined as the maximum daily SOC minus the minimum, also referred to as 

DOD.  Effects of low amplitude, high frequency cycling, as would occur when a V2G-

capable vehicle provides an ancillary service such as frequency regulation, are not 

captured in cQ,DOD.  This type of cycling does result in temperature changes, so 

temperature-related degradation due to ancillary services is captured in cQ,T and 

cP,T if the model uses sufficient time resolution.  The calculation of cQ,DOD used here 

is based on data from [136] showing the effects of ΔSOC on battery lifetime in 

cycles, N: 

 
6844.0
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71.145
)(










 


SOC
SOCN

. 
( 16 ) 

We make the approximation that n cycles at a given ΔSOC have the same effect as 

n cycles whose average SOC swing is equal to ΔSOC.  It is difficult to determine the 

degree of validity of this approximation from the available data, but again the 

approximation is necessary to facilitate a simple model. 

To estimate the cost associated with a cycle at ΔSOCi, we employ the concept 

of energy throughput [137].  We define ETL as the lifetime energy throughput, ET,used  

as the total change in the remaining energy throughput due to a cycle, and ET,base as 

the minimum energy throughput required to recharge the battery.  The cost cQ,DOD 

is then  

  

TL

baseTusedT
batDODQ

E

EE
cc

,,
,




. 
( 17 ) 

Details on the calculation of each energy throughput are included in Appendix D of 

[30].  
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6.1.5 Model tuning and verification 

Despite the approximations made in estimating battery lifetime, the model 

can be quickly tuned so that its results agree well with NREL’s model, which has 

been shown to agree well with physical data in [106], [128], [129]. Details of the 

tuning process can be found in [30]. The correlation between the simple battery 

model and NREL’s model is further evident from the simulated results presented in 

Chapter 7.  

6.2 Charge optimization algorithm 

The total cost to charge an EV or PHEV, ctot, is defined here as the sum of the 

cost of electrical energy, ckWh, and the estimated cost of battery degradation, cbd: 

 
𝑐𝑡𝑜𝑡 = 𝑐𝑘𝑊ℎ + 𝑐𝑏𝑑. ( 18 ) 

Mathematically, 𝑐𝑘𝑊ℎ = ∫ 𝑒(𝑡)𝑃(𝑡)𝑑𝑡
 

𝑡𝑐ℎ
, where e(t) is the electricity cost, P(t) is 

the charge power, and tch is the time spent charging.  Note that P(t) may be negative 

for certain t, indicating V2G power exportation.  The signal e(t) is provided 

externally by a utility, aggregator, or other entity.  Also note that the electricity cost 

e(t) can be constant or variable, and if variable, can be dynamic or static.  In the 

case of a dynamic e(t), each vehicle’s charge profile is re-optimized upon a change in 

forecast e(t).  For a given charging opportunity, the optimal charge profile is 

determined by numerically minimizing ctot over the entire time the vehicle is 

plugged in.  Specifically, charging power, P(t), and electricity cost, e(t), are 

discretized onto intervals k of lengths D = d(k) to facilitate numerical optimization, 

becoming P = P(k) and e = e(k).  The objective of the optimization is to find the 
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power profile Popt = Popt(k) that minimizes the total cost to charge the battery, ctot, 

which is the sum of the cost of electricity, ckWh = e(k)P(k)d(k), and the estimated 

costs of battery degradation during each interval, cbd (k)).  Hence the objective 

function is: 

          
k

bd kckdkPkeminargopt

P

P

. 
( 19 ) 

The constraints on the charge optimization algorithm given by battery energy 

capacity Q, initial SOC SOC0, plug-in time tp, and target time for full charge tt 

(where full charge may be <100% SOC to avoid accelerated battery degradation at 

high SOC).  If V2G is allowed, a minimum allowed SOC should also be provided.  

The target time for full charge should typically be an hour or so before the vehicle 

will be driven, both in case the vehicle is needed earlier than expected, and to give 

the battery sufficient time to cool before driving begins [138].  The time by which 

the vehicle must be charged may be supplied by the user or generated by a machine 

learning algorithm that predicts future behavior from past patterns, as suggested in 

[138].  The constraint that the battery be fully charged at the end of the window is 

expressed as 

 

 

k

maxSOCkdkP
Q

SOC )()(
1

0

. 
( 20 ) 

The constraint that SOC remain with its bounds at all times can be expressed as 

 

kSOCkdkP
Q

SOCSOC

k

k

maxmin

i

 
1

0 )()(
1

. 

( 21 ) 

Meanwhile the battery power must remain within the limits imposed by the charger 

capabilities, Pmin and Pmax: 
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 kPkPP maxmin  )(
. ( 22 ) 

The output of the optimization algorithm is a charge profile Popt that meets these 

constraints and minimizes total cost ctot. 

The charge optimization algorithm presented here optimizes charge power 

only.  The charge current and voltage are to be managed separately by lower-level 

controls in the vehicle charger, for example as in [116]–[118]. 

The charge optimization is implemented in MATLAB using the built-in 

nonlinear constrained optimization function, fmincon().  To avoid local minima in 

ctot, fmincon is seeded with various starting charge profiles and the result with the 

lowest cost ctot is selected; this approach solves the problem faster than other 

optimization methods without significant susceptibility to local minima.  The 

optimization runs in about 5 seconds per vehicle on a 2.8 GHz Windows 7 machine.  

For comparison, NREL’s accurate model runs in 5 to 10 seconds per iteration on the 

same machine; several thousand iterations would be required to find the minimum 

cost ctot, so optimization using NREL’s model directly would require many minutes.  

To implement a charge optimization algorithm in practice, it would be 

desirable to use more economical embedded computing within an on-board charger 

or EVSE, making the simplicity and speed of the model proposed here 

advantageous. If it is only desired to use the optimization under conditions of 

constant electricity cost, it would be possible to implement it using look-up tables, 

so a very low-cost microcontroller would be sufficient.  However, to take full 

advantage of the algorithm’s ability to simultaneously account for time-varying 

electricity cost and battery degradation, it will need to be implemented on a more 

capable microprocessor; despite its relative simplicity, the algorithm does require 

numerical optimization.  As currently implemented in MATLAB, the algorithm uses 
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a function that cannot be directly compiled into machine-executable code.  One 

easier-to-implement option is to use a Linux-capable microprocessor such as Intel’s 

Atom as done for a home energy management system in [139], which could run the 

MATLAB algorithm directly as compiled using MATLAB Compiler.  A lower-cost 

alternative would be to translate the algorithm into C or C++ using one of the 

available optimization libraries, allowing the use of a standard microprocessor 

without a desktop-strength operating system.  Finally, since the optimization 

algorithm needs to run relatively infrequently, a low-cost microcontroller in 

combination with a cloud-based optimization would be another practical option 

[140]. 

7 Degradation-aware charging results 

This chapter presents simulated examples of the use of the degradation-

aware charge optimization algorithm under different electricity cost profiles.  It also 

presents a comparison of the estimated lifetime of vehicles charged using DAC 

optimization to vehicles charged using other methods. 

7.1 Optimized charge profiles 

The charge optimization algorithm was run simultaneously for three vehicles 

with different plug-in times, initial SOCs, and target times for full charge.  Each 

vehicle had a 30-kWh battery pack with a minimum SOC of 20% and a maximum 

SOC of 90%.  The thermal resistance Rth of the battery was taken to be 0.002 °C/W, 

and the ambient temperature was 25 °C.  The maximum charge and discharge 

powers were both 6.6 kW (SAE Level 2).  Figure 43 through Figure 46 show 

optimized charge profiles under four different price profiles.  Colored arrows at the 
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top of each figure indicate the user-supplied times when the vehicles plug-in in the 

evening and unplug in the morning.  In each of these four examples, the three EVs 

plug in with 30%, 50%, and 60% SOC, respectively, unless otherwise indicated.  

In Figure 43, the cost of electricity is a constant $0.12/kWh.  The three charge 

profiles all show a compromise between charging late in the available window and 

spreading of charge over time.  The tendency to charge later is the dominant trend, 

and is due to cQ,SOC, which discourages spending time at high SOC (i.e., high VOC). 

Engineers accustomed to other battery chemistries may find it unexpected that  

lower SOC is preferable from the perspective of battery health; however, this 

finding does agree with the literature [138], [141].  The spreading of charge over 

time is due to cQ,T and cP,T, which discourage high power (i.e., high temperature) 

charging.  

 

 

Figure 43. Optimized charging with constant energy cost. 
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In Figure 44, a simple two-level cost structure is used, such as might be 

implemented by grid operators to encourage charging at off-peak times.  The 

vehicles now do a significant portion of their charging during the 23:00 to 05:30 low-

cost interval, and the spike in charging power in early morning is reduced.  The two 

competing trends seen in Figure 43 (spreading out charge and charging late in the 

available window) are present in Figure 44 as well.  

 

 

Figure 44. Optimized charging simple two-level energy cost. 

 

Figure 45 uses historical hourly average Mid-Columbia (MIDC) wholesale 

electricity price data [142] for July 1, 2011.  Prices that day were fairly typical for 

the Pacific Northwest region of the U.S. during summer.  The vehicles show little 

preference for charging in the lowest-cost interval.  This is because the price 

difference between that interval and other nearby intervals is small, so battery 

12:00 15:00 18:00 21:00 24:00 03:00 06:00 09:00 12:00

0

2

4

6

time (hh:mm)

C
h
a
rg

e
 p

o
w

e
r 

(k
W

)

 

 

EV 1

EV 2

EV 3

12:00 15:00 18:00 21:00 24:00 03:00 06:00 09:00 12:00
0

10

20

30

40

50

C
o
s
t/

k
W

h
 (

c
e
n
ts

)

1 2 3 123



94 

 

 

health preservation is the dominant effect.  Also note that no charging is performed 

during the highest cost intervals.  

 

 

Figure 45. Optimized charging with historical MIDC price on a typical day. 
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that low amplitude, high-frequency V2G associated with frequency regulation or PV 

intermittency mitigation may be practically viable [42] but is not modeled here.  

 

 

Figure 46. Optimized charging with historical MIDC price showing an unusual spike. 
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Figure 47. Optimized charging showing a small amount of V2G. 
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three batteries under each charge scenario.  The charge scheme labeled “Optimized” 

uses the DAC optimization method described here, with flat cost of electricity so 

that battery life is maximized.  The two “Early” schemes begin charging 5 minutes 

after the vehicle is plugged in.  The two “Late” schemes reach full charge 30 

minutes before the vehicle leaves.  The “Late 24 kW” scheme would require a DC 

fast charger.  

 

Table 5. Charge profile descriptions 

Name Description 

Optimized Optimized using degradation-aware charging 

Early 3.3 kW Charge upon plug-in at 3.3 kW 

Early 6.6 kW Charge upon plug-in at 6.6 kW* 

12am 6.6 kW Charge at midnight at 6.6 kW* 

Late 6.6 kW Charge as late as possible at 6.6 kW* 

Late 24 kW Charge as late as possible at 24 kW 

 * SAE Level II maximum 
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Figure 48. Weekly SOC profiles for three battery sizes under various charging scenarios. 
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The charge profile data shown in Figure 48 was fed into NREL’s battery 

lifetime predictive model to compute the estimated battery lifetime for each 

scenario, assuming the charge cycle is repeated weekly.  Figure 49, Figure 50, and 

Figure 51 show battery lifetime for each scenario for the three different battery 

types considered.  Both capacity life and power life are shown for each charge 

profile; the actual battery life is the lesser of the two, which is the capacity lifetime 

in all cases, as expected. 

 

 

Figure 49. Prius battery lifetime under various charge scenarios. 

 

0

2

4

6

8

10

12

14

16

18

Optimized Late 6.6
kW

Late 24 kW Early 6.6
kW

Early 3.3
kW

12am 6.6
kW

B
at

te
ry

 L
if

e
ti

m
e

 (
yr

s)

Charge Profile

Prius PHV Energy lifetime

Power lifetime



100 

 

 

 

Figure 50. Nineteen kWh battery lifetime under various charge scenarios.  Power 

lifetimes truncated as indicated by arrows. 

 

 

Figure 51. Thirty-five kWh battery lifetime under various charge scenarios.  Power 

lifetimes truncated as indicted by arrows. 
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1% and 115% longer than the lifetime under the other scenarios considered.  The 

gains in lifetime from optimized charging are largest for the smallest battery.    

Table 6 compares the relative merits of the various charging methods 

considered above in addition to minimization of electricity cost alone. Of the 

methods considered, the optimization method presented here is the only method 

that provides a single charge profile that optimizes both charging cost and battery 

health simultaneously and effectively. 

 

Table 6. Comparison of charge optimization methods 

Charging method 

Accounts for 

time-based 

electricity cost 

Minimizes 

battery 

degradation 

Gives single, actionable 

charge profile 

DAC co-optimization 

presented here 

Yes Yes Yes 

Co-optimization 

presented in [126] 

Yes No Yes 

Multi-objective 

optimization, e.g. [125] 

Yes Yes No 

Minimization of 

electricity cost  

Yes No Yes 

Charge on plug-in No No Yes 

Delayed charge (e.g. 

midnight) 

No No Yes 

Late charge No Yes Yes 

 

The benefits of charging late in the available window must of course be 

balanced with the utility of the vehicle: having the vehicle unavailable for 

unexpected late-night trips may be unacceptable to some drivers.  This 

consideration is most important for EVs and may not be a concern for PHEV 

drivers. 



102 

 

 

In summary, Part II of this thesis has presented a method for minimizing the 

cost of EV or PHEV charging given variable electricity costs while also accounting 

for estimated costs of battery degradation using a simplified Li-ion battery lifetime 

model.  The concept of fractional lifetime degradation (ΔL/L) described here allows 

battery wear-related costs to be calculated and compared directly to energy costs.  It 

has been shown that batteries charged using the proposed optimization algorithm, 

which includes simple modeling of the costs of battery degradation, are predicted to 

live longer than batteries charged using other charging methods.  This result has 

been confirmed using NREL’s more accurate battery lifetime model, which in turn 

has been shown to agree with physical data. 

The charge optimization method presented here results in charge profiles 

that follow four competing trends: 1) charging during low electricity price intervals, 

2) spreading of charge over time to avoid high temperatures, 3) charging near the 

end of the available charge time to avoid high SOC, and 4) suppression of high-

power V2G.  Trends 1 and 2 should tend to reduce stress on utility transformers by 

encouraging low-power charging at off-peak times.  The possibility that trend 3 

could overload transformers in the early morning can be mitigated by intelligent 

management of electricity price schedules, as demonstrated conceptually in Figure 

44.  These trends have been shown to hold for a range of battery sizes, from 

relatively small PHEV batteries to larger EV batteries. 

One of the key insights of degradation-aware charging is that Li-ion battery 

life is extended by spending more time at low SOC, in contrast to lead-acid 

batteries.  This leads to the possibility of significantly extending battery life by 

charging only as much as needed for the next day’s usage or the next trip.  This of 

course would require some way of predicting the amount of charge needed.  In [138], 

it was proposed that DAC be combined with machine learning to predict the next 
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day’s energy needs and charge a battery as needed in a manner that optimizes 

battery life.  This combination of predictive SOC minimization and DAC 

optimization was shown in simulations using NREL’s detailed battery life model to 

increase battery life by up to 150% over un-optimized charging in certain scenarios 

[138].   

As battery lifetime models are refined, it is expected that the details of the 

charge optimization results presented here will change but that the general 

principle of balancing the estimated costs of battery degradation against the cost of 

electricity will remain useful. In addition, it is expected that the four trends 

identified will persist, although the relative weight given to each will likely change. 
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8  Conclusions 

This chapter summarizes the contributions of this thesis and describes some 

possible directions for future work. 

8.1 Contributions 

This work makes two noteworthy contributions in the area of active power 

control of PV systems and one noteworthy contribution to the field of Li-ion battery 

charge optimization. 

The first contribution of this work to PV active power control is a fast, 

accurate, and experimentally validated method of PV maximum power point 

estimation (MPPE) [65], as described in Chapter 3.  This method starts with 

standard PV module data sheet parameters and employs numerical modeling and 

linear regression to develop a second-order polynomial that predicts the maximum 

power point of a PV system based on measured irradiance and PV module 

temperature.  The coefficients of the polynomial are computed once offline and 

stored in the PV inverter’s controller, allowing the controller to estimate the 

maximum power point of the PV array in real time.  Once the maximum power 

point is known, the PV inverter can operate with a commanded power reserve, 

allowing active power to be modulated to provide any of a number of grid support 

functions or ancillary services including primary and secondary frequency 

regulation, synthetic inertia, fast frequency response (FFR), and other services [1].   

This MPPE method was implemented on a prototype PV inverter connected 

to a PV array.  The prototype PV inverter was then operated in MPPE mode while a 

second PV inverter connected to an identical PV array was operated in conventional 
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MPPT mode, as described in Section 3.4.  Comparison of the output power profiles 

of the two inverters demonstrated the accuracy and reliability of the MPPE method 

across a wide range of irradiance and temperature conditions.   

The second contribution related to active power control, described in Chapter 

4, consists of a predictive method of controlling the DC voltage of a PV array to 

achieve a desired output power within a few AC line cycles [92].  Typical methods of 

controlling the output power of a PV array operate more slowly and thus are not as 

appropriate for responding to grid frequency contingency events, where speed of 

response is critical.  The rapid active power control (RAPC) method proposed here 

stores a three-dimensional lookup table of the PV array voltage needed to provide a 

given output power at a given irradiance and PV module temperature.  This lookup 

table can be stored in a PV inverter’s controller and interpolated to convert power 

commands into DC voltage commands using measured irradiance and temperature.  

As with the MPPE method, the RAPC lookup table is generated offline from PV 

module data sheet parameters.  A variety of other methods of controlling active 

power were considered; the RAPC method proposed here was chosen for its 

feasibility and speed. 

The RAPC method was also implemented and validated on the prototype PV 

inverter.  The inverter used MPPE mode to provide a power reserve, a power-

frequency droop response was programmed into the inverter, and RAPC was used to 

command the inverter’s DC voltage control loop.  A grid simulator was used to 

create underfrequency and overfrequency events that emulated the range of 

measured frequency events that occur on bulk power systems and island power 

systems.  The inverter responded very quickly, within a few line cycles, to both 

overfrequency and underfrequency events, as shown in Section 4.3. 
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The third contribution, introduced in Chapter 5 and presented in detail in 

Chapter 6, is a method of electric vehicle charge optimization considering both a 

time-varying cost of electricity charging and the impacts of the charge profile on the 

life of the Li-ion battery [30], [102].  A simplified battery degradation model 

captures the impacts of state-of-charge profile, depth of discharge, and battery 

temperature profile on the life of the battery.  This model is based on more detailed 

battery life predictive models [128] and data. The model is used to estimate the 

battery degradation from a proposed charge profile, and that degradation is 

converted into estimated dollar terms, allowing the cost of battery degradation and 

the cost of charging to be numerically co-optimized using an iterative method.  

Crucially, the simplified battery degradation model runs orders of magnitude faster 

than existing detailed models, allowing it to be computed iteratively on an 

embedded processor such as might be present in an electric vehicle or electric 

vehicle service equipment.   

The degradation-aware charging (DAC) method was simulated using 

experimental PHEV usage data to generate weekly charge profiles.  The results, 

presented in Chapter 7, were compared to other proposed charging methods in a 

scenario with constant cost of power.  A detailed battery life predictive model 

developed at NREL [128] was then used to estimate the battery lifetime under each 

charging method if the weekly charge profile were repeated for a number of years.  

The DAC method was found to improve battery life relative to other typical 

charging methods.  It was shown to be applicable to both EV batteries and PHEV 

batteries.  Several competing trends were noted in the charge profiles produced by 

DAC optimization.  Some were intuitive:  charging during lower cost times was 

preferred, and high power charging was discouraged due to the associated high 

temperatures.  Other trends were less intuitive: V2G operation was not found to be 
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economical even at times of very high electricity price, and spending time at low 

SOC was preferred, in sharp contrast to lead acid batteries.  Some of these trends 

may change as battery technology evolves and prices fall.  The DAC charging 

method presented here was the first known published method for computing an 

optimal charge profile considering both battery life and time-varying electricity cost 

[30].   

8.2 Future work 

8.2.1 Active power control of PV  

Both the MPPE method and the RAPC method presented here could be 

improved upon in various ways.  Both could be automatically tuned in the field 

based on operational data using a machine learning technique such as an artificial 

neural network.  For example, it appeared from experimental data presented here 

that the MPPE algorithm may be less accurate at lower power levels.  This may be 

due to lower inverter efficiency at lower power levels.  One could conceivably model 

losses a priori as a function of power level, operating temperature, and other 

factors, and adjust the MPPE calculation accordingly.  Alternatively, a machine 

learning algorithm could be incorporated into the inverter controller to adjust the 

MPPE output empirically, perhaps based on inverter temperature, operating power, 

and other factors.   

The RAPC method currently uses feed-forward control to achieve a very fast 

response, but any inaccuracies in that response could be mitigated by adding a 

slower power control loop.  This outer loop could be adapted from conventional 

MPPT techniques such as “perturb and observe”, adjusting DC bus voltage slightly 
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to reduce the steady–state error in the inverter’s output power without 

compromising the speed of the initial response.   

In addition, it is likely possible to further optimize the size of the lookup table 

used for RAPC, allowing a less costly embedded processor to implement it.  One 

strategy would be to use a smaller lookup table, sacrificing some accuracy of the 

initial power response to a frequency event, but mitigate the error using “perturb 

and observe” or a similar method.  Another strategy would be to reformat the 

lookup table data itself, which currently uses double precision floating point 

numbers, to a smaller data type.  However, a variety of modern embedded 

processors are available that can accommodate the approximately 1-megabyte 

lookup table used here. 

The experimental demonstration of RAPC presented here took advantage of 

the lower-level controls already present in the prototype inverter.  It may be 

possible to further improve the speed of the inverter’s response to frequency events 

by tuning or modifying those lower-level controls.  Specifically, the speed of the 

inverter’s response to frequency events is limited by the bandwidth and stability of 

both the phase-locked loop (PLL) and the DC voltage controller.  Optimizing the 

PLL for RAPC applications may enable it to detect frequency changes more quickly 

while maintaining stability.  Similarly, it may be possible to tune or modify the DC 

voltage control loop to provide faster response while ensuring stability.   

For economic reasons related to the recently-reduced cost of PV modules, 

many PV systems today are designed with a high DC:AC power ratio, meaning that 

the power rating of the PV array is significantly larger than the power rating of the 

inverter(s).  Typical DC:AC ratios are often over 1.2 and sometimes over 1.5, based 

on the author’s communications with PV industry engineers.  Thus for some time 
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during the middle of a sunny day, up to several hours, the PV array has 

significantly more power available than the inverter can export.  Notably, those 

midday hours are often exactly when the portion of power coming from inverter-

based sources is at its highest, so the need for APC may also peak at this time.  This 

has two implications for APC of PV.  First, providing power reserve for up-

regulation during peak PV production hours requires only a higher-capacity 

inverter, not a higher-capacity PV array.  Second, because large contingency events 

are relatively rare (Figure 52), it may be possible to overdrive PV inverters on these 

occasions without causing failure of switches or other components.  Preliminary 

results based on switching and conduction loss analyses and detailed thermal 

simulation of a SiC MOSFET-based storage inverter providing grid frequency 

support suggested that the SiC devices may survive such events, though additional 

analysis would be needed to determine the impact of those events on inverter 

lifetime [144].  While SiC devices are known to have a higher tolerance for 

overcurrent due to their high temperature operation, it may be possible to show 

that even conventional Silicon IGBTs can tolerate some level of infrequent 

overdriving, enabling PV systems to provide some frequency event mitigation at 

certain times without curtailing PV or oversizing the inverter.  However, this would 

represent a very substantial change from the way PV inverters are currently 

operated.  
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Figure 52. Histogram of recent frequency events in the U.S. Western Interconnection.  

While small events are common, larger events become increasingly rare.  Annotations on 

the figure show one possible strategy for providing PV-based frequency event response. 

 

The combination of MPPE and RAPC enables a suite of PV grid support 

functions and ancillary services from PV plants.  Some interconnected utility grids 

are anticipating (or experiencing) degraded frequency stability due to a decrease in 

system inertia caused by a rise in inverter-coupled generation.  Some utilities 

serving such regions are thus showing an increasing interest in very fast frequency 

support from DERs, including PV.  However, it is an open question what the 

optimal type of inverter-based response to frequency events is.  Because of the 

emphasis on speed of response, autonomous controls will likely play a large role in 

the eventual solution.  Candidates include, but are not limited to, fast power-

frequency droop control (as demonstrated here), inertia emulation, and fast 

frequency response (FFR), in which all of a resource’s reserve is released when on a 

Largest event: 

fmin = 59.66 Hz

Small, frequent events 
handled by conventional 

generators alone

PV inverters overloaded 
during large, rare frequency 

events (~1x per month)

U.S. Western Interconnection
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frequency (or df/dt) threshold is crossed.  Within each of these categories of 

response, control parameters need to be selected to best mitigate frequency events. 

Selection of control method(s) and parameters will require a combination of 

analysis, simulation, and lab testing.   A recently-started NREL research project led 

by the author and titled “Grid Frequency Support from Distributed Inverter-based 

Resources in Hawaii” intends to address these questions, focusing on the Oahu 

island power system.  In partnership with the Hawaiian Electric Companies, 

Sandia National Laboratories, two PV inverter manufacturers, and other 

stakeholders, NREL researchers will develop and simulate inverter APC methods 

and test those methods in the lab and in the field.  Because most PV on Oahu is 

connected to the distribution system, RAPC will need to be integrated with fast 

reactive power controls to mitigate the inevitable voltage rise that will occur when 

larger numbers of PV inverters simultaneously surge active power, to avoid causing 

the inverters to trip due to overvoltage. The project will include dynamic co-

simulation of Oahu’s bulk transmission system and selected distribution circuits, to 

capture both frequency and voltage effects.  This simulation platform will be 

adapted for real-time simulation and power hardware-in-the-loop (PHIL) techniques 

[87] will be used to dynamically integrate hardware inverters, including the 

prototype developed here, to the real-time simulation.  This will allow the prototype 

inverter’s performance to be validated in an environment that emulates the 

dynamics of the Oahu power system.  Additional simulated inverters will be 

included in the real-time model, allowing the effectiveness of fleets of inverters in 

mitigating frequency events using various APC control techniques to be evaluated.  

For APC of PV inverters to be deployed on a large scale, research will be 

needed into how to select the amount of reserve power available at any given time.  

This opportunity cost of providing reserve power will need to be evaluated against 
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the costs of alternative methods of stabilizing bulk power systems including 

storage-based solutions and conventional generation-based solutions.  This research 

will need to integrate engineering with analysis of markets and economics.  It will 

also become part of the larger question of how best to operate an electric grid with 

very high levels of renewable energy not just on the time scale of frequency 

contingency events, but across all time scales.    

8.2.2 Degradation-aware battery charging 

Chapters 5 through 7 of this work focus on charging vehicle traction 

batteries.  A similar degradation-aware charging technique can of course also be 

applied to stationary batteries for various applications.  Grid-connected stationary 

batteries are currently seeing increased deployment due to falling prices, policy 

decisions, and the emergence of markets for certain applications.  One such 

application is the frequency regulation market: in portions of the electric grid under 

the control of the independent system operator (ISO) PJM, fast-responding 

frequency regulation is incentivized through market mechanisms, so Li-ion battery 

systems are being deployed to bid into the resulting frequency regulation market.  

Another emerging application serves commercial and industrial utility customers 

whose electricity bills contain substantial peak demand charges.  Peak demand 

charges are calculated based on the highest electricity demand from a given utility 

customer over the course of a month.  A battery energy storage system installed on 

the customer’s premises can reduce the peak demand by monitoring the facility’s 

electricity usage and supplying energy during peak times.  A third application of 

energy storage is to form microgrids, which can operate either connected to the 

utility grid or independently.  In each of these three applications, system economics 

could potentially be improved by incorporating battery degradation models in the 
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system controls. And as additional applications for battery energy storage emerge, 

engineers may consider adapting degradation-aware charging into system controls. 

In addition, the battery lifetime model developed here was tuned for one 

specific Li-ion chemistry.  To be applied to any given application, it should be re-

tuned for the chemistry being employed.   The model should also be updated as 

more data and updated models of Li-ion battery lifetime become available.  It is also 

probably possible to improve the simplified model itself or the optimization 

algorithm it is used with to better ensure convergence across a wide range of input 

variables.   
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