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The single largest uncertainty in climate model energy balance is the surface latent heating

over tropical land. Furthermore, the partitioning of the total latent heat flux into contributions

from surface evaporation and plant transpiration offers acute insight into the hydrological and

biogeochemical behaviors of an ecosystem, but is notoriously difficult to establish directly. Evap-

otranspiration (ET) partitioning relies heavily on knowledge of the relative pathways by which

water moves from the soil to the atmosphere. These pathways are parameterized by ecosystem

resistances, which may not be known with great certainty in practical situations. Resolving these

issues requires the development of statistical methods to maximize the use of limited information

to best improve models. First, we introduce a commonly-used land surface model, the Community

Land Model version 4 (CLM4). We describe an approach to calibrating select model parameters

to observational data in a Bayesian estimation framework, requiring Markov chain Monte Carlo

sampling of the posterior distribution. We demonstrate the ability of this Bayesian framework to

constrain land-atmosphere exchanges of moisture and heat in CLM4, and yield an estimate of ET

partitioning which is informed by data. Next, an isotopically-enabled version of CLM4 (iCLM4) is

described in detail and validated using site-level and global observations. By leveraging the unique

signatures of evaporation and transpiration on the ratios of stable water isotopes, additional con-

straint on the ET partitioning may be obtained. Finally, an extensive set of isotopic, meteorological

and hydrological data from Erie, Colorado, USA is assimilated to calibrate land-atmosphere fluxes

and state variables in iCLM4. It is demonstrated that the inclusion of water isotopic data in the

assimilation step provides additional constraint on the estimated ET partitioning, and the benefits

of these water isotopic datasets relative to common, non-isotopic datasets is quantified.
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Chapter 1

Introduction

All physical models and observational data have inherent uncertainty, but are essential tools

for the testing of hypotheses using the scientific method [72]. Thus, it is critically important to

ensure any model is producing an accurate representation of not only the physical process it is

designed to replicate, but also an accurate representation of the uncertainty in the model and data.

Statistical science provides a framework in which both of these requirements may be satisfied.

In particular, the future climate of Earth depends on the balance and exchange of moisture and

heat between the land surface and atmosphere, and climate projections rely heavily on how these

are represented in land surface models [37]. As noted in the IPCC Fifth Assessment Report,

many improvements in land surface schemes have resulted recently in more detailed descriptions

of complex physical processes, but come at the cost of increasing the number of uncertain model

parameters [37]. In a model intercomparison study, Henderson-Sellers et al. [54] found that their

model simulations were sensitive to different hydrological parameterizations, subject to the same

surface properties and forcing data. Specifically, the land surface schemes displayed about 70 W

m−2 variation in the annual cycle surface latent heating over the tropical evergreen forest (Manaus),

indicating significant model uncertainty (c.f. [54], their Figures 1 and 2). Therefore, the present

study aims to improve the performance of climate models via an evaluation of critical parameters

which control the exchange of water and energy between the land and atmosphere.



2

1.1 ET partitioning

The partitioning of total evapotranspiration (ET) into contributions from surface evaporation

(E) and plant transpiration (T) can provide acute insight into the hydrological and biogeochemical

coupling and behavior of ecosystems, but is notoriously difficult to constrain. In the climate model

energy balance, it has been noted that total ET and precipitation are often unstable or unreliable,

and must be treated with great care in model-data comparisons [124]. In the face of these modeling

difficulties, there is a pressing need for accurate simulation: a recent global increase in transpira-

tion has been noted, implying that the sensitivity of ET in the hydrological cycle to global change

is already perceptible [38]. Several methods exist for ET partitioning, but can be challenging to

implement in the field. Total ET is most commonly determined via micrometeorological methods,

such as eddy covariance [4]. Transpiration may be determined by chamber gas exchange or sap

flow methods, then divided by total ET to obtain the transpiration fraction, fT . In practice, how-

ever, these methods are applied on plant- or plot-level scales, so obtaining results representative

of the ecosystem as a whole is limited by surface and vegetation heterogeneity [114, 64, 31]. Soil

evaporation can be measured using soil weighing lysimeters, but limitations include difficult imple-

mentation and potentially poor spatial representation [30]. Furthermore, estimates of transpiration

fraction of total ET for a region may be inconsistent and poorly constrained; for similar sites in

the Sonoran desert, estimates of transpiration fraction range from 7 to 80% [113, 90].

Models driven by meteorological fields can simulate latent heat flux and estimate fT , but

depend on parameterizations that are not easily validated or calibrated beyond a small number

of idealized cases. Therefore, the difficulty in acquiring direct measurements of fT places high

demand on developing model calibration frameworks through which limited observations may be

combined with physical models. ET partitioning quantifies the relative use of the pathways moisture

may follow from the soil water to above-canopy water vapor, which is directly related to the

surface fluxes. These fluxes, in turn, draw from and contribute to the model state variables, the

temperature and moisture content of soil, vegetation and air. The transport of moisture and heat



3

throughout an ecosystem is commonly modeled analogously to a series of electrical conductors,

which encapsulate the efficiency of mass transport between model compartments [103]. In light

of the known uncertainty in parameterizations for these resistances, it has been hypothesized that

model realizations which best match observations of surface fluxes and state variables are those

where the conductance terms (which can be thought inversely as resistances) are correctly modeled

[81, 3, 26, 89].

1.2 Stable water isotopes

Stable isotope ratios in water are calculated as the ratio of the molar abundance of the heavy

isotopologue (18O and D (2H)) to the more common, lighter, isotopologue (16O and 1H). When a

sample of water undergoes a phase change, its isotopic composition changes due to the differing

thermodynamic properties of the different isotopologues. Thus, measurements of stable water iso-

tope ratios offer a means to constrain fluxes between ecosystem water pools. Recent years have seen

the proliferation of field deployable instruments capable of making measurements of stable water

isotope ratios, as well as the wide availability of the computational power necessary to run model

simulations of the ecosystems from which measurements originate. This places great importance

on developing tools at the interface of these two scientific advances, specifically for the synthesis

of measurements of stable water isotopic ratios and isotopically-enabled model simulations. The

availability of water isotopic measurements at high temporal resolution provides an opportunity

to validate the land surface schemes [45]. These isotope-enabled land surface models are in high

demand in order to gain unique insight into hydrological processes and biogeochemical behaviors

of ecosystems, and it has been shown that through proper simulation of the below-canopy isotopic

exchanges between surface and canopy air-space, better agreement between model and observations

may be achieved [1, 119].

Stable water isotope ratios (18O/16O and 2H/1H) offer another method to partition ET by

leveraging the unique signatures of evaporation and transpiration on the isotopic makeup of ET

source water [133, 141, 131, 98]. In this way, the isotope ratios of water pools within the canopy
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structure offer an instantaneous perspective on the balance of ET between E and T [140]. This

partitioning approach is becoming more widespread due to the availability of databases of stable

water isotopes and field-deployable laser-based isotope spectrometry instruments, but a number of

methodological challenges remain. There are inherent uncertainties in obtaining measurements of

water isotope ratios as well as in modeling the isotopic E and T flux streams [119, 44], and in a meta-

analysis including both isotopic and non-isotopic partitioning approach, Schlesinger and Jasechko

[115] found that isotope-based partitioning approaches yielded estimates of global average fT which

were higher than estimates from non-isotopic efforts. Furthermore, there is no standard method for

obtaining ET partitioning estimates against which isotope-based partitioning may be compared.

The same ecosystem resistances which facilitate the exchange of moisture and heat between land

surface and atmosphere control the net ecosystem isotopic kinetic fractionation factor [84]. Thus,

it is hypothesized that proper modeling of these resistances is critical for robust isotope-based ET

partitioning estimates. In the present study, the fidelity with which stable water isotope ratios

may be leveraged to partition ET is investigated in a model experimental setting, using model

output as synthetic observations. In this way, isotopically-derived partitioning may be compared

to directly-modeled partitioning, and any discrepancy may be attributed to simplications in the

offline partitioning method relative to the more detailed physics represented in the model.

1.3 Model calibration

While no model is perfect, it has been shown that by utilizing observations of multiple land

surface fluxes and at least one state variable, it is possible to achieve better-constrained and phys-

ically plausible parameter sets, as well as more realistic model performance [90, 46, 47]. These

data assimilation techniques have been successfully applied to land surface models to improve

representation of snowmelt processes [105] and the carbon cycle [51, 138], as well as in the hy-

drological literature to optimize soil moisture parameters in a soil-vegetation-atmosphere-transfer

model [25] and improve streamflow predictions and better explore hydrological parameter-spaces

[97]. Recently, these model calibration methods have been used to successfully calibrate ecosystem
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resistances in a land surface model [135]. In CLM4, it has been shown that modifications to the

formulation of stomatal conductance can lead to better agreement in global average ET and gross

primary production, further highlighting the network of ecosystem resistances as a strong candidate

for the optimization of surface-atmosphere exchanges of heat and moisture [10]. These examples

point to statistical calibration as a desirable method for optimizing the exchanges of water and

energy between land surface and atmosphere in a model, and thereby also optimize the isotopic

exchanges and yield more robust estimates of ET partitioning.

1.4 Guiding hypotheses and anticipated outcomes

There are several challenges in developing assimilation methods for land surface models due to

the large number of parameters, many of which are not well-constrained. The addition of a water

isotope hydrological scheme adds constraint, from knowledge of the water isotope ratios of the

various water pools, but also adds considerable complexity due to additional parameters relevant

to the water isotopic physics processes. Furthermore, the physics captured by the model equations

is simplified relative to the true processes at all scales, and may not be representative of the

behaviors of the larger region. Similarly, there are distinct limitations in quality and availability of

data which can be used to constrain land surface schemes (in particular, soil water isotopic data).

Therefore, there is a need to test the feasibility of using limited data sets with an efficient and

scalable calibration scheme, which is easily generalized to a wide class of physical models. It is also

necessary to verify the ability of this algorithm to constrain the uncertainty inherent in adding a

water isotope hydrological scheme to a land surface model, through quantification of the value of

assimilating water isotopic data into the calibration framework.

In the present study, it will be shown that:

(1) the assimilation of tower meteorological and hydrological data with model output within a

Bayesian calibration framework provides constraint on estimates of ecosystem resistances

which facilitate the transport of heat and moisture, although the benefits rely on properly
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accounting for the various sources of uncertainty in the model and data;

(2) these benefits are increased as a result of assimilating soil water isotopic data and estimates

of ET flux water isotope ratios based on data for a single isotopic species;

(3) when a dataset for a second isotopic species is assimilated, the benefits decrease because

of the complicated isotopic kinetic effect, but one full constraint is offered by assimilating

two isotopic data sets; and

(4) the ability of an isotope-enabled global climate model to simulate isotope ratios which

match a network of observations of isotope ratios in ecosystem water pools and fluxes is

sensitive to both the specific parameterization of land surface isotopic fractionation effects

as well as bulk soil hydrology.

As a consequence of (1), the informed estimates of the network of resistances lead to an estimate

of the modeled ET partitioning, and practical estimates of the posterior uncertainties in model pa-

rameters as well as transpiration fraction emerge. As a consequence of (2) and (3), the assimilation

of two (or more) isotopic species is the optimal set-up to yield robust model-based estimates of iso-

topic ET partitioning (to fully account for uncertainty in the isotopic kinetic effect). The greatest

promise for reconciling discrepancies between isotope-independent and isotope-based estimates of

ET partitioning is the sum of (1)-(4): to assimilate into an isotope-enabled land surface scheme soil

moisture and isotopic data, and account for uncertainty in the model parameters which influence

both the simulated ET partitioning and the water isotopic kinetic fractionation factor.

1.5 Outline

This work develops and tests a framework for constraining ET partitioning estimates using

an isotope-enabled land surface model by leveraging land surface and flux data using a Bayesian

calibration approach, and is organized in the following way.

Chapter 2 examines the feasibility of synthesizing limited data sets with a land surface model

in order to calibrate uncertain model parameters relevant to the ET partitioning in a Bayesian
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setting. For the case of a 145 day field campaign at a site in the central Colorado, USA, a statistical

approach is used to combine field observations and land surface models to calibrate uncertain

model parameters pertaining to the relative pathways by which moisture and heat are exchanged

between land and atmosphere. Section 2.2 describes the calibration data set and land surface

model. A general statistical calibration framework and adaptive Metropolis-Hastings algorithm are

described in Section 2.3.1, and the relevant model and observational uncertainties are reviewed in

Section 2.3.2. It is shown in Section 2.4 that accounting for model biases (structural uncertainty) is

critical for obtaining robust posterior parameter estimates, and that parametric uncertainty plays

a lesser role than representation and observational uncertainties. Finally, Section 2.5 discusses the

practical implications of these results for future applications in land surface modeling.

Stable water isotopes provide a well-established observation-based method for partitioning

ET, but no comprehensive evaluation of the method has been conducted, largely due to the pro-

hibitive difficulty in determining a baseline ET partitioning measurement against which others

may be compared. Thus, the fidelity with which isotope-based partitioning reproduces isotope-

independent partitioning estimates must be studied. In particular, this match/mismatch should

be studied in a synthetic observations setting, in which the isotope-independent (directly mod-

eled) transpiration fraction of total ET is the known “truth” for the model simulation from which

the synthetic observations are derived. Chapter 3 presents a tracer hydrological scheme, incor-

porated into the National Center for Atmospheric Research’s Community Land Model, Version 4

(CLM4) [103], and examines the shortcomings and strengths of the modeling framework relative

to site-level and global networks of water isotopic data. CLM4 is the land surface component of

the Community Earth System Model (CESM) [59], which is one of the models considered by the

Intergovernmental Panel on Climate Change (IPCC) [37]. The tracer-enabled version of CLM4,

iCLM4, closely parallels the native hydrology in CLM4, with several critical additions which enable

the modeling of hydrological tracers. These tracers may be temporal (such as tracing summer rain-

fall through the hydrological cycle), spatial (such as tracing rain reevaporation from the Amazon

rainforest), or isotopic (tracing heavy isotopologues of water). The focus of the present work is
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on the latter. Chapter 3 is organized as follows. Section 3.2 provides a technical review of the

isotope tracer model. Section 3.3 outlines the datasets used for validation of the model results,

and Section 3.3.2 details global sensitivity experiments conducted by coupling the isotopic land

surface scheme reviewed in the present work with the complementary stable water isotope-enabled

atmospheric model. A review of the practical implications of these results and future work is given

in Section 3.4.

Chapter 4 presents model calibration results for the case of a 4-year (ongoing) field campaign

at a site in central Colorado, USA, and examines the fidelity with which synthetic observations

of water isotopic data yields isotope-based ET partitioning estimates which reproduce isotope-

independent partitioning (the “truth” for the model simulation from which the synthetic observa-

tions are derived). The statistical approach of Chapter 2 is used to combine field observations and

an isotopically-enabled land surface model (Chapter 3) to calibrate uncertain model parameters

pertaining to the relative pathways by which moisture and heat are exchanged between land and

atmosphere. These same parameters control the net ecosystem isotopic kinetic fractionation factor.

Experiments are performed to quantify the benefits of calibrating using no isotopic information, as

well as adding one or two datasets of stable water isotopic information to the calibration. Section 4.2

describes the calibration data set and stable water isotopically-enabled land surface model. A gen-

eral statistical calibration framework and adaptive Metropolis-Hastings algorithm are described in

Section 4.3.1, and the relevant model and observational uncertainties are reviewed in Section 4.3.2.

It is shown in Section 4.4 that calibrating using no water isotopic information is good, calibrating

using a single isotopic species is better, but calibrating using two isotopic species is worse. Finally,

Section 4.5 discusses the practical implications of these results for future applications in partitioning

ecosystem fluxes using water isotopic information.



Chapter 2

Bayesian Error Attribution for Alpine Forest Turbulent Fluxes

2.1 Introduction

The partitioning of total evapotranspiration (ET) into contributions from surface evaporation

and plant transpiration provides acute insight into the hydrological and biogeochemical coupling

and behavior of ecosystems, but is notoriously difficult to constrain. Several methods exist for

ET partitioning, but can be challenging to implement in the field. Total ET is most commonly

determined via micrometeorological methods, such as eddy covariance [4]. Transpiration may be

determined by chamber gas exchange or sap flow methods, then divided by total ET to obtain the

transpiration fraction, fT . In practice, however, these methods are applied on plant- or plot-level

scales, so obtaining results representative of the ecosystem as a whole is limited by surface and vege-

tation heterogeneity [114, 64, 31]. Soil evaporation can be measured using soil weighing lysimeters,

but limitations include difficult implementation and potentially poor spatial representation [30].

Furthermore, estimates of transpiration fraction of total ET for a region may be inconsistent and

poorly constrained; for similar sites in the Sonoran desert, estimates of transpiration fraction range

from 7 to 80% [113, 90].

Models driven by meteorological fields can simulate latent heat flux and estimate fT , but

depend on parameterizations that are not easily validated or calibrated beyond a small number of

idealized cases. Therefore, the difficulty in acquiring direct measurements of fT places high demand

on developing model calibration frameworks through which limited observations may be combined

with physical models. ET partitioning quantifies the relative use of the pathways moisture may
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follow from the soil water to above-canopy water vapor, which is directly related to the surface

fluxes. These, in turn, draw from and contribute to the model state variables, the temperature

and water content of soil, vegetation and air. The transport of moisture and heat throughout

an ecosystem is commonly modeled as a series of electrical resistors [103]. In light of the known

uncertainty in parameterizations for these resistances, it is hypothesized that model realizations

which best match observations of surface fluxes and state variables are those where the resistance

terms are correctly modeled [81, 3, 26, 89].

Although no model is perfect, it has been shown that by utilizing observations of multiple

land surface fluxes and at least one state variable, it is possible to achieve better-constrained

and physically plausible parameter sets, as well as more reasonable model performance [90, 46,

47]. These data assimilation techniques have been successfully applied to land surface models to

improve representation of snowmelt processes [105] and the carbon cycle [51, 138], as well as in the

hydrological literature to optimize soil moisture parameters in a soil-vegetation-atmosphere-transfer

model [25] and improve streamflow predictions and better explore hydrological parameter-spaces

[97]. These examples point to statistical calibration as a desirable method for optimizing the

exchanges of water and energy between land surface and atmosphere in a model.

There are several challenges in developing assimilation methods for land surface models due

to the large number of parameters, and many of these parameters are not well-constrained. Fur-

thermore, the physics captured by the model equations is simplified relative to the true processes

at all scales, and may not be representative of the behaviors of the larger region. Similarly, there

are distinct limitations in quality and availability of data which can be used to constrain land

surface schemes. As detailed in the IPCC Fourth Assessment Report, there is a notable lack of

data which may be used to validate the land surface component of global models [107]. There-

fore, there is a need to test the feasibility of using limited data sets with an efficient and scalable

calibration scheme, which is easily generalized to a wide class of physical models. In the present

study, it is shown that (1) the assimilation of tower meteorological data with model output within

a Bayesian calibration framework provides constraint on the network of ecosystem resistances to
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moisture and heat transport, and (2) the efficacy of the calibration approach relies on properly

accounting for uncertainties in both the model and observations. As a consequence of (1), the in-

formed estimates of the network of resistances lead to an estimate of the modeled ET partitioning,

and practical estimates of the posterior uncertainties in model parameters as well as transpiration

fraction emerge.

For the case of a 145 day field campaign at a site in the central Colorado, USA, we propose

a statistical approach to combine field observations and land surface models to calibrate uncertain

model parameters pertaining to the relative pathways by which moisture and heat are exchanged

between land and atmosphere. Section 2.2 describes the calibration data set and land surface

model. A general statistical calibration framework and adaptive Metropolis-Hastings algorithm are

described in Section 2.3.1, and the relevant model and observational uncertainties are reviewed in

Section 2.3.2. It is shown in Section 2.4 that accounting for model biases (structural uncertainty) is

critical for obtaining robust posterior parameter estimates, and that parametric uncertainty plays

a lesser role than representation and observational uncertainties. Finally, Section 2.5 discusses the

practical implications of these results for future applications in land surface modeling. [95, 53, 49,

55].

2.2 Model and observational data

2.2.1 Observational data

The observational data consist of meteorological and hydrological data spanning 145 days

from May to September 2011 in an alpine forest northwest of Colorado Springs, Colorado, USA.

Measurements were made from a 27.1 m tall tower in the Manitou Experimental Forest (MEF,

39◦06′02′′ N, 105◦06′05′′ W, 2286 m elevation). This is a Ponderosa Pine forest with minimal

undergrowth, a canopy height of roughly 18.5 m, and leaf area index (LAI) of 1.9 [104, 28, 74]. The

MEF site was selected for this study due to the availability of high quality previously validated

hydrological and flux data.
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Air temperature (◦C), humidity (%), and pressure (mbar) were measured by a series of

Vaisala HMT337 and WXT520 probes located at each inlet. CO2 and humidity concentrations

(µmol mol−1 and mmol mol−1, respectively) were measured using a LiCor Li6262. Wind speed

(m s−1) was measured using a Gillr R3-50 Sonic Anemometer. CO2 and H2O fluxes (µmol m−2

s−1 and mmol m−2 s−1, respectively) were measured using a LiCor Li7000 infrared gas analyzer

and Campbell CSAT-3 sonic anemometer. Eddy covariance methods were used to determine latent

and sensible heat fluxes (W m−2). A suite of Kipp and Zonen CNR1 radiometers were used to

measure upward and downward longwave and shortwave radiation (W m−2). Observations of soil

temperature (K) were made at depths of 5, 50, 70, 100 and 150 cm using Campbell Scientific T107

thermistors. Further information regarding the experimental set-up can be found in [8], [28] and

[104].

2.2.2 Land surface model

The model used is the National Center for Atmospheric Research Community Land Model 4.0

(CLM4) [103]. CLM4 is a one-dimensional land surface model of the energy, momentum, water, and

CO2 exchanges between land and atmosphere, and it accounts for ecosystem dynamics, biophysical

processes, hydrological processes, and biogeochemical processes. The Community Land Model is

the land component of the Community Earth System Model (CESM) [59], which is one of the

models utilized by the Intergovernmental Panel on Climate Change (IPCC) [37]. The IPCC has

Data fields needed as inputs to force CLM4 include incident solar and longwave radiation,

incident precipitation, atmospheric humidity, wind speed, and pressure and temperature at the

surface. Surface data configured for MEF are soil texture, soil color, monthly leaf area index (LAI)

and stem area index (SAI), vegetation composition, and albedo [128]. Previous studies suggest that

using land surface fluxes and at least one state variable, it is possible to achieve better-constrained

and physically plausible parameter sets, as well as more physically reasonable model performance

[90, 46, 47]. Following this example, data used for the calibration included daily averages of latent

heat flux, sensible heat flux, and top soil layer temperature. Latent and sensible heat flux are key
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quantities in the exchange of moisture and heat between the land surface and atmosphere, and

are readily observable by eddy covariance techniques [4]. Soil temperature is a widely observed

state variable, and characterizes the energy state of the ecosystem, offering an attractive option to

calibrate against. It should be noted that the top soil layer temperature is distinct from the radiative

temperature of the soil surface. Soil moisture content data are available and could also serve as

calibration data, but are not used in the assimilation since an objective of the calibration technique

is to improve simulation of soil water by better constraining the fluxes. The focus of this study is

to evaluate the importance of the uncertainties inherent in physical models and observations, and

serve as a demonstrative example constraining model parameters in light of these uncertainties.

To account for uncertainty in ecosystem turbulence characteristics, parameters selected for

calibration are the aerodynamic resistances to moisture and heat transport between surface and

vegetation air (fg), and between vegetation and above-canopy air (fa), through vegetation stomata

(fs), and through the leaf boundary layer (fb). The calibration parameters are applied as multi-

plicative factors in the default resistance parameterizations. Stomatal resistance (m2 s µmol) is

calculated as

rs = fs

(
m
A

cs

es
ei
Patm + b

)−1
, (2.1)

where m is a parameter which depends on vegetation type, A is leaf photosynthesis (µmol CO2

m−2 s−1), cs is the CO2 partial pressure at the leaf surface (Pa), es is the vapor pressure at the

leaf surface (Pa), ei is the saturation vapor pressure (Pa) inside the leaf at the temperature of

the vegetation, Patm is the atmospheric pressure (Pa), and b = 2000 is the minimum stomatal

conductance (µmol m−2 s−1) when A = 0 [23, 103]. While the factors A, cs, es and ei are all

modeled by CLM4, Patm is given as atmospheric forcing and m and b are parameters which depend

on vegetation type, and all have associated uncertainties. m and b, in particular, are known from

laboratory experiments for various leaf types [5], though it remains less clear how these parameters

scale up to the ecosystem scale considered by CLM4. From [23], Figure 2, it can be seen that the

overall match is reasonable between measured and modeled stomatal conductance (the inverse of
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rs), but parametric uncertainty in Equation 2.1 persists at the leaf scale, which will aggregate when

integrated to ecosystem scale.

Leaf boundary layer resistance (m2 s µmol) is parameterized as

rb = fb
1

Cv
(U/dleaf )−1/2 , (2.2)

where Cv = 0.01 m s−1/2 is the turbulent transfer coefficient between the vegetation surface and

canopy air, U (m s−1) is the magnitude of the wind velocity incident on the leaves at a reference

level, and dleaf is the characteristic dimension of the leaves in the direction of the wind flow (taken

throughout CLM4 to be 0.04 m) [103]. U is modeled by CLM4 and Cv and dleaf are parameters

which CLM4 prescribes to all vegetation types, thus it is likely they do not describe any specific

plant form particularly well, including those present at MEF.

The aerodynamic resistance to moisture and heat transfer between ground and canopy air (s

m−1) is as follows:

rg = fg
1

CsU
, (2.3)

where Cs is the turbulent transfer coefficient between the underlying soil and the canopy air, which

is interpolated between values for bare soil and for dense canopy [143, 103]. While the formulations

from [143] agree with observational data, these authors note that there are few measurements

available which can constrain these values.

The aerodynamic resistance between the vegetation canopy and above-canopy air-spaces (s

m−1) is given by

ra = fa
qatm − qs
q∗u∗

, (2.4)

where u∗ (m s−1) is the friction velocity, q∗ (kg kg−1) is the moisture scale, qatm (kg kg−1) is the

atmospheric specific humidity, and qs (kg kg−1) is the surface specific humidity [103]. u∗ and q∗ are

derived from Monin-Obukhov similarity theory, and as noted by [144], their parameterizations were

developed by separate groups using different data in different parameter regimes, and are intended

for global modeling studies, with typical grid spacing much larger than the extent of the MEF tower
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footprint. Therefore it is not expected that these gridcell-scale parameters will compare favorably

with the site-level data at MEF, further suggesting some tuning or calibration should be done.

These resistances are exchange parameters which define the way in which the energy and

water balances at the surface behave, yet the theory behind them is not well-established. [89]

showed that realistic errors in the wind speed used to determine the aerodynamic resistances can

lead to errors as large as 22% in modeled surface fluxes. Therefore, estimating these parameters is

important to accurately model the transfer processes. Simulation using calibrated parameters led to

CLM4 simulations which more closely match observations of latent heat flux, sensible heat flux and

top soil layer temperature, as measured by the root-mean-squared error (RMSE). This parameter

set therefore provides an illustrative demonstration of the benefits of this calibration approach. fT

is a quantity which characterizes the hydrological and biogeochemical behaviors of an ecosystem,

and the resistance parameters selected here partly control the balance of two critical moisture

fluxes, evaporation and transpiration, in the model. Therefore, the effects of the calibration on the

modeled seasonal average transpiration fraction are analyzed.

2.2.3 Model biases and the need for a statistical approach

Figure 2.1 compares CLM4 output for latent heat flux, sensible heat flux, and top soil layer

temperature to observational data, averaged on a daily time scale, as well as histograms of the errors.

The gray shaded regions denote a ±1 observational standard error region around the observations.

The model represents these physical processes qualitatively well, as peaks and troughs in the data

are present in the modeled values. However, the error histograms are not centered at zero, indicative

of model bias: distributions of latent and sensible heat flux errors are centered around -25 W m−2

and top soil temperature errors are centered around -4.4 K. The low flux bias at MEF is consistent

with the generally low bias found in northern mid-latitude sites in a global analysis [11]. It is

unclear that these biases are attributable to model parameter choice, or are an inherent limitation

of CLM4 that stems from the use of approximate equations, thus motivating the need to account

for these model biases. RMSE for the uncalibrated modeled latent heat flux, sensible heat flux,
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and soil temperature are 27 W m−2, 36 W m−2, and 4.4 K, respectively.
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Figure 2.1: Uncalibrated model results, compared to observational data. Left: Time series of (a)
latent heat flux, (b) sensible heat flux, and (c) top soil layer temperature. Right: Histograms of
the errors in these quantities, reported as model − observations. The gray shaded region denotes
±1 observational standard error around the observations.

2.3 Calibration framework

2.3.1 Model calibration

Within a statistical framework, the CLM4 model output is related to various types of obser-

vational data. Using a Bayesian approach, prior distributions on the model parameters are joined

with the CLM4 solution and assimilated field data, leading to posterior distributions that represent
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uncertainty in both the model and the statistical parameters. The calibration algorithm proceeds

by seeking to maximize the likelihood that the model simulation results match the observational

data in light of the model biases and other errors.

Let η(t, θ) ∈ R3 refer to the vector of model output for the calibration fields (latent heat flux,

sensible heat flux, and top soil temperature) at calibration parameter values θ = (fg, fs, fa, fb)
T on

day t and let y(t) ∈ R3 be the corresponding observations of these fields. Let α = (αLE , αH , αT )T

refer to the model additive bias, where αLE is the additive bias in the modeled latent heat flux,

αH is the bias in the sensible heat flux, αT is the temperature bias, and the simplifying assumption

αF = αLE = αH is made. In preliminary experiments, the biases in the sensible and latent

heat fluxes were similar enough to warrant this assumption, and thereby reduce the size of the

parameter-space the calibration approach must explore. αF is a bias assumed to be present in both

the modeled latent and sensible heat fluxes. The bias corrections αF and αT may be considered as

accounting for model structural error. Finally, denote the optimal, unknown, model parameters by

θ∗ and let α∗ be the additive model bias which optimizes the match between modeled and observed

fluxes and soil temperature. The statistical model is

y(t) = α∗ + η(t, θ∗) + ε(t). (2.5)

It is simple to generalize (2.5) to include a multiplicative bias term as well, but based on exploratory

analyses such flexibility is neither required nor considered in the present application. For the sake

of brevity, throughout the remainder of this paper the term “bias” refers only to the additive bias,

α.

It is convenient to think of ζ(t) = α∗+η(t, θ∗) as representing the physical process the model

η seeks to capture. In (2.5), ε(t) ∈ R3 accounts for model and observational errors and is modeled

as a multivariate mean zero Gaussian process that is independent between components and across

time points. Denote by Σ the covariance matrix of ε(t). It is assumed Σ = diag(σ21, σ
2
2, σ

2
3), where

σk is the empirical standard deviation of the set of observations of field k, k = LE, H, or Ts, for

latent heat flux, sensible heat flux, and top soil layer temperature, respectively. The specific form
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of Σ is addressed in Section 2.3.2.

The likelihood function L(y|θ, α) of y = (y(1), . . . , y(145))T (where there are 145 days of

data) is then a product of univariate normal likelihoods. Given a joint prior distribution π(θ, α)

on the calibration parameters and biases, the joint posterior probability is

π(θ, α|y) ∝ L(y|θ, α)π(θ, α). (2.6)

This posterior density contains all uncertainty information regarding the model parameters and

biases, and optimal values can be derived directly from the posterior (e.g., a posterior median

minimizes absolute Bayes loss).

Prior distributions are required for the model parameters and bias parameters, and are as-

sumed to be independent between parameters. Each individual component of θ was given a uniform

prior with bounds [1/10, 10]. These hyperparameters are chosen to allow an order of magnitude

deviation above or below the control model behavior and prevent non-physical negative parameter

values. The model flux and temperature biases are assigned normal priors with mean zero and

standard deviation 100 W m−2 for αF and 100 K for αT , representing a nearly uninformative prior.

A Markov chain of draws from the joint posterior distribution of θ and α (Equation 2.6) is

constructed using the Metropolis-Hastings algorithm [95, 53]. This approach follows the detailed

outline presented by [55] for model calibration, and a brief overview of the algorithm is given here.

(1) Initial values for the Monte Carlo iteration are selected (θ0 and α0).

(2) The Metropolis-Hastings algorithm (below) is iterated for j = 2, . . . , N :

(a) θnew is drawn from a normal distribution with mean θj−1 and variance s2θ. Similarly,

αnew is drawn from a normal distribution, N(αj−1, s
2
α).

(b) The posterior probability of these new iterates, π(θnew, αnew|y), is calculated according

to Equation 2.6.

(c) The acceptance probability, p, is calculated as p = min

(
1,

π(θj , αj |y)

π(θnew, αnew|y)

)
.
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(d) Select the next MCMC iterate:

θj+1, αj+1 =


θnew, αnew, with probability p

θj , αj , with probability 1− p
(2.7)

The proposal density variances were initialized at s2θ = 1 and s2α = 1. After 500 iterations, the

adaptive Metropolis algorithm described by [49] is implemented. The covariance matrix used

to propose new calibration parameters is the covariance matrix of the previous iterates, scaled

by sd = 2.38/
√
N to optimally explore the parameter-space, where N is the dimension of the

parameter-space [40].

The above Markov chain model generates samples from the posterior distribution of model

parameters θ and additive biases α. Initial testing using a Latin hypercube analysis of the six-

dimensional parameter-space (four calibration parameters and two additive biases) highlighted a

unimodal region of high likelihood near θ = (1.50, 0.85, 3.80, 1.00)T ; Markov chains for the calibra-

tion parameters are therefore initialized at these values. The additive biases, αi0, are initialized at 24

W m−2 and 4.0 K, in light of the biases from the control model behavior (Figure 2.1). Initialization

of θ0 = 1 and α0 = 0, or dispersed initial conditions, are both viable and attractive options, but are

not used due to slow convergence to the same posterior modes, based on preliminary experiments.

Furthermore, convergence implies that the convergent Markov chain behavior is independent of

their initial conditions.

Theoretically, the Metropolis-Hastings algorithm converges to a stationary distribution of the

calibration parameters and biases. The Gelman-Rubin diagnostic is used to assess convergence of

our sampling chains [41]. Six parallel runs of the adaptive Metropolis-Hastings algorithm outlined

above are each iterated 30,000 times. The first half of each run is discarded for burn-in and the

remaining values are used for analysis. No thinning is done [86].
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2.3.2 Error covariance

Following [72], four distinct error terms compose the total uncertainty: σ2k = σ2str,k + σ2par,k +

σ2obs,k + σ2rep,k. Each of these component uncertainties is described below.

Structural uncertainty (σstr,k) is the inherent disagreement between any physical model and

the process it seeks to model, due to the use of approximate equations of nature. We formally define

this as the difference between the model response at the true values of the calibration parameters

and the mean of the physical process being modeled [72], and is assumed here to result in a

constant bias rather than contribute to random uncertainty. Because these optimal parameters are

unknown, structural uncertainty may only be estimated. In the present work, the bias calibration

terms account for structural uncertainty, and the biases are obtained from the posterior.

Observational uncertainty (σobs,k) is error due to imperfect measurement systems. The values

used are σobs,LE = 22 W m−2 and σobs,H = 15 W m−2 [126]; and σobs,Ts = 0.5 K (supplied by

manufacturer). Eddy covariance methods rely on measurements of wind speed, temperature and

humidity originating from a MEF tower observatory, which represents the entire tower footprint.

Thus, defining the spatial scale of interest to be that represented by eddy covariance fluxes, σobs,H

and σobs,LE incorporate representation uncertainty as well.

Representation uncertainty (σrep,k) results from heterogeneity in the site or region selected

to model. Based on the estimates of sub-grid scale variability in surface temperature found from

high-resolution modeling, we set the representation uncertainty for the top soil layer temperature

at σrep,Ts = 2 K [33]. σrep,LE and σrep,H are incorporated into σobs,LE and σobs,H .

Parametric uncertainty (σpar,k) results from uncertainty in model parameters. While the

purpose of this assimilation calculation is to reduce parametric uncertainty (that associated with

the ecosystem resistance terms), CLM4 has many other parameters which attempt to best represent

the physical attributes and ecosystem behavior of the observation site. Among these parameters

are surface albedo, leaf area index (LAI), soil texture (percentage of soil which is sand, silt or

clay), and percentages of the vegetation which is bare soil, trees, grass or shrubs. Following [25],
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a sensitivity analysis is performed to inform an estimate of parametric error. First, a series of 11

model simulations are produced: (1) a control run, (2-3) ±20% sand fraction, in estimating soil

hydraulic conductivity, (4-5) ±20% LAI, (6-7) ±20% albedo, and (8-11) +20% bare soil, trees,

grass, shrubs, individually. For each simulation, the RMS deviations between the control modeled

and the experiment modeled latent heat flux, sensible heat flux, and top soil layer temperature

are calculated. For each of these fields, the parametric uncertainty of the quantity in question is

estimated as the Euclidean distance of the 10-dimensional RMS deviation point from the sensi-

tivity tests to the origin. These result in parametric uncertainty estimates of σpar,LE = 3.86 W

m−2, σpar,H = 3.09 W m−2 and σpar,Ts = 0.15 K. These estimates are the maximum deviation

considering fairly large (20%) perturbations on each parameter. Thus, the true uncertainty due

to these parameters is likely lower than these estimates. Conversely, uncertainty due to feedbacks

when multiple parameters are perturbed simulataneously and uncertainty due to parameters not

considered here conspire to increase the parametric uncertainty beyond this estimate. While CLM4

has other parameters and parameterizations which would need to be accounted for to fully quantify

parametric uncertainty, these experiments provide a sufficient estimate of σpar,k. Furthermore, the

contribution of σobs,k to σk is much larger than any reasonable estimate of σpar,k.

A series of three experiments is conducted to assess the importance of accounting for different

uncertainty terms in this land surface model calibration. In the first experiment, herein referred to

as “E1”, the structural and parametric uncertainies in the statistical model are neglected. Thus,

the error covariance matrix Σ has entries given by σ2obs,k+σ2rep,k. The second experiment (E2) incor-

porates the structural uncertainty (additive biases) into the statistical model. The final experiment

(E3) makes use of the full uncertainty accounting outlined above, incorporating the additive bias

terms into the model calibration, and the entries of the error covariance matrix Σ are given by

σ2obs,k + σ2rep,k + σ2par,k.
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Table 2.1: 95% Credible Intervals

E1 E2 E3
P2.5 Median P97.5 P2.5 Median P97.5 P2.5 Median P97.5

fg 9.37 9.88 10.0 2.00 4.74 9.48 1.92 4.49 9.22
fs 0.85 0.89 1.63 0.52 0.59 0.92 0.52 0.59 0.94
fa 1.41 3.35 5.23 3.23 6.23 9.37 3.21 6.30 9.37
fb 0.11 0.29 0.80 0.14 0.90 3.16 0.14 0.92 3.27
αF - - - 20.20 23.23 26.54 20.14 23.25 26.70
αT - - - 2.54 3.20 3.87 2.56 3.22 3.93
fT 65.4 72.2 74.0% 62.6 73.6 80.4% 61.4 73.1 80.1%

2.4 Results

2.4.1 Posterior inference and the importance of uncertainty terms

The calibration technique results in robust constraints on the model parameters, additive

biases (Figure 2.2) and the modeled transpiration fraction (fT , Figure 2.3) for each of the three

experiments. The 95% credible intervals and medians for the parameters, biases, and transpira-

tion fraction are given in Table 2.1. The uncalibrated model estimate of fT was 63.4%, shown

as a vertical red line in Figure 2.3. The posterior estimates differ significantly when structural

uncertainty is not taken into account (Figure 2.3, E1 versus E2 and E3). Parametric uncertainty

plays a minor role in the error covariance matrix, implying that the representation uncertainties

in the model (CLM4) and the observational uncertainties in the field data (eddy covariance for

fluxes and thermistors for temperature) have greater effects (Figures 2.2 and 2.3, E2 versus E3).

The uncalibrated estimate of fT is within the 95% credible interval for fT based on the E2 and E3

posterior estimates, but falls 10% lower than the posterior medians of fT = 73.6 and 73.1% (E2

and E3, respectively). Thus, for the needleleaf evergreen forest site from which these observational

data originate, uncalibrated CLM4 produces a transpiration fraction which is biased low by ap-

proximately 10% due to the structural and parametric uncertainty, observational uncertainty, and

representation uncertainty between the model and observations of soil temperature and latent and

sensible heat fluxes.

In experiments E2 and E3, well-defined posterior modes are found for all calibration biases
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Figure 2.2: Frequency distributions of the calibrated model parameters and biases. Top row (a-d):
results for E1; middle row (e-j): results for E2; bottom row (k-p): results for E3.
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Figure 2.3: Frequency distributions of the calibrated transpiration fraction in (a) E1, (b) E2, and
(c) E3. The vertical red lines show the control model ET partitioning.
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and parameters except leaf boundary layer resistance (Figure 2.2, panels (h) and (n)). That the

posterior distribution fit for fb is heavily right-skewed and accumulates near the lower boundary

at 0 suggests additional data may be required to constrain this parameter. The data constrain

the model stomatal resistance parameter strongly (95% credible interval width of 0.42 for E3) and

constrain the aerodynamic resistances well (95% credible interval widths of 7.3 for fg and 6.16 for

fa in E3). The major mode of the posterior distribution for the stomatal resistance parameter

(fs = 0.6) is accompanied by small secondary modes at fs = 0.9 for E2 and E3 (Figure 2.2f and

l). This secondary mode is coincident with the mode found by E1 in the case where structural

uncertainties (additive biases) were neglected (Figure 2.2b). The overwhelmingly higher frequency

of posterior draws from the major mode and negligible impact of this secondary mode on the

posterior distribution of the quantity of interest (fT ) means this secondary mode may safely be

ignored in any practical application. The physical significance of this mode is discussed below.

The surface-to-canopy aerodynamic resistance (fg) and transpiration fraction (fT ) parameters

are positively correlated (r = 0.76, p < 10−5), and the stomatal resistance (fs) and fT are negatively

correlated (r = −0.75, p < 10−5; Figures 2.4d and g). These relationships are due to the physical

effect of these resistances: the total evapotranspiration is constrained by observations of latent heat

flux, so stronger resistance to moisture transport between surface and canopy air-space (i.e., an

increase in fg) suppresses evaporation, leading to an increase in transpiration fraction. Similarly,

higher stomatal resistance suppresses transpiration, leading to a decrease in transpiration fraction.

The secondary mode at fs = 0.9 represents model realizations with slightly lower fT as a result of the

increased stomatal resistance relative to the primary mode at fs = 0.6. Additionally, photosynthesis

scales inversely with stomatal resistance, so the modeled photosynthesis rate at the secondary

mode is higher than the rate at the primary mode (not necessarily 50% higher, due to feedbacks).

The success of the calibration approach in E2 and E3 in highlighting the most likely mode over

the secondary mode relies on proper accounting of the model bias (structural uncertainty). No

substantial correlation is present between any of the other parameters or transpiration fraction

(Figure 2.4).
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Figure 2.4: Pairwise posterior estimates between calibration parameters and transpiration fraction.
These two-dimensional Gaussian kernel density estimates were generated using the results from the
E1 (red contours), E2 (teal contours) and E3 (blue contours) simulations. Note that in many cases,
the E2 and E3 contours are nearly indistinguishable.

2.4.2 Observationally-constrained model performance

The calibration technique yields considerable improvement in the agreement between the

modeled latent heat flux, sensible heat flux, and top soil layer temperature and observations of

these quantities (Figure 2.5). A posterior ensemble of model realizations was generated by drawing

100 random samples from the posterior estimates of the resistance parameters and corresponding
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additive biases. This was done using the Markov chain results for each of E1, E2 and E3 (first,

second and third columns in Figure 2.5, respectively). The results for E1, in which structural

uncertainty was omitted, show poor model performance for latent heat flux after calibration, and

modest improvement in sensible heat flux and soil temperature (Figure 2.5a-c). Thus, it is of critical

importance to ensure the assumption of normally distributed errors is satisfied [55]. The additive

bias corrections are used here to satisfy this normal error assumption; by neglecting them, model

performance will be poor.

As compared to the uncalibrated model output (Figure 2.1), results for E2 and E3 showed vast

improvement, especially in the simulation of latent heat flux (Figure 2.5). When uncertainty in the

ecosystem resistance terms is accounted for, modeled top soil layer temperatures and sensible heat

fluxes also agree well with observations, given the spread in these ensemble members. Calibration

(E3) decreased model bias from -29.4 W m−2, -15.7 W m−2 and -2.8 K to -1.5 W m−2, 0.37 W

m−2 and -0.03 K for latent heat flux, sensible heat flux and top soil layer temperature, respectively.

RMSE decreased from 27 W m−2, 36 W m−2 and 4.4 K for uncalibrated latent heat flux, sensible

heat flux and top soil layer temperature, to 16 W m−2, 26 W m−2 and 1.3 K once calibrated in E2

and E3 experiments (Table 2.2). The reductions in RMSE correspond to percent improvements of

42, 27 and 71% for latent heat flux, sensible heat flux and top soil layer temperature, respectively.

These posterior RMSE values are calculated as the mean of the RMSE from the ensemble of model

runs at parameter values drawn from their posterior distributions. Note that the improvements

in RMSE and bias are not only due to the accounting of structural uncertainty (i.e., the model

additive bias terms), but also due to providing the calibration approach with the flexibility needed

to converge to more realistic posterior parameter estimates (Figure 2.2).

The posterior model ensemble results for latent heat flux agree well with observations for

mid- and late-season (DOY 155 and later), but struggle to accurately model early season evap-

otranspiration (DOY 125-155). This is attributed to an inadequate treatment of snow pack and

melt water runoff during that time period, due partially to the increase in soil temperature which

was a consequence of the improvement in match between modeled and observed soil temperature,
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brought on by the calibration. The distributions of the model errors with respect to the obser-

vations are widened by the calibration (Table 2.2). In the table, the parenthetical values give

the width between the 2.5 and 97.5% percentiles of the uncalibrated model and calibrated model

ensemble errors. These wider distributions of errors are due to model representation, structural,

parametric, and observational uncertainties all factoring into these errors. While the distributions

are indeed wider, they are also centered closer to zero (lower RMSE and model bias), indicative of

the improvement due to refinement of the ecosystem resistance parameterizations.

Figure 2.5: Modeled fluxes of latent heat (a, d, g) and sensible heat (b, e, h) and temperature
(c, f, i), using calibration parameters drawn from the Markov chain results. Bold black lines are
the observations, thin blue lines are the posterior ensemble results and the dot-dash red line is are
uncalibrated model results. (a-c) draws from the posterior estimates from E1; (d-f) posterior draws
from E2; (g-i) posterior draws from E3.

2.5 Discussion and conclusions

We have outlined and implemented a Bayesian approach for the calibration of land surface

model parameters. This calculation demonstrates that the challenges posed by having only data

with large total errors and models with large intrinsic biases may be overcome by adequately ac-

counting for all error sources and biases, within the optimization scheme. The approach focused on

the goal of improving estimates of the transpiration fraction and therefore emphasized calibration of
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Table 2.2: RMSE (and 2.5–97.5 Percentile Range of Errors, in parentheses), Uncalibrated Model
and Model Ensembles

Latent heat flux Sensible heat flux Soil temperature
(W m−2) (W m−2) (K)

Uncalibrated 27.33 (49.24) 35.91 (99.12) 4.43 (4.19)
E1 33.32 (58.99) 30.34 (106.84) 3.09 (5.62)
E2 15.74 (64.12) 26.01 (107.93) 1.31 (5.83)
E3 15.77 (64.27) 26.03 (108.14) 1.31 (5.78)

aerodynamic and vegetation resistances for heat and moisture which control the exchange between

soils, leaves and the overlying atmosphere. We have demonstrated the ability of this calibration

approach to constrain the posterior distributions of aerodynamic and vegetation resistance param-

eters in CLM4. The advantages of this method include (1) quantification of uncertainty in model

structure, model parameters and model output (Tables 2.1 and 2.2) and (2) calibrating model pa-

rameters such that model output agrees with observational data to within the errors inherent in

both the model and observations.

The experiments presented here found that implementing the calibration procedure reduced

RMSE for all three sets of observational data. While the calibration improved model performance

for latent and sensible heat fluxes and top soil layer temperature, model performance for soil

moisture deteriorated only for the early season snow melt (DOY 125-155). E2 and E3 improved

the match between modeled top soil layer temperature and observations, which required raising the

temperature by several s. This, in turn, likely caused the precipitation which would have formed

this snow pack to fall as rain instead of snow. Additionally, this difficulty in simulating the snow

pack at MEF is consistent with the results of CLM4 experiments conducted by [82] (cf. Figures 2

and 6), whose global experiments found that CLM4 underestimated snow cover fraction relative

to observations in central USA. Explicit calibration of the early season snow pack sublimation and

melting, or assimilating soil moisture data are potential avenues to fix this issue. Other model

water pools and fluxes were not significantly affected by the calibration.

A soil moisture data assimilation experiment was conducted to assess the extent to which

the imperfect simulation of soil moisture in the ensemble affected the modeled latent and sensible
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heat fluxes and transpiration fraction. Soil moisture as modeled by CLM4 was “nudged” towards

observations of soil moisture such that RMSE in the modeled soil moisture profile was reduced from

0.13 mm3 mm−3 (uncalibrated, unassimilated model) to 0.06 mm3 mm−3 (uncalibrated, assimilated

model). This assimilated model, matching the soil moisture data well, yielded only slight changes

in the surface fluxes: the mean difference between the control and moisture-assimilated latent and

sensible heat fluxes were -1.70 and 1.63 W m2, respectively, much lower than the uncertainties in

these quantities. The deviation in modeled transpiration fraction was imperceptible: the mean

transpiration fraction in the control model was 0.622, while the moisture-assimilated fT value was

0.624. It is therefore unlikely that the results of this study were significantly skewed by an imperfect

simulation of soil moisture. Regardless of the soil moisture state, the present study has evaluated

the importance of various uncertainties inherent in physical models and the observations used to

force and validate them, and provided a practical demonstration of the ability to overcome these

uncertainties to obtain useful model results and constraint on model parameters.

The posterior distributions of the aerodynamic and vegetation resistance calibration parame-

ters were not centered at one, implying model tuning should be performed for CLM4 to best match

observations of surface fluxes and top soil layer temperature at the semi-arid, needleleaf forest site

in central Colorado, USA, studied here. The calibration parameters for the surface-to-canopy and

canopy-to-above-canopy aerodynamic resistances had the widest 95% credible interval posterior

ranges for E3 (Table 2.1). The stomatal resistance calibration parameter, by contrast, was strongly

constrained by the assimilated data. These results suggest significant limitations in the charac-

terization of turbulent regimes within the complex canopy of the MEF site, and is likely a result

which is applicable to other types of landscapes. Thus, for any given site, it is reasonable to expect

to tune the model to account for this representative discrepancy. Doing so for a network of sites

would permit the interpolation of the benefits of this calibration approach to the regions between

sites within the network, and cautious extrapolation to the areas outside of the network, where

observations are lacking. This is a similar endeavor to that of [25], and offers a method to improve

model hydrological performance on a global scale, despite the lack of readily available global data



30

sets against which to calibrate.

The ecosystem resistance parameters chosen in the present study are clearly not exhaustive,

yet serve well to demonstrate the potential for this calibration method to be applied to a wide

range of land surface modeling applications. Furthermore, the sensitivity analysis described in

Section 2.3.2 was a representative, but not complete, treatment of the parametric uncertainty in

CLM4. Possible extensions of the present work include incorporating additional or different model

parameters as calibration parameters and assimilating other observational data. Observations of

soil moisture or stable water isotope ratios in ecosystem water pools, for example, would offer further

constraint on the moisture fluxes, and CO2 fluxes would offer constraint on stomatal resistance,

independent of transpiration rates, and thus encourage a distrinction between the primary and

secondary modes in the posterior distribution for fs. Indeed, this type of statistical approach has

been used widely with success in carbon cycle applications [51, 138]. Soil moisture is directly related

to evapotranspiration, but high-quality observations are scarce, and modeling small-scale processes

(puddles on the land surface, lateral flow within the soil profile, and vapor diffusion, for example)

is a formidable task for complex land surface models; large structural and representation errors

are present. LAI was considered in the sensitivity analysis presented in Section 2.3.2, but is an

attractive parameter to incorporate into the calibration itself. The modeled stomatal resistance

scales inversely with photosynthesis, which in turn scales directly with LAI. CLM4 prescribes LAI

based on vegetation type and location from a monthly set of average values, interpolated from

data, since precise estimates are not known in a routine manner at site to ecosystem scales and

phenology is not constant from one year to the next. Surface and vegetation heterogeneity (i.e.,

model representation error) lead to discrepancy between the observations and model output for the

MEF site, which represents an area much larger than the MEF tower footprint [114, 64, 31].

The poor performance of experiment E1 provided the essential result that failure to satisfy the

assumption of normally distributed errors with mean zero is detrimental to assimilation techniques

[55]. In this application, by including the additive bias terms as additional calibration parameters,

the normal error assumption was satisfied, and experiments E2 and E3 performed well. There may
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be practical applications which are of such high dimension that adding dimensionality equal to the

number of bias terms entertained is an unacceptable increase in the size of the parameter-space

to be explored. Therefore, further investigation is needed into alternative methods for fulfilling

the assumption of normally-distributed errors with mean zero in cases where it is not satisfied. In

the present application, it is clear that accounting for structural uncertainty resulted in the most

dramatic improvement in the match between model output and observations; model biases must

not be neglected.

The single column land surface model calibration experiment presented here may be repro-

duced for a representative network of sites scattered on a regional scale, to create calibrated regional

surface data sets and calibrated model predictions. With the advent of widely available high quality

tower data for validation and calibration of land surface models [71], there are increasing opportu-

nities for assimilating models and hydrological and meteorological data. Tower data, collected at

a network of sites representative of the larger regional or global landscape, would permit a large

spatial scale model calibration approach at a lower computational cost. It will undoubtedly remain

critical to utilize both quality observations and advanced modeling frameworks to the fullest extent

of their abilities.



Chapter 3

Evaluation of modeled land-atmosphere exchanges with a comprehensive water

isotope fractionation scheme in Version 4 of the Community Land Model

3.1 Introduction

Recent years have seen the proliferation of field deployable instruments capable of making

measurements of stable water isotope ratios, as well as the wide availability of the computational

power necessary to run model simulations of the ecosystems from which measurements originate.

This places great importance on developing tools at the interface of these two scientific advances,

specifically for the synthesis of measurements of stable water isotopic ratios and isotopically-enabled

model simulations. The availability of water isotopic measurements at high temporal resolution

provides an opportunity to validate the land surface schemes [45]. These isotope-enabled land

surface models are in high demand in order to gain unique insight into hydrological processes and

biogeochemical behaviors of ecyosystems, and it has been shown that through proper simulation

of the below-canopy isotopic exchanges between surface and canopy air-space, better agreement

between model and observations may be achieved [1, 119].

We present a tracer hydrological scheme, incorporated into the National Center for Atmo-

spheric Research’s Community Land Model, Version 4 (CLM4) [103]. CLM4 is the land surface

component of the Community Earth System Model (CESM) [59], and was selected for the incor-

poration of a tracer hydrological model due to the high utility in having a tracer-enabled freely

available community climate model such as CESM. The tracer hydrological scheme in iCLM4 closely

parallels the native hydrology in CLM4, with several critical additions which enable the modeling
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of hydrological tracers. These tracers may be temporal (such as tracing summer rainfall through

the hydrological cycle), spatial (such as tracing rain reevaporation from the Amazon rainforest), or

isotopic (tracing heavy isotopologues). The focus of the present work is on the latter, and therefore

much of the methodological discussion focuses on the effects of isotopic fractionation on the isotopic

fluxes of evaporation (from surface and canopy-intercepted water) and transpiration.

This chapter is organized as follows. Section 3.2 provides a technical review of the isotope

tracer model. Section 3.3 outlines the datasets used for validation of the model results, and Sec-

tion 3.3.2 details global sensitivity experiments conducted by coupling the isotopic land surface

scheme reviewed in the present work with the complementary stable water isotope-enabled atmo-

spheric model. A review of the practical implications of these results and future work is given in

Section 3.4.

3.2 Isotope model for terrestrial water exchange

Figure 3.2 depicts the main iCLM4 isotopic water pools (light blue) and fluxes between them

(red arrows). The interested reader is directed to Figure 1.2 in [103] for a more detailed schematic

of all water pools and fluxes in CLM. Each water flux in the model is accompanied by an analogous

water isotopic flux.
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The essence of the isotopic tracer scheme is to estimate these isotopic fluxes between the

atmosphere and land surface (evaporation from soil, evaporation of water intercepted by the canopy

and transpiration), and in order to do so, predict the isotopic composition of all water pools. At

the end of each model time step the mass of all isotope species is checked to ensure the change in

storage in soil, snow and canopy intercepted water is equal to the input from rain and snow, minus

the output to evapotranspiration (ET) and surface and subsurface runoff.

Let i refer to any specific water isotopologue. Surface evaporation, Eig, transports water

between the surface soil (or top snow pack layer) and the canopy air-space. Sunlit and shaded leaf

transpiration, Eiv,sun and Eiv,sha, respectively, transport water from within leaves to the canopy

air-space. Evaporation of canopy-intercepted water, Eic, moves water between the surface of leaves

and the canopy air-space. Ei denotes the transfer of moisture between the canopy air-space and

the above-canopy air-space. When coupled to an isotopically-enabled GCM, Ei is the coupling flux

to the GCM. The balance of these five fluxes in the canopy air-space is illustrated in Figure 3.2

and may be expressed as

Ei = Eig + Eiv,sun + Eiv,sha + Eic . (3.1)

CLM stores water on the landscape in three distinct reservoirs: soil water, snow pack and

water intercepted by the canopy. Within soil, water may be either liquid or frozen, and while

liquid water is considered in the thermodynamics of snow pack a separate liquid mass content

is is not tracked. Conservation of mass (Equation 3.2) and Darcy’s Law (Equation 3.3) govern

the soil moisture parameterization, for both bulk water and isotopic water, and are combined to

yield a modified Richards equation for the soil water isotopic fluxes throughout the soil column

(Equation 3.4). In Equations 3.2, 3.3 and 3.4, i denotes any water isotopologue; θj is the soil water

content of the soil layer j (mm3 mm−3); t is time (s); qj is the water flux from the current soil

layer to the one below it (mm s−1); z is soil layer depth (mm); Qj is a soil moisture sink term (e.g.,

evaporation) (mm s−1); k is hydraulic conductivity (mm s−1); ψj is the soil matric potential (mm);

and ψjE is the equilibrium state soil matric potential (mm). These fluxes between soil layers j and
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j + 1 are linearized about the moisture content of those layers to create a tridiagonal system of

equations in terms of the soil moisture. This system is solved using the Crank-Nicholson method.

∂θj

∂t
= −∂q

j

∂z
−Qj (3.2)

qj = −k
[
∂(ψj + z)

∂z

]
(3.3)

∂θj

∂t
=

∂

∂z

[
k

(
∂(ψj − ψjE)

∂z

)]
−Qj (3.4)

After the bulk soil moisture update (above), the isotope ratios of each layer’s soil water are

updated. This is done by dividing the model time step into nsub substeps to maintain numerical

stability. The total moisture fluxes between all adjacent soil layers are known, from conservation of

mass and the surface boundary condition (soil infiltration and evaporation are known). During each

time substep, 1/nsub of the total moisture fluxes are moved between adjacent soil layers, and each

substep interfacial flux carries the isotopic ratios from its layer of origin. After each substep, the

isotope ratios of each soil layer are updated. In addition to the isotope ratios of HDO and H18
2 O in

soil liquid water and soil frozen water, iCLM4 computes the isotope ratios within vertically resolved

snow pack, canopy intercepted water, sunlit and shaded leaf water and canopy air-space vapor, and

all the fluxes which control the evolution of those reservoirs.

In CLM4, each model gridcell is composed of landunits, which include glacier, lake, wetland,

urban and vegetated [103]. Note that vegetated landunits include bare soil, and in the isotope

scheme described in the present work, only vegetated landunits incorporate any isotopic fractiona-

tion. For the other four landunit types, the tracers of all water species are treated identically, and

do not fractionate. Vegetated landunits are divided into 17 “plant functional types,” or PFTs. For

the remainder of this work, “bare soil” shall refer to the PFT corresponding to bare ground and

“vegetated” shall refer to all other PFTs.
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3.2.1 Isotopic kinetic fractionation factor

It is useful to define the parameterizations of the isotopic kinetic fractionation factor, αk,

here. Two main formulations are used. The first is:

αik =

(
Di

D

)n
, n constant (M78)

In M78, i refers to the isotopic species, D and Di are the molecular diffusivities in air of

the light and heavy isotopologue, respectively [93], and the exponent n is chosen between 0 and 1

to represent the balance of turbulence versus diffusive transport for the water movement between

the two isotopic reservoirs in question. [15] gives n = 1/2 as appropriate to turbulent conditions,

n = 2/3 for flow over a smooth surface and evaporation from open bodies of water, and n = 1 for

static conditions, or pure diffusional transport. [133] use n = 1 for evaporation from dry soils, where

diffusion through the dry soil matrix is the primary form of moisture transfer, and n = 1/2 for

evaporation from wet soil. In purely turbulent conditions, n = 0 is appropriate, because turbulent

mixing treats all isotopic species equally, regardless of differing molecular properties. Although the

optimal choice for the exponent n for a given set of environmental conditions is an area of ongoing

debate and study, Equation M78 remains a popular choice [17, 111, 139, 133, 110, 131].

The second formulation is applied to surface evaporation only, and is adapted from the

parameterization of kinetic fractionation for evaporation from rough ocean surfaces given by [94]

(c.f., their Figure 2).

kO =


8.82u∗ + 0.472, if Re ≥ 1

6, if Re < 1

(MJ79)

kH = 0.88kO

αik =
1000− ki

1000

In MJ79, Re is the Reynolds number, which represents whether the land surface conditions are in

the smooth regime (Re < 1) or rough (Re ≥ 1), and u∗ is the friction velocity (m/s). The equation
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given above for kO (h) is a linear fit for the results presented in Figure 2 of [94]. The kinetic effect

represented by this parameterization acts over the entire evaporation column, from the surface to

the above-canopy air space. This is in contrast to the typical evaporation scheme in CLM4, between

surface and canopy air spaces. In the present work, MJ79 is only used to parameterize the kinetic

fractionation factor for surface evaporation in a particular sensitvity experiment; the formulation

of M78 is used by default, with n = 2/3.

3.2.2 Isotopic composition of evaporation and transpiration

3.2.2.1 Bare ground fluxes

Let Eg refer to the evaporation flux of H16
2 O, as calculated by native CLM4. The isotopic

evaporation flux (kg m−2 s−1 is based on the model of [24]:

Eig = cig

(
(fs,eq

Risqg
αi(Tg)

+ (1− fs,eq)Riatmqatm)−Riatmqatm
)
. (3.5)

where

fs,eq =


exp

(
−∆t

rawqatm
θ1 −∆tEg

)
, if Eg ≥ 0 and

1, otherwise

(3.6)

fs,eq ranges from 0 to 1 and is the fraction of tracer evaporation source water which is not in

equilibrium with the tracer evaporation destination water (atmospheric water vapor); raw (s m−1)

is the aerodynamic resistance to moisture and heat transport from surface to above-canopy air-space

(discussed further below); Eg is the bulk water surface evaporation (mm s−1); θ1 is the volumetric

moisture content of the top soil layer (mm3 H2O mm−3 soil); ∆t is the model time step (1800 s); qg

is the specific humidity of the air at the ground surface; qatm is the atmospheric specific humidity;

cig is the water isotopic conductance between the evaporating surface and the above-canopy air-

space; αi is the equilibrium fractionation factor at Tg, the temperature of the evaporating surface

[56]; Riatm is the isotope ratio of the atmospheric forcing specific humidity; and Ris is the isotope

ratio of the total soil water and ice on the evaporating surface. Ice is included in the calculation

to account for possible sublimation or dew/frost onto snow or ice. fs,eq takes into account partial
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isotopic equilibration between evaporation source water and canopy water vapor. For sublimation

(Tg < Tfrz and Eg > 0), no kinetic nor equilibrium fractionation is applied.

The Monin-Obukhov stability iteration used in CLM4 results in an aerodynamic resistance

to moisture and heat transport from surface to above-canopy air-space, raw (s m−1). The water

isotopic conductance is then

cig =


1
raw
αi
k

, if qatm > qg

βsoi
raw
αi
k

, if qatm ≤ qg

(3.7)

where βsoi ranges from 0 to 1 and represents the molecular diffusion process from the soil pore to

the surface within the dry part of the soil [103, 112], and αik is the isotopic kinetic fractionation

factor for isotopic species i. For bare ground evaporation, αik is parameterized following M78 with

n = 2/3.

3.2.2.2 Vegetated fluxes

For each isotopic species, i, a five-way water isotopic mass balance in the vegetation canopy

is solved between: (1) ground evaporation (Eig), (2) evaporation of canopy-intercepted water (Eic),

(3 and 4) sunlit and shaded leaf transpiration (Eiv,sun and Eiv,sha), and (5) atmospheric water

vapor (Ei). This calculation originates from [108], although iCLM4 supports the addition of the

evaporation flux of canopy-intercepted water. These fluxes are all formulated in the spirit of [24].

For a given isotopic species, i, the total isotopic ecosystem water flux, Ei (Equation 3.1), and its
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constituents are

Ei = ρatmc
i
a

(
R∗ic qc −Riatmqatm

)
(3.8)

Eig = ρatmc
i
g

(
cal,0(fs,eqR

i
s,v + (1− fs,eq)R∗ic )qg − cl,0Rileafqsat,l(Tv)− ca,0Riatmqatm

)
(3.9)

Eic = ρatmc
i
c

((
fc,eq

Ric,w
αi(Tv)

+ (1− fc,eq)R∗ic

)
qsat,l(Tv)−R∗ic qc

)
(3.10)

Eiv,sun = ρatmc
i
sun

(
Ril,sun,sqsat,l(Tv)

αi(Tv)
−R∗ic qc

)
(3.11)

Eiv,sha = ρatmc
i
sha

(
Ril,sha,sqsat,l(Tv)

αi(Tv)
−R∗ic qc

)
(3.12)

In Equations 3.8–3.12, R∗ic is the isotope ratio of the canopy water vapor at steady state; Ril,sha,s

and Ril,sun,s are the isotope ratios of the sunlit and shaded leaf water, respectively, at steady state;

Riatm is the isotope ratio of the atmospheric water vapor used (above-canopy water vapor); Risoi,v

is the isotope ratio of the evaporation front water vapor (currently taken to be surface soil); Ric,w

is the isotope ratio of the canopy-intercepted water (i.e., water pooling on a leaf); αi(Tv) is the

equilibrium fractionation factor at the temperature of the temperature of the vegetation (Tv) [56];

fc,eq ranges from 0 to 1 and is the fraction of tracer evaporation source water (canopy-intercepted

water) which is not in equilibrium with the tracer evaporation destination water (canopy water

vapor); qatm is the atmospheric vapor pressure; qsat,l(Tv) is the saturation vapor pressure at the

temperature of the transpiring vegetation; qg is the water vapor pressure at the evaporation front; qc

is the vapor pressure in the canopy air-space. In Equation 3.9, Rileaf is the average (sunlit/shaded)

LAI-weighted leaf water isotope ratio; cia is the water isotopic conductance between the canopy and

above-canopy air-spaces; cig is the water isotopic conductance between the evaporating surface and

canopy air-spaces; cic is the water isotopic conductance between the canopy-intercepted water and

canopy air-spaces; cisun and cisha are the water isotopic conductances between the sunlit and shaded

leaf interiors and the canopy air-space, respectively; cal,0 is the sum of the normalized conductances

for the light isotopologue through the canopy to above-canopy air-spaces (ca,0) and through the

leaf air-space (cl,0). The parameterization for the isotope ratios of sunlit and shaded leaf water is
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from [36]:

Rl,sun,s = αi(Tv)

(
qsat,l(Tv)− ql,sun

qsat,l(Tv)

Rixy
αik,s

+
ql,sun − qc
qsat,l(Tv)

Rixy
αik,l

+
qc

qsat,l(Tv)
R∗ic

)
(3.13)

Rl,sha,s = αi(Tv)

(
qsat,l(Tv)− ql,sha

qsat,l(Tv)

Rixy
αik,s

+
ql,sha − qc
qsat,l(Tv)

Rixy
αik,l

+
qc

qsat,l(Tv)
R∗ic

)
, (3.14)

where Rixy is the isotope ratio of vegetation xylem water; ql,sun and ql,sha are the water vapor

pressures within the sunlit and shaded leaves, respectively; and αik,s and αik,l are the kinetic frac-

tionation factors for moisture transport through vegetation stomata (M78, n = 1) and the leaf

boundary layer (M78, n = 2/3), respectively [110].

The water isotopic conductances follow the native CLM4 calculation for their bulk water

analogs:

cia =
fveg
raw
αi
k,a

cil =
fveg(L+ S)

rb
αi
k,b

r′′

cig =



fveg
r′aw
αi
k,g

+ rlitter
αi
k,litter

, if qatm > qg

βsoifveg
r′aw
αi
k,g

+ rlitter
αi
k,litter

, if qatm ≤ qg

where fveg is the fraction of the land surface which is vegetated but not covered in snow; L and

S are the leaf and stem area indices, respectively; raw is the aerodynamic resistance between the

canopy air-space and above-canopy (GCM) air-space; r′aw is the aerodynamic resistance between the

surface air-space and canopy air-space; rlitter is a leaf litter resistance; rb is the leaf boundary layer

resistance; and r′′ is the fraction of potential evaporation from transpiration. Further information

regarding the parameterization of all non-isotope-specific terms may be found in [103]. αik,b is

parameterized by M78 with n = 2/3 [36]. αik,litter is by default equal to 1, representing a null

hypothesis of no fractionation as moisture evaporates through the dry litter layer. αik,a follows

M78 with n = 0 because exchange between canopy and above-canopy air-spaces is dominated by

turbulence [84]. αik,g follows M78 with n = 2/3, which is consistent with open water evaporation,
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and somewhere between wet and dry soil evaporative conditions [15, 92, 133, 108]. In native CLM4,

evaporation is drawn from the top soil layer only, which is akin to open water evaporation or the

evaporation of a puddle. iCLM4 preserves this feature, thus n = 2/3 is a natural choice for the

exponent in M78 for the surface evaporation kinetic fractionation factor.

Given the bulk vegetation transpiration (Ev) and evaporation of canopy-intercepted water

(Ec) fluxes of H16
2 O calculated, effective conductances for these fluxes may be calculated in a manner

consistent with the bulk transpiration and vegetation evaporation fluxes. They are then divided

into sunlit and shaded leaf components:

cc =
Ec

ρatm(qsat,l − qc)
(3.15)

ct =
Ev

ρatm(qsat,l − qc)
(3.16)

csun = fsunct (3.17)

csha = (1− fsun)ct (3.18)

Now the effective conductances for isotopic species i are related to the bulk conductances as

follows.

cisun =
csun
r′′

fdryrb


Lsun

Lsun + Lsha
rb
αi
k,b

+
rs,sun
αi
k,s

+

Lsha
Lsun + Lsha
rb
αi
k,b

+
rs,sha
αi
k,s



cisha =
csha
r′′

fdryrb


Lsun

Lsun + Lsha
rb
αi
k,b

+ v
αi
k,s

+

Lsha
Lsun + Lsha
rb
αi
k,b

+
rs,sha
αi
k,s


cic = αik,ccc

αik,b follows M78 with n = 2/3 for movement through the laminar leaf boundary layer and αik,s

follows M78 with n = 1 for diffusion through vegetation stomata. r′′ is the fraction of potential

evaporation from transpiration for H16
2 O, and given by

r′′ = fdryrb


Lsun

Lsun + Lsha
rb + rs,sun

+

Lsha
Lsun + Lsha
rb + rs,sha

 (3.19)
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Thus, for the tracer conductances cisun, cisha, and cic, kinetic fractionation effects are simply incor-

porated into r′′.

Substituting Equations 3.8-3.14 into Equation 3.1 permits solving for R∗ic , the isotope ratio

of the canopy water vapor at steady state. Algebra reveals

R∗ic =
[
cisun

(
(qsat,l − ql,sun)

1

αik,s
+ (ql,sun − qc)

1

αik,l
)

)
Rixy

+ cisha

(
(qsat,l − ql,sha)

1

αik,s
+ (ql,sha − qc)

1

αik,l
)

)
Rixy

+ cigfs,eqR
i
s,vqg + cic

fc,eqR
i
c,wqsat,l(Tv)

αi(Tv)
+ ciaR

i
atmqatm

]/
[
(1− cisun − cisha)qc − cig(1− fs,eq)qg − cic(1− fc,eq)qsat,l(Tv)

]
(3.20)

Next, Equations 3.13 and 3.14 are used to determine steady state leaf water isotope ratios

in the sunlit and shaded leaves (Ril,sun,s and Ril,sha,s). The isotope ratios of the canopy-intercepted

liquid water (Ric,w) and soil water vapor (Ris,v) are determined using R∗ic and fs,eq and fc,eq. Finally,

Equations 3.8, 3.9, 3.10, 3.11 and 3.12 are used to determine the isotopic fluxes.

At this point, the isotope ratios of the leaf water, canopy-intercepted water, surface water

vapor and canopy water vapor are all in isotopic steady state. It has been shown that including

the Peclet effect in the calculation of isotope ratios in leaf water leads to better agreement with

observations of leaf water isotope ratios [34, 20]. The latter authors also found that their steady

state model with Peclet effect approximated the nonsteady state reasonably well [20]. In this

spirit, the steady state leaf water isotope ratios are input to a diagnostic calculation of these

ratios, accounting for the Peclet effect. In iCLM4, it is left as an option whether or not to use

these diagnostic Peclet-included leaf water isotope ratios in the physics calculations or as purely a

diagnostic quantity. Additionally, it has been consistently noted that the assumption of isotopic

steady state is not always realized in the field [17, 20, 131]. Therefore, iCLM4 incorporates an

optional nonsteady treatment of the leaf water isotope ratios, wherein the modeled value Ril,sun is a

weighted average between its value at the previous model time step and the newly calculated value

in isotopic steady state, Ril,sun,s, and similarly for the shaded leaf water. This is implemented as
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an exponential relaxation towards isotopic steady state.

While numerical calculations are performed with isotope ratios, results are reported in the

standard “delta” notation. Delta values (in per mille, h) are calculated as

δi =

(
Ri

RSMOW
− 1

)
× 1000h (3.21)

where Ri is the sample molar ratio of abundances of the heavy isotope (H18
2 O or HDO) to the light

isotope (H16
2 O) and RSMOW is this ratio for standard mean ocean water. Deuterium excess, d, is

calculated as

d = δD − 8δ18O. (3.22)

3.3 Validation

3.3.1 Tower Observations

A complete observational dataset for forcing and validation iCLM4 spans 145 days between

May and September 2011, collected in an alpine forest northwest of Colorado Springs, Colorado,

USA. The observational data consist of hydrological and meteorological data, collected from a

27.1 m tall tower in the Manitou Experimental Forest (MEF, 39o06′02′′ N, 105o06′05′′ W, 2286

m elevation). This is a needleleaf evergreen forest with minimal undergrowth, a canopy height of

roughly 18.5 m and a site-averaged leaf area index of 1.9 [104, 28, 74]. The MEF site was selected for

this study due to the availability of high quality previously validated hydrological and flux data. At

the MEF site, air temperature (oC), humidity (%), and pressure (mbar) were measured by a series

of Vaisala HMT337 and WXT520 probes located at each inlet. CO2 and humidity concentrations

(µmol mol−1 and mmol mol−1, respectively) were measured using a LiCor Li6262. Wind speed

(m s−1) was measured using a Gill R3-50 Sonic Anemometer. CO2 and H2O fluxes (µmol m−2

s−1 and mmol m−2 s−1, respectively) were measured using a LiCor Li7000 infrared gas analyzer

and Campbell CSAT-3 sonic anemometer. Eddy covariance methods were used to determine latent

and sensible heat fluxes (W m−2). A suite of Kipp and Zonenr CNR1 radiometers were used to

measure upward and downward longwave and shortwave radiation (W m−2). Observations of soil
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water (m3 m−3) and temperature (K) were made at depths of 5, 50, 70, 100 and 150 cm using a

Decagonr EC-5 dielectric probe and Campbell Scientific T107 thermistors, respectively. Further

information regarding the experimental set-up can be found in [104, 8] and [28].

A second, more extensive observational dataset was collected at Boulder Atmospheric Obser-

vatory in Erie, Colorado, USA (BAO, 40o03′00′′ N, 105o00′14′′ W, 1584 m elevation). These data

span May 2011 to September 2015. This is a semi-arid grassland, a canopy height of roughly 0.5 m.

The BAO data were used for this study due to the availability of high quality continuous hydro-

logical, flux and soil moisture isotopic data. At the BAO site, air temperature (oC) and humidity

(%) were measured by a series of Vaisala HMP155 probes. Wind speed (m s−1), ambient pressure

(hPa) and concentrations of CO2 (µmol m−2 s−1) and H2O (mmol mol−1) were measured using a

Campbell Scientific EC150 open-path analyzer. Eddy covariance methods were used to determine

latent and sensible heat fluxes (W m−2). Upward and downward longwave and shortwave radiation

(W M−2) were measured using a suite of Kipp and Zonen CNR4 radiometers. Soil temperature and

moisture measurements were gathered using Campbell Scientific 108-L and CS616 probes, respec-

tively. Measurements of isotopic ratios of water vapor were made using a Picarro L2120-i water

isotopic analyzer. Further details regarding the experimental set-up at BAO can be found in [69].

Between May 2011 and May 2012, isotope ratios of above-canopy water vapor and precip-

itation were missing from the forcing data. As a proxy, monthly measurements of isotope ratios

in precipitation, collected in nearby Boulder, Colorado, USA, were used for this time period [60].

Isotope ratios of atmospheric water vapor were assumed to be in isotopic equilibrium with the

precipitation, at the temperature measured by the tower observatory at BAO.

The simulations for MEF and BAO were both initialized using meteorological and hydro-

logical data appropriate to the first date of the model run. Initial soil temperature and moisture

profiles were linearly interpolated from the first date of observations (8 May 2011 for MEF and 11

May 2012 for BAO). Initial soil water isotopic profiles for each site were set constant at the deepest

observed ratio from the earliest profile, and interpolated linearly to match the shallowest observed

ratio from the same profile. For BAO, the May 2011 through May 2012 data is used as a spinup
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year, and May 2012 through September 2015 model results and data are used for analysis.

3.3.1.1 Soil Moisture and Temperature

The modeled soil moisture profile and isotope ratios of δ18O and d for MEF and BAO highlight

model hydrology shortcomings and strengths (Figures 3.1 and 3.2). Observations of isotope ratios

from these two sites are displayed as scatter points with the color of shading corresponding to

the colors of the contours, which represent the modeled isotope ratio profiles. For the MEF site,

observations of bulk soil moisture are similarly displayed as scatter points overlaid on the contours

of the modeled soil moisture, due to the spatial sparseness of the observational data (four layers

within the first meter of soil depth). The soil moisture data from BAO are displayed as a contour

time series.

The effects of complex versus simple vegetation and landscape have a profound effect on the

quality of soil moisture simulated by iCLM4. Note that the modeled bulk soil water profiles are

the result of the hydrology native to non-isotopic CLM4, and the isotopic physics introduced in the

present work has no impact on those results. Thus, the bulk water profiles provide an upper bound

on how well one can reasonably expect the isotopic results to compare with observations. The

soil moisture profile modeled at MEF is too dry early season (May through July 2011) by −0.10

mm3 mm−3 on average, then the injection of late summer monsoonal moisture does not penetrate

as deeply into the model soil column as seen in the observations, namely around 01 August 2011

(Figure 3.1a). A variety of spinup and initialization experiments were conducted in an effort

to improve the control model representation of soil moisture at MEF, including a wide range of

sensitivity tests for the moisture content of the initial soil profile, interpolating soil moisture data

from the first observation using quadratic and spline fits, and starting the model from a state spun-

up by forcing cyclically with the MEF data set for 30 years (with the soil moisture in an equilibrium

state). None of these yielded significant improvement over Figure 3.1a, in which the initial model

soil moisture state is linearly interpolated from the first set of soil moisture observations, and set

equal to the top and bottom of the observations outside of the range of data. The modeled isotope
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Figure 3.1: Comparison between modeled and observed (a) bulk soil water (mm3 mm−3) and its
(b) isotope ratio δ18O and (c) deuterium excess (d) for the MEF site.

ratio profiles in soil water at the MEF site are qualitatively good. Surface evaporative enrichment

of δ18O does not extend to 0.05 m depth, which is the depth of evaporative front seen in the

observations (Figure 3.1b). This is consistent with the parameterization of evaporation in native

CLM4, where evaporation is drawn from the top soil layer only, and an inherent limitation of the

CLM4 model.

At BAO, the control modeled soil moisture profile shows much better agreement with the
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Figure 3.2: Comparison between modeled (a) and observed (b) bulk soil water (mm3 mm−3) and
its isotope ratios of (c) δ18O and (d) deuterium excess (d) at the BAO site.

observations than at the MEF site (Figure 3.2a and b). During summer and fall 2012, the modeled

profile exhibits the summer drying and fall/winter wetting displayed by the observations. A similar

pattern is seen in summer and fall 2013, and the injection of a large amount of moisture into
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the soil profile is seen in September 2013, properly simulating the flooding event which occurred

in the Colorado Front Range region at that time [142]. The modeled flooding event, however,

does not inject moisture as deeply into the profile as the observations reflect, demonstrating a key

shortcoming in the native CLM4 modeled soil moisture profile: the connectivity of the near-surface

soil moisture to the deeper soils is not as strong as seen in the available data. This is consistent

with other recent studies which have found that representation of the connectivity of the surface

and deep soil moisture is a key feature for accurate soil moisture and flux modeling [43, 58].

MEF is a site with diverse vegetation (bare soil, needleleaf evergreen trees, broadleaf shrubs

and C3 grasses) and landscape (large amounts of orographic relief in the foothills of the Rocky

Mountains northwest of Colorado Springs, Colorado, USA). By contrast, the simple vegetation

(predominantly C3 grasses, crops and bare soil) and landscape (little/no orographic relief) at BAO

permit a much better match between modeled and observed soil moisture. The poor match in

modeled soil water at MEF relative to the good match at BAO is attributed to these surface and

vegetation heterogeneity effects.

That the shallow soil moisture signal does not percolate as deeply into the modeled profiles

as seen in the observations is notable in both bulk soil water profiles, thus it is an issue native to

non-isotopic CLM4. This issue leads to similar effects on the modeled isotopic moisture profiles.

At BAO, summer enrichment and winter depletion of δ18O are present and roughly match the

measured isotope ratios in depth, but not in magnitude (Figure 3.2c). The modeled d in soil water

at BAO was much too depleted in summers, but simulated winter ratios well (Figure 3.2d). At

MEF, sampling of soil moisture isotope ratios was too sparse to yield any conclusive results. From

these control simulations at MEF and BAO, it is clear that the modeled soil water isotope ratios

are qualitatively accurate, but conclusive statements cannot be made because of the inherent errors

in the bulk soil water hydrology in CLM4.

An experiment was conducted to evaluate the extent to which the native CLM4 soil hydrolog-

ical scheme is to blame for the poor match in modeled soil water isotope ratios with observations.

The BAO data set is used for this test because (1) the BAO site displays less heterogeneity than
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MEF and (2) the BAO data set spans a wide time range, covering four full years. BAO soil mois-

ture observations were assimilated into the model in the following way. At each model time step

and soil layer (j) for which soil water data were available, the current modeled soil water content

(θold,j) value was relaxed exponentially toward the observed value for soil moisture (θobs,j). At

the bottom of the observed soil profile, the data were assimilated using a nudging approach with

an e-folding time scale of one model timestep (τj = 30 minutes); at the top of the soil profile,

the assimilation e-folding time scale was two weeks (τj = 14 days). In this way, precipitation is

allowed to drive soil moisture dynamics closer to the surface, and additional constraint is provided

in the deep soil, where it is most needed. Given the soil moisture content of soil layer j at the

beginning of a time step, θold,j , the observation of soil moisture in layer j at that time step, θobs,j ,

the moisture-assimilated soil moisture, θnew,j is given by

θnew,j = θobs,j + (θold,j − θobs,j) exp

[
−dt
τj

]
(3.23)

The choices for τj are motivated by the expected strong hydrological connectivity between surface

soil moisture and the overlying atmospheric conditions (forcing data), so little assimilation is needed

at the surface to connect it strongly with data. Similarly, weak connectivity between the atmosphere

and deeper soils requires stronger assimilation of soil moisture, in the form of a shorter time scale

of assimilation.

A zero flux boundary condition was imposed at the bottom of the iCLM4 soil column. Based

on the change in water content of each soil layer (θnew,j − θold,j), starting with the lowest layer

(jmax), a flux between layers j and j− 1 may be calculated. Using the “old” isotopic ratios of each

soil layer, the isotopic transport during each assimilation step is calculated, and the water isotopic

composition of each soil layer is updated.

As expected, the match between modeled and observed soil water content at BAO is excellent

in the assimilation experiment (Figure 3.3a and b). Soil water δ18O shows more seasonality at depth,

which is in better agreement with observations, and shows a signal of roughly the correct magnitude

(Figure 3.3c). In particular, the injection of summer 2013 monsoonal moisture of ∼ −5h and the
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winter 2013 through winter 2014 year are captured both qualitatively and quantitatively well. The

evaporative enrichment during summer 2012 does not percolate as deeply into the soil as seen in the

observations, but the duration of this signal is represented well in modeled δ18O. During summer

2012, the modeled soil water d signal is not as depleted as seen in the observations (average high

model bias of 19h), indicative of too weak of a kinetic isotopic effect during soil evaporation, or

not enough evapotranspiration (Figure 3.3d). In summer 2014, however, the modeled soil water

d is good agreement with observations, with a mean bias of −1.18h. The moisture-assimilated

model simulates the d signal during and shortly after the Colorado Front Range flood event (fall

2013) quite well, injecting highly d-enriched moisture throughout the observed profile. This soil

moisture data assimilation experiment demonstrates that a large portion of the errors seen in the

soil water isotope ratios in the control model set-up are attributable to errors in the native CLM4

soil hydrology.

The modeled soil temperature profiles at MEF display qualitative agreement with the ob-

served soil temperatures, including gradual warming at depth as the summer progresses into fall

(Figure 3.4). The precise daily fluctuations in the deep soil temperatures are not reproduced in the

model simulation. The late spring/early summer cooling in the top 50 cm of soil due to melting

snow is reflected in the uppermost soil temperatures and marginally in the 50 cm layer temper-

atures. The modeled summer surface heating matches the observations in both magnitude and

duration. At depth, however, the duration of the summer warming is not as long as was observed,

and the warming and subsequent cooling is not as gradual. The modeled soil temperature profiles

are a feature of native CLM4 and the deep soil mismatch is not attributed to the additional iso-

topic physics in iCLM4. Despite these quantitative shortcomings, when interpolated linearly to the

observation depths, modeled soil temperature has a root-mean-squared error (RMSE) of 4.07 K.

At BAO, the match between modeled and observed soil temperatures is good, with a slightly

lower RMSE of 3.03 K (Figure 3.5). More accurate modeling of the soil temperature at BAO than

at MEF is attributed to the higher surface heterogeneity at MEF. Observed seasonal variation in

soil temperature is reflected in the modeled temperature profiles. Rapid summer warming of the
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Figure 3.3: Comparison between modeled and observed bulk soil water (mm3 mm−3, (a) and (b),
respectively) and its (c) isotope ratios δ18O and (d) deuterium excess (d) for BAO, when soil
moisture data is assimilated.

soil reaches depths of 60–80 cm, which is in agreement with the observations. Overall, the match

is well within the uncertainties inherent in the modeled and observed soil temperatures, as will be
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Figure 3.4: Comparison between modeled and observed soil temperature for MEF.

outlined in Section 4.3.2.

Figure 3.5: Comparison between modeled and observed soil temperature for BAO.
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3.3.1.2 Latent and Sensible Heat Fluxes

Figure 3.6 shows the modeled surface latent heat and sensible heat fluxes plotted against

the observations of these fluxes from MEF and BAO derived from eddy covariance, averaged on a

daily time scale. A low model bias in latent heat flux for both sites is present (Figure 3.6a), with

root-mean-squared error (RMSE) 22.6 W m−2. Sensible heat flux displays a large high model bias

for BAO and low bias for MEF, with RMSE 48.6 W m−2. These results reflect model biases, or

structural errors, which are inherent in the original, non-isotopic, version of CLM4. The incorpo-

ration of the stable water isotope hydrology into iCLM4 includes isotopic evapotranspiration terms

which one cannot expect to have any less uncertainty than the bulk latent heat flux shown here.

3.3.1.3 Isotopic ET Estimates

While the total latent heat flux displays nontrivial biases for both sites (Figure 3.6), it is

useful still to check the isotope ratios of the evapotranspiration (ET) flux against those derived

from observations of humidity, isotope ratios of water vapor and Keeling plot techniques [70].

For MEF, the modeled isotope ratio of the ET flux of H18
2 O is biased low by about 14h,

whereas at BAO the sign of this bias is reversed and is too high by 6.6h. The isotope ratio of ET flux

of d is biased high by 46h at MEF, and biased high at BAO by 11h. These biases are calculated

from daily averages of Keeling plot-derived isotope ratios of ET fluxes for observations and directly

from model output (c.f. Section 3.2.2). These biases provide insight into systematic uncertainties

in the parameterization of isotopic kinetic effects in iCLM4: The enriched (high) biases at BAO

suggest that for this simple, flat, arid scrubgrass site, the kinetic effects of evapotranspiration in

iCLM4 are too weak, yielding an ET flux which is too enriched in δ18O and d. This is consistent

with the low latent heat flux bias seen in Figure 3.6: by reducing the amount of ET flux, the isotopic

separation experienced during evaporation is reduced, leaving more heavy isotopologues in the ET

flux stream. By contrast, in the complicated needleleaf alpine forest at the MEF site, the kinetic

effects of ET are too strong. A clear seasonal trend in the biases of the isotopic composition of ET
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Figure 3.6: Comparison between modeled and observed (a) latent heat flux and (b) sensible heat
flux for Manitou Experimental Observatory (MEF, in red) and Boulder Atmospheric Observatory
(BAO, in black).

flux in iCLM4: The model is biased much higher relative to Keeling plot estimates of δET in the

winters than in the summer, spring or fall (Figure 3.8). The mean biases of all DJF results for δ18O

at BAO are +13.0h, compared to a mean JJA bias of +1.50h. This effect is reversed for deuterium

excess, with a mean DJF bias of +9.50h and a mean JJA bias of +19.5h. This is explained by low

ET in DJF, thus the deuterium excess – which is strongly influenced by evapotranspiration and the
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associated isotopic kinetic effects – is less influenced by the too strong kinetic effects in iCLM4 at

BAO. The large biases present in the MEF simulation are attributable to the fact that the strong

surface kinetic effect modeled by iCLM4 affects the quality of the simulation the most during the

summer, when there is a large amount of total ET flux. For a single isotopic species, these results

suggest that the summer season is better represented by iCLM4. There must be winter processes

(e.g., snow melt or sublimation) which are not well-simulated during the winter, which leads to

these errors in the isotope ratios of ET flux. These errors must be associated with poor model

representation of these frozen snow and soil processes, the isotopic physics associated with them,

or both. That the biases are opposite in sign for the two sites is indicative of uncertainty in the

precise parameterization most appropriate for each site.

Figure 3.7: Time series ((a) δ18O and (c) d) of modeled and Keeling plot estimates of the isotope
ratio of ET source water for MEF, and histograms of the errors ((a) δ18O and (c) d).

A network of ecosystem aerodynamic conductances effectively controls the net isotopic kinetic

effect of evaporation and transpiration in iCLM4 (c.f. Section 3.2.2). Therefore, an examination

of how best to optimize the parameterizations of these ecosystem conductances is of interest. This

optimization is undertaken in Chapter 4, using the parameter calibration framework outlined and
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Figure 3.8: Time series of (a) δ18O and (c) d of modeled and Keeling plot estimates of the isotope
ratio of ET source water for BAO, and histograms of the errors ((b) δ18O and (d) d).

demonstrated in Chapter 2 and the extensive site-level data set from BAO. Of interest at present,

however, is a global investigation of the model sensitivity to individual isotopic kinetic effects’

parameterizations used.

3.3.2 Global Comparisons

In a coupled model framework, the surface and subsurface runoff in CLM4 flows into the

river model component of CESM, River Transport Model (RTM). Evapotranspiration from the

land surface is transported into the atmospheric component of CESM, the Community Atmosphere

Model, Version 5 (CAM5), and precipitates back to the land surface as rain or snow, and impacts

the land surface through humidity connectivity with the vegetation canopy air-space as well. The

isotopic land surface model detailed in the present work was coupled to isotope-enabled versions of

RTM (iRTM) and the Community Atmosphere Model (iCAM5) [102]. iRTM is structured such that

river outflow from iCLM4 is transported to oceans, preserving water isotope ratios. In the present

work, the coupled land-river-atmosphere model is hereafter referred to as “iCESM,” although it
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should be noted there are CESM model components (ocean, sea ice and glaciers) which are not

isotopically-enabled in this set-up. A control simulation for iCLM4, coupled to iRTM and iCAM5,

ran from 1850 to 1975, with water pool isotope ratios initialized at values derived from long-term

averages from the Global Network of Isotopes in Precipitation (GNIP) [60]. This control simulation

was conducted using the parameterizations outlined in Section 3.2, at 2-degree resolution. A control

sensitivity experiment was conducted using the same land surface kinetic fractionation set-up as

the spinup simulation, including M78 for surface evaporation, non-steady-state transpiration and

leaf water isotope ratios, and accounting for the Peclet effect. This control sensitivity experiment

ran from 1975 to 2015 and is hereafter be referred to as “EC.”

A series of experiments to investigate the sensitivity of the modeled climate system to the

particular land surface isotope scheme used is desribed below, and summarized in Table 3.1. Each

of the following simulations was branched from the spinup simulation at year 1975 and ran for 40

years with the modifications specified. The first 20 years of each experiment were discarded as

spin-up from the control run; the last 20 years of each experiment were used for analysis, serving as

an estimate of long-term average climate behavior. In the first experiment, all isotopic fractionation

factors - both equilibrium and kinetic effects - were neglected (E00). In the second experiment, the

kinetic fractionation factor associated with land surface evaporation was changed from M78 (the

control) to follow the parameterization of MJ79 (ES). Finally, in light of the important role of the

leaf litter layer resistance (Figure 3.3), an experiment is conducted in which this litter resistance is

assigned a kinetic fractionation factor following M78 with n = 1 (ELI).

A pair of experiments were also conducted to evaluate the importance of including non-steady

state leaf water isotopic processes and the Peclet effect. The Peclet effect describes the opposing

tendencies within leaves, between evaporatively enriched water at evaporation sites within leaves

and inflowing unenriched xylem water [34]. In one experiment here, the Peclet effect is neglected,

and in the other, both the Peclet effect is neglected and only steady state leaf water isotope ratios

were used in model physics (Equations 3.13 and 3.14). These experiments demonstrated little

deviation from EC (which includes both non-steady state leaf effects and the Peclet effect) when
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Table 3.1: Global Isotope-enabled Model Experiments.

Equil.
Frac.

Surf.
Evap.

Canopy
Evap. Tran.

Non-steady
Leaf

Peclet
Effect

Leaf
Litter

EC yes M78 M78 Eqs. 3.11-3.12 yes yes no
E00 no no no steady no no no
ES yes MJ79 M78 Eqs. 3.11-3.12 yes yes no
ELI yes M78 M78 steady no no M78

considering long-term averages of isotope ratios. Therefore results for these leaf process sensitivity

experiments are not shown. On shorter time scales (for example, analysis of a single monthly

average of model output), however, it is likely that non-steady state leaf water isotope ratios and

the Peclet effect play a greater role.

3.3.2.1 Global Network of Isotopes in Precipitation

In iCESM, modeled isotope ratios in precipitation may be compared to isotope ratios from

the Global Network of Isotopes in Precipitation (GNIP) [60]. Additional stations were added from

studies in the Maritime Continent [96, 80] region as well, in order to improve the spatial coverage

of isotopic precipitation stations globally. Raw GNIP data were processed as in [17] to obtain a

global climatology. Due to errors and biases in the atmospheric scheme (iCAM5), it is not expected

that changing the land surface scheme for isotopic fractionation alone will remove errors relative

to global isotope ratio data sets. These experiments do, however, allow for the evaluation of the

importance of the land surface parameterizations by analyzing the coupled climate model response.

In its control sensitivity experiment, iCESM finds isotope ratios in precipitation which are

too enriched in northern high latitudes and the Himalayas and too depleted in mid-latitudes and

sourthern hemisphere (Figure 3.9). Neither weakening (ES) nor strengthening (ELI) the surface

kinetic effects (EC) improve the low δ18O bias; in fact, both experiments cause the bias to increase.

By removing all surface kinetic effects, only minor improvements (positive effects) are made over

Africa and Asia (Figure 3.9b). Note that in Figures 3.9 and 3.10, panel (a) shows the control model

(EC) bias relative to GNIP, while panels (b), (c) and (d) show the sensitivity test results relative
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to the control model. Control model deuterium excess tends to be biased low in high latitudes

(both northern and southern) and biased high in the tropics and sub-tropics (Figure 3.10). Both

experiments weakening the surface kinetic effect (E00 and ES) improve this negative d bias, and

strengthening the surface kinetic effect has mixed effects. These biases result from the control

model experimental setup (EC) and long-term averages from each GNIP station for which multiple

observations are present. In Figures 3.9 and 3.10, the locations of GNIP observation sites are

denoted with a diamond (�).

Figure 3.9: Biases of iCESM-modeled δ18O of precipitation (a) relative to GNIP observations for
EC, and relative to the control experiment for the sensitivity experiments (b) E00, (c) ES, and (d)
ELI. Modeled values are from the 1975-2015 iCESM control run, averaging the isotope ratios from
2005-2015. Observed isotope ratios are the mean of all GNIP data for each observation site for
which multiple observations are present. Locations of GNIP observation sites are denoted with a
diamond (�).

The global maps show a general trend of too depleted δ18O in the northern high latitudes

and too enriched δ18O in the midlatitudes and tropics, as well as a high bias in d over land. Some

of these biases and errors are associated with biases in atmospheric processes and evaporation over
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Figure 3.10: Biases of iCESM-modeled d of precipitation (a) relative to GNIP observations for
EC, and relative to the control experiment for the sensitivity experiments (b) E00, (c) ES, and (d)
ELI. Modeled values are from the 1975-2015 iCESM control run, averaging the isotope ratios from
2005-2015. Observed isotope ratios are the mean of all GNIP data for each observation site for
which multiple observations are present. Locations of GNIP observation sites are denoted with a
diamond (�).

the ocean, and are not beyond the focus of the present work. By reducing the strength of the

land surface isotopic effects, which in turn lowered the biases and RMSE relative to GNIP data,

experiments E00 and ES appear to be optimal. It can be seen from Figure 3.11, however, that by

completely neglecting all isotopic fractionations due to land surface processes, the d bias switches

sign (E00, Figure 3.11). Therefore, the land surface isotopic parameterizations may be partially

responsible for the iCESM model bias in precipitation isotope ratio relative to GNIP. Experiment

E00 neglects physical processes (any isotopic fractionation at all) to compensate for a bias which

must be present in the isotopic processes in the atmospheric model, iCAM5. Furthermore, the

RMSE for E00 is only slightly reduced relative to a present, but weak, surface kinetic effect and

full isotopic equilibrium fractionation effects considered (ES). Thus, it is unlikely that the specific
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formulation of land surface isotopic processes is the sole cause of this d bias in precipitation.

The site-level experiments at MEF and BAO both showed high biases in modeled dET relative

to Keeling plot estimates (Figures 3.7 and 3.8). Taken with the site-level results, these GNIP biases

suggest that the surface evaporation kinetic effect modeled by M78 is too strong, and perhaps the

weaker kinetic fractionation factor of MJ79 is more appropriate. At BAO, the soil moisture data

assimilation experiment (Figure 3.3) resulted in a much lower soil water d than when the soil water

was free-running. A lower soil moisture d would be consistent with a reduction in the d signal in

ET flux to iCAM5, which would serve to reduce the positive d bias in precipitation isotope ratios.

A set of model simulations similar to the experiments conducted here, but which assimilates global

soil moisture data, is a necessary next step in order to assess how much of the precipitation d

bias is due to innaccuracies in the soil hydrology of CLM4. It is clear from the BAO assimilation

experiment, though, that errors in the bulk water not due to the isotopic parameterizations of

iCAM5 and iCLM4 are to blame for some portion of this high d bias.

Figure 3.11: Comparison between iCESM-modeled and GNIP-observed δ18O (top row) and deu-
terium excess, d (bottom row) for each sensitivity test: (a, e) EC, (b, f) E00, (c, g) ES, (d, h) ELI.
Modeled values are from the 1850-2015 iCESM control run, averaging the 2005-2015 isotope ratios.
Observed isotope ratios are the mean of all GNIP data for each observation site.

Despite this uncertainty, the fact that removing the isotopic kinetic separation due to evap-
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oration entirely does not remove this precipitation isotope ratio bias relative to GNIP observations

indicates an atmospheric process is at least partially the cause, in addition to the over-estimate

of the surface kinetic separation. The surface kinetic effect is serving as a positive feedback on

whatever process is leading to this high d bias is. At present, the root cause of this bias is unclear.

3.3.2.2 Global Network of Isotopes in Rivers

The control simulation yields iRTM output for isotope ratios of river flow throughout river

basins, as well as inflow to oceans. The modeled river isotope ratios from iRTM represent an

integrated ratio, incorporating iCLM4 surface and subsurface runoff along the flow path. This

is commensurate with the isotope ratios measured by the Global Network of Isotopes in Rivers

(GNIR) [62, 129]. The GNIR data span 1967-2015. Figure 3.12 shows the isotope ratios from

the control simulation plotted against the GNIR data for δ18O (top row) and deuterium excess, d

(bottom row). Model output from 2005-2015 for each sensitivity test was averaged for each gridcell,

and all available GNIR data were averaged for each observation site. The modeled ratios presented

here have had the mean iCESM/GNIP precipitation isotope ratio bias subtracted out, to remove

this potential source of systematic error (c.f., Figures 3.9 and 3.10). RMSE and mean iCESM bias

are given in each panel of Figure 3.12. For both δ18O and d, experiment E00 optimized RMSE by

neglecting all isotopic fractionating effects. This supports the site results from BAO and GNIP,

which indicated the surface kinetic isotopic effects from iCLM4 are too strong. Experiment ELI

supplements the isotopic separation experienced during surface evaporation through the surface-

to-canopy aerodynamic resistance with a kinetic separation through the leaf litter layer, which

effectively raises the surface evaporative kinetic fractionation factor’s strength. This experiment,

however, produces river output isotope ratios which match GNIR worse than the control model,

supporting the conclusion that stronger surface isotopic kinetic effects degrade model performance,

while weaker kinetic effects enhance it.

The global maps of GNIR data superimposed on modeled river isotope ratios suggest that (1)

there is little sensitivity on a global scale to the specific parameterizations for the kinetic effects used
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in iCLM4, but (2) isotopic processes must not be discounted (Figures 3.13 and 3.14). Figures 3.13

and 3.14 have masked out numerous GNIR observation sites in North America, particular in the

United State, due to their density covering all of the contour map below. The first point arises

from the fact that, with the exception of E00, the rest of the sensitivity tests yield river isotope

ratios which are similar on a macroscopic scale. The second point is based primarily on the GNIR

site in northeastern Russia (approximately latitude 60o N by longitude 130o E). In experiment

E00, this site is surrounded by a region where iCESM models river outflow as being too depleted

relative to this station’s observations. In the other experiments, with more realistic representations

of the isotopic fractionations, while iCESM models the specific site of the GNIR station as too

depleted, the macroscopic features are sensitive enough to the isotopic processes being altered

that the adjacent gridcells are in agreement with these GNIR data. While the experiments which

accounted for isotopic surface processes performed better than those that did not (E00), it is

important to note that there is little sensitivity of modeled isotope ratios of river outflow to the

specific parameterization used. This is due to river outflow being primarily controlled by deep soil

water isotope ratios (subsurface runoff into rivers), which are largely insensitive to changes in the

above-ground parameterizations. These isotope ratios are, however, sensitive to uncertainty in the

bulk water (native CLM4) soil hydrology (c.f. Figure 3.3) [54].

3.3.2.3 Moisture Isotopes in the Biosphere and Atmosphere

Observations of isotope ratios of leaf and xylem water from the network of Moisture Isotopes

in the Biosphere and Atmosphere (MIBA) offer constraint on the parameterizations of isotopic

surface processes [61, 127]. Raw MIBA data for isotope ratios in xylem water and leaf water were

averaged for each site to obtain a long-term average climatology. In instances where a site data set

for a given country was missing latitude and longitude data, these isotope ratios were averaged in

with the nearest site, as could be determined from the information given (i.e., type of vegetation

or nearest municipal area). For modeled steady-state leaf water δ18O, RMSE is optimized by the

control model set-up (EC); for d, bias is also optimized by EC (Figure 3.15). That E00 yields
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Figure 3.12: Comparison between iCESM-modeled and GNIR-observed δ18O (top row) and deu-
terium excess, d (bottom row) for each sensitivity test: (a, e) EC, (b, f) E00, (c, g) ES, (d, h) ELI.
Modeled values are from the 1850-2015 iCESM control run, averaging the 2005-2015 isotope ratios.
Observed isotope ratios are the mean of all GNIR data for each observation site.

outstandingly poor match with MIBA leaf water isotope ratios demonstrates the importance of

including isotopic processes within vegetation (non-steady state conditions and Peclet effect). That

ES performs slightly worse than EC for δ18O bias and RMSE in leaf water and d bias is in contrast

to the GNIR and GNIP results, which suggests the surface evaporation kinetic fractionation factor

in EC is too strong. The notion that this surface kinetic effect is parameterized reasonably in EC

is further supported by experiment ELI, in which this kinetic factor is effectively strengthened by

the leaf litter resistance, outperforming ES, according to model bias in leaf water isotope ratios

relative to MIBA.

For xylem water δ18O, both bias and RMSE are optimized by ELI (Figure 3.16). This would

suggest a stronger kinetic effect for surface evaporation is required. On the other hand, xylem

water d is optimized by experiment ES, which is in support of a weaker surface evaporative kinetic

effect. This apparent conflict may be settled by noting in Figurethat experiments EC and ELI

yield highly depleted d in desert and mountain regions, whereas the global d representation in ES

is much more likely. ELI leads to an overly depleted representation of the Australian MIBA grid
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Figure 3.13: Comparison between iCESM-modeled and GNIR-observed δ18O in river outflow for the
sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are from the 1975-2015
iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots represent observed
isotope ratios, which are the mean of all GNIR data for each observation site.

point, so of the former four model set-ups, EC is the preferable choice. Furthermore, on the basis

of these comparisons with MIBA data, it cannot be concluded that the model parameterizations

in EC are inferior to ES; the allegedly overly-depleted d signal in mountain and desert areas in

EC is not coincident with any actual MIBA data sites. These are regions with little vegetation,

therefore vegetation isotope ratios provide little constraint. Indeed, river outflow and precipitation

isotope ratios in these regions are also lacking, highlighting a need for additional data in desert and

mountain regions, namely: northern Africa, western United States, central Australia, the Middle

East, and the Himalayas.
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Figure 3.14: Comparison between iCESM-modeled and GNIR-observed deuterium excess in river
outflow for the sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are
from the 1975-2015 iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots
represent observed isotope ratios, which are the mean of all GNIR data for each observation site.

3.4 Summary and conclusions

We have outlined and implemented a tracer scheme, with an application in stable water

isotope hydrology, in the Community Land Model version 4 (iCLM4). The iCLM4 model has been

forced and validated with site-level observations from central Colorado, USA, as well as run in a

coupled, isotope-enabled modeling framework (iCESM), and validated against global networks of

observations of isotope ratios in precipitation, river outflow, and vegetation water.

The soil moisture validation simulations presented here using data from the Manitou Experi-

mental Forest (needleleaf evergreen forest, MEF) and Boulder Atmospheric Observatory (semiarid

grassland, BAO) demonstrated that CLM4 does not inject surface water deep enough into the soil

column, which leads to errors in the isotope ratios of soil water. These, in turn, lead to inaccuracies

in the xylem water which vegetation takes up through roots and later transpires. When soil mois-
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Figure 3.15: Comparison between iCESM-modeled and MIBA-observed leaf water δ18O (top row)
and deuterium excess, d (bottom row) for each sensitivity test: (a, e) EC, (b, f) E00, (c, g) ES,
(d, h) ELI. Modeled values are from the 1850-2015 iCESM control run, averaging the 2005-2015
isotope ratios. Observed isotope ratios are the mean of all MIBA data for each observation site.

Figure 3.16: Comparison between iCESM-modeled and MIBA-observed xylem water δ18O (top
row) and deuterium excess, d (bottom row) for each sensitivity test: (a, e) EC, (b, f) E00, (c, g)
ES, (d, h) ELI. Modeled values are from the 1850-2015 iCESM control run, averaging the 2005-2015
isotope ratios. Observed isotope ratios are the mean of all MIBA data for each observation site.

ture data from the BAO site were assimilated in the model simulation, nudging the native CLM4

soil hydrology into better agreement with observations, the modeled isotope ratios in soil water
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Figure 3.17: Comparison between iCESM-modeled and MIBA-observed leaf water δ18O for the
sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are from the 1975-2015
iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots represent observed
isotope ratios, which are the mean of all MIBA data for each observation site.

matched observations well. These experiments demonstrate level of accuracy the native hydrologi-

cal scheme in CLM4 may reasonably attain, and show that a large portion of the error in iCLM4

estimates of soil water isotopic ratios stems from errors in original CLM4 bulk soil hydrological

scheme. This conclusion is consistent with the findings of the model intercomparison study of

[54], who found that variations in model soil hydrological scheme were a large source of intermodel

variability. Data assimilation methods, such as the nudged forcing implemented in Section 3.3 or

the statistical calibration method of Chapter 2, are viable options to improve model performance.

Furthermore, the present work has demonstrated the ability of both of these methods to constrain

models to more accurately represent observations of model state variables. Advantages of the nudg-

ing method include more reasonable model simulation at each time step, and direct assertion of a

model-data match as opposed to the stochastic element of the statistical calibration method. Ad-
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Figure 3.18: Comparison between iCESM-modeled and MIBA-observed leaf water deuterium excess
for the sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are from the
1975-2015 iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots represent
observed isotope ratios, which are the mean of all MIBA data for each observation site.

vantages of the statistical calibration framework include flexibility and only enforcing a model-data

match to within the uncertainty inherent in each.

These findings regarding the native CLM4 soil hydrology may be attributed to the manner

in which modeled evaporation is removed from the soil. In CLM4, soil evaporation is removed from

the top soil layer only, whereas recent studies have demonstrated that hydrological connectivity

extends to ∼ 30 cm deep into the soil column [130, 43, 69]. Improvement in the CLM4 hydrology

to better account for rapid water movement in upper soil layers (such in association with sub-

surface vapor transport in arid and semi-arid environments) will likely result from setting the

isotope ratio of evaporation source water equal to a mass-weighted average of the top ∼ 30 cm of

soil moisture, as opposed to the top soil layer, as is done currently [92]. In this case, the isotopic

kinetic fractionation factor from [92] would then be most appropriate for soil evaporation, and
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Figure 3.19: Comparison between iCESM-modeled and MIBA-observed xylem water δ18O for the
sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are from the 1975-2015
iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots represent observed
isotope ratios, which are the mean of all MIBA data for each observation site.

yield further improvement in the representation of land surface isotopic processes. Including model

parameterizations for soil vapor diffusion will also yield a more realistic simulation of moisture

transport through soils [120, 69].

From comparisons against long-term GNIP average isotope ratios in precipitation, the isotopically-

enabled global climate system model (iCESM) simulates the isotopic composition of precipitation

with a slightly low bias in δ18O and slightly high bias in deuterium excess, d (−1.4h and 1.5h,

respectively; Figure 3.11). When surface evaporation kinetic effects were reduced (ES), or neglected

entirely (E00), these biases were reduced. Comparisons against long-term river outflow isotope ra-

tios (GNIR) showed a similar pattern, where the best match between model and observations was

attained by reducing the strength of the isotopic kinetic fractionation factor associated with soil

evaporation (Figure 3.12). The soil moisture data assimilation experiment using the BAO data set
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Figure 3.20: Comparison between iCESM-modeled and MIBA-observed xylem water deuterium
excess for the sensitivity experiments: (a) EC, (b) E00, (c) ES, (d) ELI. Modeled values are
from the 1975-2015 iCESM control run, averaging the isotope ratios from 2005-2015. Shaded dots
represent observed isotope ratios, which are the mean of all MIBA data for each observation site.

demonstrated that errors in the modeled bulk soil hydrology lead to nontrivial errors in the isotopic

signature of soil water (Figure 3.3). Soil water serves as ET source water, and excess soil water

flows into rivers. Therefore, errors in the isotopic composition of soil water propagate into biases in

the isotopic composition of precipitation and river outflow. Thus, there are two main components

of uncertainty leading to the persistent biases in modeled isotope ratios of precipiation and river

outflow: uncertainty in bulk soil water hydrology and uncertainty in the isotopic parameterizations

used by iCLM4 and iCAM5. An opportunity to evaluate the non-linear dependence of soil water

transport on the mean soil water state exists through assimilation of newly available global soil

moisture remote sensing data products. These experiments would reduce uncertainty in the bulk

soil water hydrological scheme as well as reduce the propagation of this uncertainty through the

isotopic parameterizations in iCLM4 and iCAM5. Satellite-based soil moisture data products such
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as the European Space Agency’s Soil Moisture and Ocean Salinity (SMOS, [73]) and the National

Aeronautics and Space Administration’s Soil Moisture Active Passive (SMAP, [32]) programs offer

viable options for assimilation data.

Leaf water isotope ratios compared favorably with vegetation data from the MIBA network in

the control model set-up (EC, Figure 3.15). Xylem water δ18O best matched MIBA observations in

experiment ELI (bias = −0.1h), but d was optimized by experiment ES (bias = −0.7h). In spite

of this apparent mismatch, it is clear that (1) iCESM is capable of reliably reproducing isotopic

signals of δ18O in vegetation moisture data, and (2) the experiment which neglected all isotopic

fractionation factors (E00) matches leaf water data outstandingly poorly (Figures 3.17 and 3.18).

The precise strength of the kinetic fractionation factor and imprecise native CLM4 soil hydrology

(discussed above) are the causes of the conflicting optimal isotopic parameterizations. Imprecise soil

hydrology leads to an isotopic signal in plant uptake which is biased, leading to inherent biases in

xylem water isotope ratios. We conclude from these comparisons that the worst errors are incurred

by failing to account for key land surface isotopic processes (E00, Figure 3.15), but the precise

strengths of these processes remains unclear.

That the discrepency between model isotopic parameterizations which yield the best match

with vegetation isotope ratio data is at least partially attributed to uncertainty in the strength of

the kinetic fractionation factor is due to poor knowledge of the precise pathways by which moisture

is transferred from surface, through the leaf litter layer, surface-to-canopy aerodynamic layer, and

through the canopy air-space. While the canopy-scale kinetic effect was parameterized by [84], and

implemented in iCLM4 as a kinetic fractionation factor for each individual ecosystem resistance

term, the leaf litter resistance kinetic fractionation factor remains poorly known. For this reason,

a study of these ecosystem resistance terms, in the manner of Chapter 2, should be conducted, but

with the addition of stable water isotopic information. In this way, the strength of the isotopic

kinetic effect may be constrained, as well as the soil hydrological performance, yielding a more

accurate model representation of physical processes.



Chapter 4

The Impact of Water Isotopic Information in Partitioning Evapotranspiration

in a Semiarid Grassland

4.1 Introduction

The partitioning of total evapotranspiration (ET) into contributions from surface evapora-

tion (E) and plant transpiration (T) provides useful information regarding the hydrological and

biogeochemical behaviors of ecosystems, but is notoriously difficult to constraint (see Chapter 2 for

a more detailed discussion).

While no model is perfect, it has been shown that by utilizing observations of multiple land

surface fluxes and at least one state variable, it is possible to achieve better-constrained and phys-

ically plausible parameter sets, as well as more reasonable model performance [90, 46, 47]. These

data assimilation techniques have been successfully applied to land surface models to improve

representation of snowmelt processes [105] and the carbon cycle [51, 138], as well as in the hy-

drological literature to optimize soil moisture parameters in a soil-vegetation-atmosphere-transfer

model [25] and improve streamflow predictions and better explore hydrological parameter-spaces

[97]. Recently, these model calibration methods have been used to successfully calibrate ecosystem

resistances in a land surface model [135]. Chapter 2 and these examples point to statistical calibra-

tion as a desirable method for optimizing the exchanges of water and energy between land surface

and atmosphere in a model, and thereby also optimize the isotopic exchanges and yield more robust

estimates of ET partitioning. This calibrated estimate of transpiration fraction of total ET (fT )

was seen in Chapter 2 to be better constrained, as well as simply “better” in the sense that it is
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an estimate informed by observational data.

Stable water isotope ratios (18O/16O and 2H/1H) offer another method to partition ET by

leveraging the unique signatures of evaporation and transpiration on the isotopic makeup of ET

source water [133, 141, 131, 98]. In this way, the isotope ratios of water pools within the canopy

structure offer an instantaneous perspective on the balance of ET between E and T [140]. This

partitioning approach is becoming more widespread due to the availability of databases of stable

water isotopes and field-deployable laser-based isotope spectrometry instruments, but a number of

methodological challenges remain. There are inherent uncertainties in obtaining measurements of

water isotope ratios as well as in modeling the isotopic E and T flux streams [119, 44], and in a

meta-analysis including both isotopic and non-isotopic partitioning approach, [115] found isotopic

approaches to estimate a global average fT which is higher than estimates from non-isotopic parti-

tioning efforts. Furthermore, there is no standard method for obtaining ET partitioning estimates

against which isotope-based partitioning may be compared. The same ecosystem resistances which

facilitate the exchange of moisture and heat between land surface and atmosphere control the net

ecosystem isotopic kinetic fractionation factor [36, 92, 84]. Thus, it is hypothesized that proper

modeling of these resistances is critical for robust isotope-based ET partitioning estimates. The

additional parameters required by a water isotopic hydrological scheme do not come without un-

certainty (see Chapter 3 for further details), so there is a need to examine whether the benefits of

water isotopic information in a modeling framework outweigh the additional parametric costs.

There are several challenges in developing assimilation methods for land surface models due

to the large number of parameters, and many of these parameters are not well-constrained. The

addition of a water isotope hydrological scheme to a land surface model adds constraint, from knowl-

edge of the water isotope ratios of the various water pools, but also adds considerable complexity

due to additional parameters relevant to the water isotopes. Furthermore, the physics captured by

the model equations is simplified relative to the true processes at all scales, and may not be rep-

resentative of the behaviors of the larger region. Similarly, there are distinct limitations in quality

and availability of data which can be used to constrain land surface schemes, in particular, soil
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water isotopic data. Therefore, there is a need to test the feasibility of using limited data sets with

an efficient and scalable calibration scheme, which is easily generalized to a wide class of physical

models. In the present study, it is shown that (1) the assimilation of tower meteorological and

hydrological data with model output within a Bayesian calibration framework provides constraint

on estimates of ecosystem resistances which facilitate the transport of heat and moisture, (2) these

benefits are increased as a result of assimilating soil water isotopic data and estimates of ET flux

water isotope ratios based on water vapor isotopic data for a single isotopic species, and (3) when

a dataset for a second isotopic species is assimilated, the benefits decrease because of the compli-

cated isotopic kinetic fractionating effect. As a consequence of (1), the informed estimates of the

network of resistances lead to an estimate of the modeled ET partitioning, and practical estimates

of the posterior uncertainties in model parameters as well as transpiration fraction emerge. As a

consequence of (2) and (3), the assimilation of a single isotopic species is the optimal set-up to

yield robust model-based estimates of isotopic ET partitioning.

For the case of a 4-year (ongoing) field campaign at a site in central Colorado, USA, a statis-

tical approach is used to combine field observations and an isotopically-enabled land surface model

to calibrate uncertain model parameters pertaining to the relative pathways by which moisture

and heat are exchanged between land and atmosphere. These same parameters control the net

ecosystem isotopic kinetic fractionation factor. Experiments are performed to quantify the benefits

of calibrating using no isotopic information, as well as adding one or two datasets of stable water

isotopic information to the calibration. Section 4.2 describes the calibration data set and stable

water isotopically-enabled land surface model. A general statistical calibration framework and

adaptive Metropolis-Hastings algorithm are described in Section 4.3.1, and the relevant model and

observational uncertainties are reviewed in Section 4.3.2. It is shown in Section 4.4 that calibrating

using no water isotopic information is good, calibrating using a single isotopic species is better, but

calibrating using two isotopic species is worse. Finally, Section 4.5 discusses the practical implica-

tions of these results for future applications in partitioning ecosystem fluxes using water isotopic

information.
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4.2 Model and observational data

4.2.1 Observational data

The observational data consist of meteorological, hydrological and water isotopic data span-

ning from May 2011 to September 2015 in Erie, Colorado, USA, approximately 25 miles north of

Denver, Colorado. Measurements were made from a 10 m tall tower at the Boulder Atmospheric

Observatory site (BAO, 40o03′00′′ N, 105o00′14′′ W, 1584 m elevation). This is a semiarid grassland

with minimal undergrowth and a canopy height of roughly 0.5 m. The BAO site was selected for

this study due to the availability of high volume of stable water isotopic and previously validated

hydrological and flux data .

At the BAO site, air temperature (oC) and humidity (%) were measured by a series of Vaisala

HMP155 probes. Wind speed (m s−1), ambient pressure (hPa) and concentrations of CO2 (µmol

m−2 s−1) and H2O (mmol mol−1) were measured using a Campbell Scientific EC150 open-path

analyzer. Eddy covariance methods were used to determine latent and sensible heat fluxes (W

m−2). Upward and downward longwave and shortwave radiation (W M−2) were measured using a

suite of Kipp and Zonen CNR4 radiometers. Soil temperature and moisture measurements were

gathered using Campbell Scientific 108-L and CS616 probes, respectively. Measurements of isotopic

ratios of water vapor were made using a Picarro L2120-i water isotopic analyzer. Further details

regarding the experimental set-up at BAO can be found in [69].

4.2.2 Land surface model

The model used is an isotopically-enabled version of the National Center for Atmospheric

Research Community Land Model 4.0 (iCLM4) [136, 103]. CLM4 is a one-dimensional land surface

model of the energy, momentum, water, and CO2 exchanges between land and atmosphere, and it

accounts for ecosystem dynamics, biophysical processes, hydrological processes, and biogeochemical

processes. The Community Land Model is the land component of the Community Earth System

Model (CESM) [59]. A brief overview of the physical parameterizations and water isotopic processes
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which are relevant to the current study is given below, but the interested reader is directed to [103]

for further details regarding CLM4 and to Chapter 3 and [136] for a more detailed overview of the

stable water isotopic modifications in iCLM4.

Data fields needed as inputs to force iCLM4 include incident solar and longwave radiation,

incident precipitation and its isotope ratios, atmospheric humidity and its isotope ratios, wind

speed, and pressure and temperature at the surface. Surface data configured for the BAO site

are soil texture, soil color, monthly leaf area index (LAI) and stem area index (SAI), vegetation

composition, and albedo [128]. Previous studies suggest that using land surface fluxes and at least

one state variable, it is possible to achieve better-constrained and physically plausible parameter

sets, as well as more physically reasonable model performance [90, 46, 47]. Following this example,

data used for the calibration included daily averages of latent heat flux, sensible heat flux, soil

temperature and moisture. Additional water isotopic data used for calibration included the isotopic

ratio of ET flux source water, calculated via a “Keeling plot” method [70], and observations of soil

water isotopic ratios. Latent and sensible heat flux are key quantities in the exchange of moisture

and heat between the land surface and atmosphere, and are readily observable by eddy covariance

techniques [4]. Soil temperature and moisture are widely observed state variables, and characterize

the energy and hydrological states of the ecosystem, offering attractive options to calibrate against.

Between May 2011 and May 2012, isotope ratios of above-canopy water vapor and precip-

itation were missing from the forcing data. As a proxy, monthly measurements of isotope ratios

in precipitation, collected in nearby Boulder, Colorado, USA, were used for this time period [60].

Isotope ratios of atmospheric water vapor were assumed to be in isotopic equilibrium with the pre-

cipitation, at the temperature measured by the tower observatory at BAO. The simulations were

initialized using meteorological and hydrological data appropriate to the first date of the model run

(11 May 2011). Initial soil temperature and moisture profiles were linearly interpolated from the

first date of observations. Initial soil water isotopic profiles for each site were set constant at the

deepest observed ratio from the earliest profile, and interpolated linearly to match the shallowest

observed ratio from the same profile. The May 2011 through May 2012 time period is used as a



78

spin-up year, and May 2012 through September 2015 model results and data are used for analysis.

To account for uncertainty in ecosystem turbulence characteristics, parameters selected for

calibration are the aerodynamic resistances to moisture and heat transport between surface and

vegetation air (fg), and between vegetation and above-canopy air (fa), through vegetation stomata

(fs), and through the leaf boundary layer (fb). The calibration parameters are applied as multi-

plicative factors in the default resistance parameterizations. Stomatal resistance (m2 s µmol) is

calculated as

rs = fs

(
m
A

cs

es
ei
Patm + b

)−1
, (4.1)

where m is a parameter which depends on vegetation type, A is leaf photosynthesis (µmol CO2

m−2 s−1), cs is the CO2 partial pressure at the leaf surface (Pa), es is the vapor pressure at the

leaf surface (Pa), ei is the saturation vapor pressure (Pa) inside the leaf at the temperature of

the vegetation, Patm is the atmospheric pressure (Pa), and b = 2000 is the minimum stomatal

conductance (µmol m−2 s−1) when A = 0 [23, 103]. CLM4 separates leaves into sunlit and shaded

portions, and Equation 4.1 applies to both rs,sun and rs,sha. While the factors A, cs, es and ei are all

modeled by CLM4, Patm is given as atmospheric forcing and m and b are parameters which depend

on vegetation type, and all have associated uncertainties. m and b, in particular, are known from

laboratory experiments for various leaf types [5], though it remains less clear how these parameters

scale up to the ecosystem scale considered by CLM4. From [23], Figure 2, it can be seen that the

overall match is reasonable between measured and modeled stomatal conductance (the inverse of

rs), but parametric uncertainty in Equation 4.1 persists at the leaf scale, which will aggregate when

integrated to ecosystem scale.

Leaf boundary layer resistance (m2 s µmol) is parameterized as

rb = fb
1

Cv
(U/dleaf )−1/2 , (4.2)

where Cv = 0.01 m s−1/2 is the turbulent transfer coefficient between the vegetation surface and

canopy air, U (m s−1) is the magnitude of the wind velocity incident on the leaves at a reference

level, and dleaf is the characteristic dimension of the leaves in the direction of the wind flow (taken
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throughout CLM4 to be 0.04 m) [103]. U is modeled by CLM4 and Cv and dleaf are parameters

which CLM4 prescribes to all vegetation types, thus it is likely they do not describe any specific

plant form particularly well, including those present at MEF.

The aerodynamic resistance to moisture and heat transfer between ground and canopy air (s

m−1) is as follows:

r′aw = fg
1

CsU
, (4.3)

where Cs is the turbulent transfer coefficient between the underlying soil and the canopy air, which

is interpolated between values for bare soil and for dense canopy [143, 103]. While the formulations

from [143] agree with observational data, these authors note that there are few measurements

available which can constrain these values.

The aerodynamic resistance between the vegetation canopy and above-canopy air-spaces (s

m−1) is given by

raw = fa
qatm − qs
q∗u∗

, (4.4)

where u∗ (m s−1) is the friction velocity, q∗ (kg kg−1) is the moisture scale, qatm (kg kg−1) is the

atmospheric specific humidity, and qs (kg kg−1) is the surface specific humidity [103]. u∗ and q∗ are

derived from Monin-Obukhov similarity theory, and as noted by [144], their parameterizations were

developed by separate groups using different data in different parameter regimes, and are intended

for global modeling studies, with typical grid spacing much larger than the extent of the BAO tower

footprint. Therefore it is not expected that these gridcell-scale parameters will compare favorably

with the site-level data at the BAO site, further suggesting some tuning or calibration should be

done.

These resistances are exchange parameters which define the way in which the energy and

water balances at the surface behave, and determine the isotopic kinetic fractionation factor, yet

the theory behind them is not well-established [92, 84]. [89] showed that realistic errors in the

wind speed used to determine the aerodynamic resistances can lead to errors as large as 22% in

modeled surface fluxes. Additionally, the isotopic kinetic fractionation factor – and therefore the
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entire modeled water isotopic budget – depends critically on these ecosystem resistances. Therefore,

estimating these parameters is important to accurately model the transfer processes. Simulation

using calibrated parameters led to iCLM4 simulations which more closely match observations of

latent heat flux, sensible heat flux, soil temperature and moisture, the isotopic ratio of the ET flux

and soil water isotopic ratios as measured by the root-mean-squared error (RMSE). Therefore, this

parameter set provides an illustrative demonstration of the benefits of this calibration approach

but is by no means an exhaustive calibration of iCLM4.

4.2.3 ET partitioning

The portion of total ET which is attributable to transpiration, fT , is a quantity which

characterizes the hydrological and biogeochemical behaviors of an ecosystem, and the resistance

parameters selected here partly control the balance of two critical moisture fluxes, evaporation and

transpiration, in the model. Furthermore, the stable water isotopic approach to ET partitioning

has in recent years been made feasible by the advent of field deployable isotopic analyzers. Each

stable water isotopic species therefore yields an independent estimate of ET partitioning, which is

denoted by fT,18O or fT,D. Therefore, the effects of the calibration on the modeled seasonal average

transpiration fraction are analyzed. Here, a brief overview of the water isotopic method of ET

partitioning is given.

The isotope partitioning approach uses a two end-member (evaporation and transpiration)

mixing model, where R is the ratio of heavy to light isotope (18O/16O or 2H/1H) [140]:

fT,i =
RiET −RiE
RiT −RiE

(4.5)

In Equation 4.5, i refers to isotopic species, RiET is the isotopic ratio of the total ET flux, and RiE

and RiT are the isotopic ratios of the individual evaporation and transpiration streams, respectively.

These may be obtained directly from iCLM4 as model output [136], but in practice are rarely

measured directly and when they are measured, there is no agreed upon standardized method. It

is more illuminating, then, to use model output for water pool isotope ratios in conjunction with
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a common offline ET partitioning model. Model output is internally consistent, so if this offline

partitioning approach is robust, then using Equation 4.5 and model output as synthetic observations

to obtain estimates of RiE , RiT and RiET should yield results for fT,i which are in agreement with

the direct model partitioning, fT . The interested reader is referred to Chapter 3 for a detailed

account of the physical and isotopic parameterizations which lead to iCLM4’s estimates of RiE , RiT

and RiET .

4.2.3.1 ET partitioning using synthetic observations

In an offline setting, iCLM4 model output may be used as synthetic observations to obtain

isotopic partitioning estimates (fT,D and fT,18O) in a manner analogous to what would be done

in an field campaign. Using Equation 4.5, RiET is calculated directly from model output for the

ET flux and its isotope ratios (Section 3.2.2). This controls for a large portion of uncertainty

in the ET partitioning estimates [44]. It might be argued that this method will therefore yield

an unrealistically low uncertainty in estimates of isotope-based partitioning, but the focus of the

present work is to quantify the value of isotopic information, not to quantify uncertainty in RiET ,

which was solved by [44]. Indeed, as Section 4.3.2 will show, the isotope-based estimates of fT,i

derived in the present work fully account for uncertainty in RiET .

The isotope ratios of the evaporation and transpiration fluxes may be estimated following

equations from [24] as

RiE or T = αik

( 1
αi(Tsource)

Risourceqsat(Tsource)−Ricqc
qsat(Tsource)− qc

)
. (4.6)

In Equation 4.6, Tsource is the temperature of the surface for evaporation or the vegetation tempera-

ture for transpiration; αi is the temperature-dependent equilibrium fractionation factor [56]; Risource

is the isotope ratio of source water, surface water for evaporation or leaf water for transpiration;

qsat is the saturation vapor pressure at the temperature of the source water; qc is the canopy vapor

pressure; αik is the canopy-scale kinetic fractionation factor [36, 92, 84], which may be calculated

from iCLM4 output for the ecosystem resistance terms. For the BAO site, this net kinetic effect for
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surface evaporation is calculated from the leaf litter layer resistance (rlitter), the surface-to-canopy

aerodynamic resistance (r′aw), the canopy-to-above canopy aerodynamic resistance (raw), and their

respective kinetic fractionation factors (αik,litter, α
i
k,g, and αik,a) (Equation 4.7). For surface evap-

oration, these resistances are the most appropriate choice for the resistance-weighting method for

determining a net kinetic fractionation factor.

αik =
αik,litterrlitter + αik,gr

′
aw + αik,araw

rlitter + r′aw + raw
(4.7)

It should be noted that Equation 4.6 makes the common assumption that relative humidity

h ≈ qc/qsat(Tsource), whereas it is not necessarily true that the humidities of the source water and

canopy vapor are commensurate. It is also important to note that this experiment in using iCLM4

model output as synthetic observations to assess the fidelity with which Equations 4.5 and 4.6

leverage stable water isotopic ratios to partitioning ET also makes the common assumption that

evaporation of canopy-intercepted water plays a negligible role in total ET and the isotope ratios

of its component fluxes. Examining the validity of this assumption is beyond the scope of the

present work, because the focus here is on whether common field practices, when synthesized with

“perfect observations,” have the capacity to yield results which match the known partitioning fT ,

the directly modeled, isotope-independent partitioning. The validity of the assumption of negligible

canopy evaporation will be the subject of a follow-up study, however.

While numerical calculations are performed with isotope ratios, results are reported in the

standard “delta” notation. Delta values (in per mille, h) are calculated as

δi =

(
Ri

RSMOW
− 1

)
× 1000h (4.8)

where Ri is the sample molar ratio of abundances of the heavy isotope (H18
2 O or HDO) to the light

isotope (H16
2 O) and RSMOW is this ratio for standard mean ocean water. Deuterium excess, d, is

calculated as

d = δD − 8δ18O. (4.9)
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4.2.3.2 Model experimental design

In this study, we compare several estimates of transpiration fraction, in several model cali-

bration data scenarios. The focus of this study is to evaluate the additional constraint offered by

assimilating water isotopic information. Therefore, this study consists of a set of three experiments.

In the first, only latent heat flux, sensible heat flux, soil temperature and soil moisture data are

assimilated; no isotopic information is used in the calibration. This experiment is hereafter referred

to as “E1.” In the second experiment (E2), data from a single water isotopic species (HDO) is

introduced to the calibration. In the final experiment (E3), data from a second species (H18
2 O)

is also assimilated. The Kullback-Leibler (KL) divergence between two distributions P and Q is

defined to be

DKL(P‖Q) =
∑
i

pi log (pi/qi) (4.10)

with units of nats when using the natural logarithm [78].

In the context of KL divergence, let Πj
Ei

denote the joint posterior distribution of the model

parameters and fT for experiment E1, E2, or E3, where j ∈ 1, 2, . . . , 5 indexes the four model

parameters and fT . Also, let EkEi
denote the joint distribution of errors in the modeled calibration

data fields relative to the observations, where k ∈ 1, 2, . . . , 8 indexes the eight calibration data

fields, and i ∈ {1, 2, 3, control} denotes the calibration experiment or the control simulation. We

define the total KL divergence of the posterior model parameters and fT of experiment Ei2 from

Ei1 as

DKL

(
ΠEi1

‖ΠEi2

)
=
∑
j

DKL

(
Πj
Ei1
‖Πj

Ei2

)
, (4.11)

where i1, i2 ∈ {1, 2, 3}. This provides a metric to measure the relative entropy of the posterior

distributions of model parameters and fT between the calibration experiments performed here.

Similarly, the total KL divergence based on the distributions of errors in the modeled calibration

data fields of experiment Ei2 from Ei1 is defined as

DKL

(
EEi1
‖EEi2

)
=
∑
k

DKL

(
EkEi1
‖EkEi2

)
, (4.12)
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where i1, i2 ∈ {1, 2, 3, control}. While DKL

(
ΠEi1

‖ΠEi2

)
=
∑

j DKL

(
Πj
Ei1
‖Πj

Ei2

)
is a good met-

ric to quantify the constraint offered by the data on model parameters and quantities of interest,

DKL

(
EEi1
‖EEi2

)
serves to quantify the reduction in uncertainty of model output for the calibration

data fields, which is also desirable. The KL divergence was selected as the measure of information

content for the present work in light of its widespread use in previous studies of model intercompar-

isons [75, 121], model-data comparisons [14], and quantification of information content in models

and data [99, 137].

For a given set of calibration data, there are three model-derived estimates of transpiration

fraction: (1) directly modeled, non-isotopic transpiration fraction (fT ); (2) transpiration fraction

from Equation 4.5 using HDO (fT,D) and (3) H18
2 O (fT,18O). If the isotopic parameterizations in

iCLM4 and Section 4.2.3.1 were perfect, then fT = fT,D = fT,18O. It should be noted that iCLM4

model output is all internally consistent, so using iCLM4 output as synthetic observations, input

into the partitioning method of Section 4.2.3.1, is akin to having perfect observations. Furthermore,

in the model simulation, only fT is the “true” partitioning; all iCLM4 output is consistent with

this value, and if the method of Section 4.2.3.1 yields fT,i which do not match fT , the issue lies

in the simplifications in the isotopic parameterizations of Section 4.2.3.1, relative to those of [136].

The latter implements a more detailed accounting of isotopic processes because it is simpler to

account for these in a model than it is to measure their effects in the field. It is hypothesized that

the isotopic kinetic fractionation factor is the largest source of uncertainty in the isotope-based

partitioning method, and consequently that calibration of the ecosystem resistances will lead to

a more realistic simulation of isotope ratios of ecosystem water pools, which will in turn yield

isotope-based partitioning estimates which agree better with directly modeled partitioning.

4.2.4 Model performance and the need for a statistical approach

Figures 4.1 and 4.2 compare CLM4 output for latent heat flux, sensible heat flux, soil tem-

perature, soil moisture, water isotope ratios of ET flux and soil water isotope ratios to observational

data, averaged on a daily time scale. The gray shaded regions denote a ±1 observational uncer-
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tainty region around the observations. The model represents these physical processes qualitatively

well, as peaks and troughs in the data are present in the modeled values. Latent heat flux is sim-

ulated well in the control model set-up, with a mean bias of -2.00 W m−2. Soil water δ18O is also

simulated accurately, on average, with a mean bias of -0.439 h. However, the error histograms are

not all centered at zero, indicative of model bias, or structural errors (Figure 4.3). The distribution

of sensible heat flux errors is centered around 26.1 W m−2; soil temperature errors are centered at

a warm model bias of 2.10 K; and soil moisture errors are biased high by 0.0485 mm3 mm−3. Large

biases are present in the model output of the isotope ratios of ET flux and soil water isotope ratios,

with the exception of soil water δ18O. Isotope ratios of H18
2 O and HDO in ET flux are biased high

by 6.78 h and 61.0 h, respectively. In soil water, δD is biased slightly high, by 14.8 h. That the

model biases in soil water isotope ratios are much lower than the biases in the isotope ratios of ET

flux indicates that the isotopic processes responsible for transferring soil moisture to ET flux are

the cause of this discrepancy. It is unclear that these biases are attributable to model parameter

choice, or are an inherent limitation of iCLM4 that stems from the use of approximate equations,

thus motivating the need to account for these model biases. RMSE for the uncalibrated modeled

latent heat flux, sensible heat flux, soil temperature and soil moisture are 21.3 W m−2, 36.2 W

m−2, 2.94 K and 0.0745 mm3 mm−3, respectively. RMSE for the uncalibrated water isotopic ratios

of ET flux are 11.8 h for H18
2 O and 84.4 h for HDO, and RMSE for the uncalibrated isotopic

ratios of soil water are 5.11 h for H18
2 O and 33.1 h for HDO.

4.3 Calibration framework

4.3.1 Model calibration

Within a statistical framework, the iCLM4 model output is related to various types of obser-

vational data. Using a Bayesian approach, prior distributions on the model parameters are joined

with the iCLM4 solution and assimilated field data, leading to posterior distributions that repre-

sent uncertainty in the parameters. The calibration algorithm proceeds by seeking to maximize
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Figure 4.1: Uncalibrated model results, compared to observational data. Time series of (a) latent
heat flux, (b) sensible heat flux, (c, d) soil temperature, and (e, f) soil moisture. The gray shaded
region denotes ±1 observational uncertainty around the observations.

Figure 4.2: Uncalibrated model results, compared to observational data. Time series of (a) δ18O
of ET flux, (b) δD of ET flux, (c) δ18O of soil water, and (d) δD of soil water. In (a) and (b), the
gray shaded region denotes ±1 observational uncertainty around the observations. In (c) and (d),
the observed isotope ratios are plotted as dots superimposed on the contours, with commensurate
color scheme.

the likelihood that the model simulation results match the observational data in light of the model

biases and other errors.



87

Figure 4.3: Histograms of errors in uncalibrated model results relative to observational data. (a)
latent heat flux, (b) sensible heat flux, (c) soil temperature, (d) soil moisture, (e) δ18O of ET flux,
(f) δD of ET flux, (g) δ18O of soil water, and (h) δD of soil water.

Let η(t, θ) refer to the vector of model output for the calibration fields (latent heat flux,

sensible heat flux, soil temperature and moisture, isotope ratios of ET flux and isotope ratios

of soil water) at calibration parameter values θ = (fg, fs, fa, fb)
T on day t and let y(t) be the

corresponding observations of these fields. In preliminary experiments, the biases in the modeled

calibration fields were treated as calibration hyperparameters in the same manner as the resistance

parameters [55]. It was determined that this was not necessary, so the biases were treated as

structural errors, thereby reducing the size of the parameter-space the calibration approach must

explore. Denote the optimal, unknown, model parameters by θ∗ and let α∗ be the additive model

bias which optimizes the match between modeled and observed fluxes and soil temperature. The

statistical model is

y(t) = η(t, θ∗) + ε(t). (4.13)

It is simple to generalize (4.13) to include additive and multiplicative bias terms as well, and in

Chapter 2 of the present work, the success and importance of the additive bias (structural error)

term was demonstrated. Based on exploratory analyses, however, such flexibility is neither required

nor considered in the present application.

It is convenient to think of ζ(t) = η(t, θ∗) as representing the physical process the model η
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seeks to capture. In (4.13), ε(t) ∈ R3 accounts for model and observational errors and is modeled

as a multivariate mean zero Gaussian process that is independent between components and across

time points. Denote by Σ the covariance matrix of ε(t). It is assumed Σ = diag(σ21, σ
2
2, σ

2
3), where

σk is the empirical standard deviation of the set of observations of field k, k = LE, H, Tsoi, θsoi,

δ18OET , δDET , δ18Osoi and δDsoi for latent heat flux, sensible heat flux, soil temperature, soil

moisture, isotope ratios of ET flux and isotope ratios of soil water, respectively. The specific form

of Σ is addressed in Section 4.3.2.

The likelihood function L(y|θ) of y = (y(1), . . . , y(1218))T (where there are 1218 days of

data) is then a product of univariate normal likelihoods. Given a joint prior distribution π(θ) on

the calibration parameters and biases, the joint posterior probability is

π(θ|y) ∝ L(y|θ)π(θ). (4.14)

This posterior density contains all uncertainty information regarding the model parameters, and op-

timal values can be derived directly from the posterior (e.g., a posterior median minimizes absolute

Bayes loss).

Prior distributions are required for the model parameters and bias parameters, and are as-

sumed to be independent between parameters. Each individual component of θ is given a uniform

prior with bounds [1/100, 100]. These hyperparameters are chosen to allow two orders of magnitude

deviation above or below the control model behavior and prevent non-physical negative parameter

values.

A Markov chain of draws from the joint posterior distribution of θ (Equation 4.14) is con-

structed using the Metropolis-Hastings algorithm [95, 53]. This approach follows the detailed

outline presented by [55] for model calibration, and a brief overview of the algorithm is given here.

(1) Initial values for the Monte Carlo iteration are selected (θ0).

(2) The Metropolis-Hastings algorithm (below) is iterated for j = 2, . . . , N :

(a) θnew is drawn from a normal distribution with mean θj−1 and variance s2θ.
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(b) The posterior probability of these new iterates, π(θnew|y), is calculated according to

Equation 4.14.

(c) The acceptance probability, p, is calculated as p = min

(
1,

π(θj |y)

π(θnew|y)

)
.

(d) Select the next MCMC iterate:

θj+1 =


θnew, with probability p

θj , with probability 1− p
(4.15)

The proposal density variances are initialized at s2θ = 1. After 500 iterations, the adaptive Metropo-

lis algorithm described by [49] is implemented. The covariance matrix used to propose new cali-

bration parameters is the covariance matrix of the previous iterates, scaled by sd = 2.38/
√
N to

optimally explore the parameter-space, where N = 4 is the dimension of the parameter-space [40].

The above Markov chain model generates samples from the posterior distribution of model

parameters θ. Model parameters are initialized are θ0 = 1, representing an a priori belief that

the model’s default behavior is correct. Initial testing showed little deterioration in convergence

performance (speed or quality) when these initial values were used, as opposed to dispersed initial

conditions or those highlighted by a preliminary Latin hypercube analysis. Furthermore, conver-

gence implies that the convergent Markov chain behavior is independent of their initial conditions.

Three parallel runs of the adaptive Metropolis-Hastings algorithm outlined above are each iterated

15,000 times. The first half of each run is discarded for burn-in and the remaining values are used

for analysis. No thinning is done [86].

4.3.2 Error Covariance

Following [72], four distinct error terms compose the total uncertainty: σ2k = σ2str,k + σ2par,k +

σ2obs,k + σ2rep,k. Each of these component uncertainties is described below.

Structural uncertainty (σstr,k) is the inherent disagreement between any physical model and

the process it seeks to model, due to the use of approximate equations of nature. We formally define

this as the difference between the model response at the true values of the calibration parameters
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and the mean of the physical process being modeled [72]. For each of the calibration data fields,

σstr,k is taken as the seasonal means (DJF, MAM, JJA, and SON) of the uncalibrated errors in

each field (Figures 4.1 and 4.2).

Observational uncertainty (σobs,k) is error due to imperfect measurement systems. The values

used are σobs,LE = 22 W m−2 and σobs,H = 15 W m−2 [126]; σobs,Tsoi = 1.5 K and σobs,Wsoi
= 0.041

mm3mm−3 (supplied by manufacturer); σobs,δ18Osoi
= 0.1h and σobs,δDsoi

= 0.5h [48]; σobs,δ18OET

and σobs,δ18OET
are calculated following the methods of [44], in which we incorporate both ob-

servational and representation uncertainty into the uncertainty estimate (described below). Eddy

covariance methods rely on measurements of wind speed, temperature and humidity originating

from a MEF tower observatory, which represents the entire tower footprint. Thus, defining the spa-

tial scale of interest to be that represented by eddy covariance fluxes, σobs,H and σobs,LE incorporate

representation uncertainty as well.

Representation uncertainty (σrep,k) results from heterogeneity in the site or region selected

to model. Based on the estimates of sub-grid scale variability in surface temperature found from

high-resolution modeling, we set the representation uncertainty for the top soil layer temperature

at σrep,Tsoi = 2 K [33]. Variability in measured soil moisture between two soil pits dug on opposite

sides of the BAO site yield σrep,Wsoi = 0.0824 mm3mm−3. Based on variability in long-term averages

of samples of precipitation collected at a network of middle schools throughout the Colorado Front

Range region (representing an area approximately the same size as the BAO footprint in CLM4),

σrep,δ18Osoi
= 0.43h and σrep,δDsoi

= 2.70h [68]. σrep,LE and σrep,H are incorporated into σobs,LE

and σobs,H .

Similarly, it is reasonable to expect the representation uncertainty in Keeling plot-derived

estimates of δET to be incorporated into the observational uncertainty. However, this is only a

valid assumption for the upper-most inlet on the tower observatory. The representation uncertainty

in isotope ratios measured at or near the surface is much larger, and is estimated to be equal to

σrep,δ18Osoi
and σrep,δDsoi

. The uncertainty associated with the water vapor isotopic ratios at a given

inlet height is estimated by fitting for each isotopic species i an exponentially decreasing function
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of the form

σvap,i(h) = Ai +Bi e
−h/hmax (4.16)

where Ai and Bi are parameters determined by forcing this function to fit the requirements

σvap,18O(0) = 0.43h and σvap,D(0) = 2.70h, and σvap,i(hmax) = 0, where hmax is the height of the

uppermost inlet. We add to this representation uncertainty the observational uncertainty (accuracy

and precision) associated with each vapor isotopic measurement. The later is estimated from [132]

(c.f., their Table 6), who made repeated measurements of known standard samples on two different

Picarro L2120-i machines: accuracies are 0.075h and 0.550h for δ18O and HDO, respectively, and

precisions are 0.04h and 0.40h for δ18O and HDO, respectively. The total uncertainty at any given

inlet, which is factored into the calculations from [44] to determine the observational and represen-

tation uncertainty associated with δ18OET and δDET , is then
√
σvap,i(h)2 + σ2accuracy,i + σ2precision,i.

Parametric uncertainty (σpar,k) results from uncertainty in model parameters. While the

purpose of this assimilation calculation is to reduce parametric uncertainty (that associated with

the ecosystem resistance terms), iCLM4 has many other parameters which attempt to best represent

the physical attributes and ecosystem behavior of the observation site. Among these parameters

are surface albedo, leaf area index (LAI), soil texture (percentage of soil which is sand, silt or

clay), percentages of the vegetation which is bare soil, trees, grass or shrubs, the strength of the

isotopic kinetic fractionation factors, and the B exponent from [22] which is a sensitive quantity

in the parameterization of hydraulic conductivity [103, 57]. Following [25], a sensitivity analysis is

performed to inform an estimate of parametric error. First, a series of 15 model simulations are

produced: (1) a control run; (2-3) ±20% sand fraction, in estimating soil hydraulic conductivity; (4-

5) ±20% LAI; (6-7) ±20% albedo; (8-11) +20% bare soil, trees, grass, shrubs, individually; (12-13)

±20% Clapp and Hornberger B; (14) no isotopic kinetic separation; and (15) +20% in the strength

of all isotopic kinetic fractionation factors. For each simulation, the RMS deviations between the

control modeled and the experiment modeled calibration data fields are calculated. For each of these

fields, the parametric uncertainty of the quantity in question is estimated as the Euclidean distance
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of the 14-dimensional RMS deviation point from the sensitivity tests to the origin. These result in

parametric uncertainty estimates of σpar,LE = 5.60 W m−2, σpar,H = 7.74 W m−2, σpar,Tsoi = 0.56

K, σpar,Wsoi = 0.039 mm3mm−3, σpar,δ18OET
= 3.54h, σpar,δDET

= 8.01h, σpar,δ18Osoi
= 1.52h,

and σpar,δDsoi
= 4.34h. These estimates are the maximum deviation considering fairly large (20%)

perturbations on each parameter. Thus, the true uncertainty due to these parameters is likely

lower than these estimates. Conversely, uncertainty due to feedbacks when multiple parameters

are perturbed simulataneously and uncertainty due to parameters not considered here conspire to

increase the parametric uncertainty beyond this estimate. While iCLM4 has other parameters and

parameterizations which would need to be accounted for to fully quantify parametric uncertainty,

these experiments provide a sufficient estimate of σpar,k. Furthermore, the contribution of σobs,k to

σk is much larger than any reasonable estimate of σpar,k.

The experiments presented here incorporate the full uncertainty accounting outlined above,

thus the entries of the error covariance matrix Σ are given by σ2obs,k + σ2rep,k + σ2str,k + σ2par,k.

4.4 Results

4.4.1 Posterior inference

The calibration yields well-constrained posterior estimates of the model parameters, as well

as site growing season-average transpiration fraction, fT , for the four years of data assimilated (Fig-

ures 4.4 and 4.5). The 95% credible intervals and posterior medians of the constrained distributions

are given in Table 4.1. The uncalibrated modeled average transpiration fraction is given by the

vertical red line in Figure 4.5. All three experiments find that the modeled site-average fT is too

low (61%) when uninformed by observational data. That the a priori (uncalibrated) estimate of fT

does not fall within the 95% credible interval in any of the experiments presented here highlights

the need for statistical calibration, regardless of whether stable water isotopic information is consid-

ered. When only HDO data is assimilated (E2), there is agreement between the posterior parameter

and fT estimates and the posterior estimates from the isotope-independent experiment (E1), but
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the posterior widths are slightly narrower (Table 4.1). This is consistent with our hypothesis that

assimilation of data from one isotopic species is feasible, and provides additional constraint.

The distribution of posterior fT estimates using data from two isotopic species (E3) is wider

than from a single isotopic species (E2), and the model parameters suggested by integrating two

isotopic data sets are somewhat different from integrating only one species (Figures 4.4 and 4.5). In

particular, the leaf boundary layer resistance must be much larger (∼ 13.5×) the control modeled

value, in order to match two isotopic data sets. This indicates that two isotopic data sets were nec-

essary to better inform the estimate of isotopic kinetic effect. Namely, that the leaf boundary layer

resistance must be stronger suggests a stronger isotopic kinetic effect through the leaf boundary

layer is required to match both isotopic species’ data sets.

The bimodel nature of the E3 posterior estimates of fa, the canopy-to-GCM air space aero-

dynamic resistance parameter, best illustrates the difficulty in assimilating data concerning two

isotopic species (Figure 4.4j), although the surface-to-canopy air space aerodynamic resistance also

displays this bimodal behavior (Figure 4.4). The primary mode at fa ≈ 0.5 is consistent with the

E1 and E2 posterior modes for fa. This indicates that fa ≈ 0.5 is consistent with the isotope-

independent data and the HDO data used for calibration. When H18
2 O is incorporated, a second

mode emerges at fa ≈ 0.6. The precise treatment of the isotopic kinetic effects within iCLM4 is

likely the source for this bimodal behavior. These experiments highlight the difficulty in lever-

aging observations of multiple isotopic species in a practical setting. Despite this difficulty, it is

the distribution of transpiration fraction which is of interest, and these distributions are unimodal

(Figure 4.5), suggesting that the bimodality of the resistance parameters when two isotopic species

are used in the calibration data is not necessarily a practical concern.

In experiment E3, the parameters for stomatal resistance and leaf boundary layer resistance

were strongly negatively correlated (r = −0.92, p < 10−5, Figure 4.6h). This negative correlation is

expected from the physical interpretation of these parameters. If total transpiration is fixed, then

the net ecosystem conductance through vegetation must also be fixed. This net conductance is

the sum of the stomatal and leaf boundary layer components, so if the stomatal conductance were
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Figure 4.4: Posterior histograms of the calibrated model parameters. Top row (a-d): results for
E1; middle row (e-h): results for E2; bottom row (i-l): results for E3.

Table 4.1: 95% Credible Intervals

E1 E2 E3
P2.5 Median P97.5 P2.5 Median P97.5 P2.5 Median P97.5

fg 0.45 0.50 0.55 0.46 0.51 0.56 0.36 0.42 0.45
fa 0.43 0.48 0.53 0.46 0.50 0.54 0.50 0.55 0.65
fb 2.83 3.74 5.64 3.21 4.17 5.74 11.26 13.55 20.06
fs 0.50 0.54 0.58 0.54 0.57 0.61 0.49 0.59 0.63
fT 69.1 69.7 70.3% 68.7 69.2 69.8% 65.4 66.3 67.0%

to decrease, for example, then the leaf boundary layer conductance must show a corresponding

increase. The transpiration flux is indeed well known because total ET is constrained through the

assimilation of observations of latent heat flux, and the transpiration fraction is well constrained

(Figure 4.5). No other significant correlations among the parameters and fT , for any of the three

experiments, were present. It is important to note that this correlation only emerged when both

HDO and H18
2 O data were assimilated in the calibration, which suggests the intuitive physical re-

lationship between fs and fb can only be resolved by two water isotopic data sets. That the leaf
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Figure 4.5: Posterior histograms of the calibrated modeled growing season average transpiration
fraction, fT , results for (a) E1; (b) E2; and (c) E3. The red vertical line indicates the a priori
(uncalibrated) fT .

boundary layer resistance in experiment E3 is altered by a factor of 3× the calibration param-

eter values from E1 and E2, and yet the modeled posterior median fT changes by less than 1%

demonstrates the relatively weak influence of the leaf boundary layer resistance on ET partitioning,

compared to the stomatal resistance and aerodynamic resistances. The reader is cautioned that

these results are derived from a semiarid grassland site, with a canopy height of roughly 0.5 m

and dominantly scrubgrass vegetation, and should not be taken as representative of the global land

surface.

4.4.2 Isotope-based ET partitioning using synthetic observations

A posterior ensemble of model realizations was generated by drawing 100 random samples

from the posterior estimates of the resistance parameters. 100 posterior samples were drawn for each

of E1, E2 and E3 yielding 300 simulations total (Figure 4.4). Using the methods of Section 4.2.3.1

and output from these model ensembles as synthetic observations, modeled isotope-based estimates
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Figure 4.6: Pairwise posterior estimates between calibration parameters and transpiration fraction.
These two-dimensional Gaussian kernel density estimates were generated using the results from the
E1 (red contours), E2 (teal contours) and E3 (blue contours) simulations.

of ET partitioning, fT,D and fT,18O were calculated and compared to directly modeled (isotope-

independent) partitioning, fT .

The time series of isotopically-derived partitioning displays a high bias relative to the true,

directly modeled partitioning (Figure 4.7). In Figure 4.7, the blue, red and black time series’ are

composed of each of the 100 ensemble members’ transpiration fractions, derived from δ18O, δD and

directly modeled fluxes, respectively, giving rise to a range of credible partitioning realizations. The

gray shaded regions indicate growing seasons (May–October). The superimposed scatter points for
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fT,18O and fT,D were calculated directly from observational data from the BAO site [69]. Generally,

the two isotope-based partitioning estimates agree well, although when disagreement exists fT,D is

biased high relative to fT,18O (Figure 4.7c). This trend is reflected in the isotopic observations-based

partitioning at some points during the 2012 and 2014 growing seasons, but the observations more

generally reflect the opposite bias as is seen in the modeled isotope ratio-based partitioning. During

the growing seasons, the modeled isotope-based estimates for fT,18O and fT,D were frequently found

to be outside of the 0–1 range, which is seen in Figure 4.7 as gaps in the time series lines. This

affects fT,18O more than fT,D, suggesting poor knowledge of the net isotopic kinetic effect is to

blame, because as a heavier isotope, H18
2 O is more affected by kinetic fractionation than HDO.

When the modeled fT,18O and fT,D were inside the 0–1 range, the observation-based estimates of

fT,18O were frequently biased high and the observation-based estimates of fT,D were often biased

low relative to the modeled values. In the 2013 growing season, however, the observations-based

estimates of fT,18O were in rough agreement with the modeled values for fT,D (the modeled fT,18O

was outside of the 0−1 range for most of the 2013 growing season). While the two modeled isotope-

based partitioning estimates often are in agreement with each other and with the observation-based

isotopic partitioning estimates, they generally agree poorly with directly modeled partitioning.

The isotope-based partitioning has a high bias, which is most notable during winter, and

suppressed during growing seasons. For the entire period for which BAO observational data are

available, the mean bias in fT,18O and fT,D is 0.22–0.24 (in units of fT , 0–1, Table 4.2). When

only growing season data are considered, and the confounding effects of the 2013 flooding event are

removed, this mean ensemble bias is reduced to 0.07–0.12 for fT,18O and 0.04–0.07 for fT,D. That

the 2013 high bias begins coincident with the flooding event (September 2013) demonstrates that

there are physical processes which were modeled as a result of the flood which are not accounted

for in this isotope-based partitioning method. It is also striking that the biases in isotope-based

partitioning increase as isotopic data are assimilated in the calibrated (E2 versus E1, and E3 versus

E2, Table 4.2). This suggests that while the calibration improved the model representation of the

surface fluxes and state variables, the isotope-based partitioning method relies on physical processes
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which were either not considered or not improved.

Figure 4.7: Time series of model-based partitioning: true, directly modeled (fT , black); from δ18O
(fT,18O, red); from δD (fT,D, blue). The gray shaded regions indicate growing seasons (May–
October). Gaps in the isotope-based partitioning correspond to periods when the calculation (Sec-
tion 4.2.3.1) yielded values for fT,i outside of the 0–1 range.

4.4.3 Information content

The Kullback-Leibler (KL) divergence of the posterior distribution of model parameters and

fT from E2 from that of E1 was DKL (ΠE2‖ΠE1) = 3.04 nats, and the KL divergence of E3 from
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Table 4.2: Isotope-based partitioning biases

18O D

all growing season
growing season

(no 2013) all growing season
growing season

(no 2013)

E1 0.229 0.113 0.073 0.229 0.084 0.046
E2 0.234 0.116 0.074 0.234 0.086 0.047
E3 0.236 0.173 0.113 0.223 0.103 0.065

E2 was DKL (ΠE3‖ΠE2) = 1.79 nats (c.f., Equation 4.11). Thus, the marginal gain in information

concent by incorporating a second isotopic species into the calibration data set (E3) is less (by a

factor of 0.59) than the information gained by incorporating data from a single isotopic species

(E2). This reduction in the efficacy of isotopic information suggests that when a second isotopic

species is assimilated (E3), the difficulty in properly modeling the isotopic kinetic effect leads to

difficulty in simulataneously simulating both isotope ratios accurately.

Error histograms were produced for the three ensembles of calibrated simulations, analogous

to the control (uncalibrated) simulation, and all four sets of error histograms were normalized

to sum to one across all bins, yielding probability distributions (Figures 4.8 and 4.9). The KL

divergences between the control and ensembles, and among the ensembles, was calculated as the

sum of the individual relative entropies between all eight calibration data field error distributions

(c.f., Equation 4.12). DKL (EE1‖Econtrol) = 1.26 nats, indicating a baseline gain in information

content through incorporating the non-isotopic data fields into the calibration data set. If a surface

flux-state variable pair is considered as one constraint, then 1.26 nats is the value of two con-

straints ((a) latent heat flux and soil moisture, and (b) sensible heat flux and soil temperature).

When the surface flux-state variable pair δDET and δDsoi is incorporated into the calibration data

(E2), the KL divergence from the non-isotopic data set (E1) is DKL (EE2‖EE1) = 0.177 nats. Ac-

cording to the baseline calcuation (DKL (EE1‖Econtrol) = 1.26 nats), one constraint should contain

approximately 0.63 nats of information, so the HDO data added significantly less than a full con-

straint of information. When both HDO and H18
2 O isotope ratios of ET flux and soil water are

added to the calibration, however, the information added relative to the non-isotopic data set is
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DKL (EE3‖EE1) = 0.626 nats. Thus, calibration data from one isotopic species provides minimal

additional information, as was noted from little change in the distributions of errors in the calibra-

tion data fields and posterior model parameter estimates, whereas including two isotopic species

provides considerably more information, adding up to one full constraint.

Figure 4.8: Distributions of errors in calibration data fields between the control simulation (black
shading) and the E1 calibrated ensemble (green shading).

Figure 4.9: Distributions of errors in calibration data fields between the E1 calibrated ensemble
(green shading) and the E3 calibrated ensemble (red shading). Brown shading indicates overlap
between the two distributions.

4.5 Summary and conclusions

We have developed and implemented a Bayesian approach for the calibration of land surface

model parameters. The calibration scheme has been applied to an isotopically-enabled land surface



101

model (iCLM4), using data sets for calibration consisting of no isotopic information (E1), isotopic

information concerning one isotopic species (E2) and two isotopic species (E3). This calculation

was undertaken with the goal of quantifying (1) the benefits of adding observations of one isotopic

species to the calibration data set, and (2) the benefits of adding a second isotopic species to the

data set. The approach focused on the goal of improving the model representation of the isotopic

kinetic fractionation effect, and ultimately improving isotope-based estimates of the transpiration

fraction, and therefore emphasized calibration of aerodynamic and vegetation resistances for heat

and moisture which control the exchange between soils, leaves and the overlying atmosphere. These

goals were made possible only by integrating a statistical calibration scheme (Section 4.3.1) with

an isotopically-enabled land surface model (Section 4.2.2). This is because in this model experi-

mental setting, a directly modeled transpiration fraction, fT , serves as the true ET partitioning,

and directly modeled isotope ratios and environmental conditions (e.g., vegetation temperature)

serve as synthetic observations. All direct model output is internaly consistent within the iCLM4

model framework, therefore any discrepancies between the isotope-based partitioning (fT,i) and the

isotope-independent, direct model partitioning (fT ) are due to simplifications made in the offline

isotope-based partitioning method, commonly used in field campaigns (Section 4.2.3.1). We have

demonstrated the ability of this calibration approach to constrain the posterior distributions of

aerodynamic and vegetation resistance parameters in iCLM4, and shown that the incorporation

of water isotopic data into the calibration data set yields significant improvement in the modeled

isotope-based partitioning, particularly in summer months.

The experiments presented here found that implementing the calibration procedure actually

increased the magnitude of the bias in isotope-based partitioning by incorporating observational

data from a single isotopic species (E1 versus E2 and E3, Table 4.2). By separating the errors in

fT,i into a growing season component (May through October), it was found that growing season

biases in isotope-based partitioning (< 12%) are much lower than winter biases (> 20%). That

iCLM4 has difficulty partitioning fluxes and modeling winter freezing and snow pack is consistent

with results from both [82] and Section 2.4.2 of the present work, modeling snow cover fraction in
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native CLM4, as well as previous work partitioning fluxes over snow pack [101]. Possible avenues

to fix this issue include incorporation of snow depth or cover fraction data into the calibration data

set, or explicit assimilation (as in Section 3.3). The match seen in Figure 4.7 and biases in Table 4.2

indicate that isotope-based ET partitioning estimates from May through mid-October may yield

partitioning estimates consistent with isotope-independent approaches for a growing season average

value, but will not provide robust estimates of partitioning on shorter time scales. When the model

was informed by all calibration data, including water isotopic data, the partitioning based directly

on water isotopic observations was in agreement with the modeled isotope-based partitioning, but

both were biased higher than the directly modeled partitioning (Figure 4.7c). This high bias in the

isotope-based estimates is consistent with a recent meta-analysis by [115], who found that isotopic

approaches for ET partitioning generally displayed a high bias relative to ET partitioning estimates

based on both isotope-independent models and observations.

This directly modeled partitioning the the best estimate for fT at the BAO site, so these

biases in the modeled and observed isotope-based partitioning both strongly suggest a bias is

present in the water isotope ratio-based method for ET partitioning (Section 4.2.3.1). The isotope-

independent model-based estimate of fT (65.4 − 67.0%, Table 4.1) is close to the estimate of

fT,18O = 68 − 78% obtained by [35], who used an observational isotopic approach analogous to

the one of Section 4.2.3.1 to partition ET for a shortgrass steppe region of northeastern Colorado,

USA. That these authors’ isotope-based estimate is in good agreement with our modeled isotope-

based estimates for similar ecosystem sites is of no surprise (accounting for the 7− 11% high bias

in fT,18O (Table 4.2). This bias may be overcome by one or more of the following: (1) include

evaporation of canopy-intercepted water as a third ET stream in addition to surface evaporation

and vegetation transpiration in the isotopic partitioning model of Equation 4.5 [140]; (2) choose

a net ecosystem kinetic fractionation factor to bring estimates of fT,18O and fT,D into agreement

(possibly through use of the statistical calibration techniques implemented here); or (3) explicitly

calibrate to minimize the mismatch between fT,18O and fT,D, or between each of fT,18O and fT,D,

and fT .
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The posterior distributions of the aerodynamic and vegetation resistance calibration param-

eters were not centered at one, implying model tuning should be performed for iCLM4 to best

match observations of surface fluxes, soil temperature and moisture, and isotope ratios of ET flux

and soil water. When a single isotopic species was introduced to the calibration data set, the pos-

terior distributions of model parameters became better constrained (95% credible intervals were

narrower, Figure 4.4, E2 versus E1). When a second isotopic species was introduced, however,

some of the distributions became bimodal, and others more poorly constrained (Figure 4.4i, j, k

and Figure 4.5c). Furthermore, the estimates of ET partitioning based on isotope ratios δ18O dis-

played worse biases when δ18O was included in the calibration data set than when only δD was used

for calibration (Table 4.2, E3 versus E2). These discrepancies are attributable to one or more of:

(1) the model representation of the isotopic kinetic effect is confounding the efficacy of including a

second isotopic species in the calibration data set; (2) observations of δ18O and δD simultaneously

are too uncertain to yield significant benefits in the calibration procedure (it may be possible to

match observations of one, but not both); or (3) the formulation of the net ecosystem kinetic effect

used in the offline partitioning approach is in error. The kinetic effect from (3) is parameterized in a

resistance-weighting scheme from [84], and is analogous to the manner in which iCLM4 implements

each individual kinetic fractionation factor (Section 3.2.2). An a posteriori sensitivity test was

conducted, in which the strength of this ecosystem-scale kinetic effect was varied across a range of

reasonable values (±20%). This yielded only minor improvements. Thus, the cause of these issues

is unlikely to be the canopy-scale isotopic kinetic fractionation factor (3).

The information content of the two isotopic sets of data was shown to be about half of

the information content of the two non-isotopic data sets: DKL (EE3‖EE1) = 0.626 nats, versus

DKL (EE1‖Econtrol) = 1.26 nats. This was found by analyzing the distributions of errors in the

calibration data fields. The additional constraint on the posterior distributions of model parameters

and growing season average transpiration fraction when data from one species (HDO) was found

to be DKL (ΠE2‖ΠE1) = 3.04 nats. When a second species was introduced, the marginal gain in

information content was DKL (ΠE3‖ΠE2) = 1.79 nats. Thus, there is a decrease in the marginal
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benefits to additional isotopic information. Despite this decrease, we have established that the two

isotopic data sets, when assimilated simulataneously with the two contraints of the non-isotopic

data sets, provide a full additional constraint.

Perhaps the most striking result was that in the control model set-up, only one day (out of

1218) of model output yielded an isotope-based estimate of transpiration fraction which was in the

physically meaningful 0–1 range. This highlights that calibration of a physical model is a need,

not a luxury. No model is perfect, and iCLM4 is no exception. Even the non-isotopic statistical

calibration experiment conducted here (E1) was sufficient to yield a more realistic distribution

of isotope-based partitioning realizations (Figure 4.7 and Table 4.2). These results suggest that

without any effort put into ensuring a physical model is an accurate representation of the system

or site it is meant to simulate, the output from this model is highly questionable, and perhaps

even outright unphysical, as seen in the present case. With the calibrated model ensembles, how-

ever, a needed evaluation of the fidelity with which stable water isotope ratios may be used to

partition total ET into evaporation and transpiration components was possible. When flux and

state variable observational data, including water isotopic data, were assimilated in the calibration

framework described here, this evaluation concluded that the isotope-based partitioning displays

poor agreement during winter months and a high bias of 4− 12% during the growing season.



Chapter 5

Summary and Conclusions

This work was conducted with several goals:

Goal 1: to develop a model experimental framework to establish the fidelity with which stable water

isotope ratios may be leveraged to obtain evapotranspiration (ET) partitioning estimates;

Goal 2: to incorporate into this modeling framework a statistical calibration scheme, in which

observational data is synthesized with model output to within the uncertainty in each,

thereby improving model performance; and

Goal 3: to quantify the benefits of stable water isotopic information within this statistical calibra-

tion scheme, which accounts for numerous sources of uncertainty in model and data.

5.1 Goal 1: A stable water isotopic model experimental framework

Goal 1 was accomplished in Chapter 3, in which a stable water isotopic modeling framework,

iCLM4, was developed, implemented, and validated against measurements of isotope ratios in vapor,

vegetation and soil water. The sensitivity of the coupled iCESM model (iCLM4+iCAM5+iRTM)

to various parameterizations for the fractionating effects of evapotranspiration has been analyzed.

In Chapter 3, among experiments EC, ES and ELI, it is found that the net isotopic kinetic

fractionating effect of evapotranspiration can be tuned to improve agreement between the modeled

and observed isotope ratios of river outflow, precipitation and vegetation water, but a more detailed

and general treatment of the controls on the isotopic kinetic fractionation factor is needed. The
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network of aerodynamic resistances controls this isotopic separation, as well as general circulation

of moisture and heat throughout the ecosystem, and thus is a natural choice for the parameters of

interest in the calibration experiment conducted in Chapter 2 [84]. The E00 experiment provided

the key result that failure to account for the water isotopic physics in the land surface component

of a global climate model (iCESM) leads to poor agreement with all observational data considered

here on a global scale (isotope ratios in precipitation, river outflow and vegetation) [60, 62, 61].

The site-level experiments from the Manitou Experimental Forest (MEF) and Boulder At-

mospheric Observatory (BAO) provided the essential result that CLM4 does not inject infiltrated

soil water deeply enough into the soil column, suggesting too weak of hydrological connectivity

[43]. The soil moisture data assimilation experiment, conducted using the high quality and high

temporal resolution data from the BAO site, showed that the modeled soil water isotope ratios are

improved when the bulk soil water representation is improved. The improvement in modeled soil

water isotope ratios resulted from completely isotope-independent data being assimilated. Thus,

errors in the native (non-isotopic) CLM4 soil hydrology lead to errors in the soil water isotope

ratios. These, in turn, lead to errors in ET flux and its isotope ratios, which when coupled to

isotope-enabled GCM will leak errors into other parts of the global water cycle. Indeed, soil hydro-

logical errors are likely at least partially responsible for the persistant biases in the coupled iCESM

model with respect to global databases of isotope ratios in precipitation (GNIP, [60]) and river

outflow (GNIR, [62]).

5.2 Goal 2: Statistical model calibration

Chapter 2 outlined and implemented a Bayesian approach for the calibration of land surface

model parameters. This calculation demonstrated that the challenges posed by having only data

with large total errors and models with large intrinsic biases may be overcome by adequately

accounting for all error sources and biases, within the calibration framework. The approach focused

on the goal of improving estimates of the transpiration fraction and therefore emphasized calibration

of aerodynamic and vegetation resistances for heat and moisture which control the exchange between



107

soils, leaves and the overlying atmosphere. We have demonstrated the ability of this calibration

approach to constrain the posterior distributions of these ecosystem resistance parameters in CLM4.

The advantages of this method include (1) quantification of uncertainty in model structure, model

parameters and model output (Tables 2.1 and 2.2) and (2) calibrating model parameters such that

model output agrees with observational data to within the errors inherent in both the model and

observations. In this way, Goal 2 was completed. Furthermore, the posterior distributions for

the multiplicative calibration parameters were not all centered at zero; many of the 95% credible

intervals for these parameters do not even contain zero. Thus, this experiment demonstrated that

while “out-of-the-box” model output may be reasonable, it may also not be credible, highlighting

the need for model calibration.

The poor performance of experiment E1 (not accounting for model biases/structural uncer-

tainty) provided the essential result that failing to account for all sources of model and observational

uncertainty (in particular, failing to satisfy the assumption of normally distributed errors with mean

zero) is detrimental to assimilation techniques [55]. In the application of Chapter 2, it is clear that

accounting for structural uncertainty resulted in the most dramatic improvement in the match

between model output and observations; model biases must not be neglected.

The experiments presented in Chapter 2 found that implementing the calibration procedure

reduced RMSE for all three sets of observational data. While the calibration improved model

performance for latent and sensible heat fluxes and top soil layer temperature, model performance

for soil moisture deteriorated only for the early season snow melt (DOY 125-155). E2 and E3

improved the match between modeled top soil layer temperature and observations, which required

raising the temperature by several degrees. This, in turn, likely caused the precipitation which

would have formed this snow pack to fall as rain instead of snow. Additionally, this difficulty in

simulating the snow pack at MEF is consistent with the results of CLM4 experiments conducted

by [82] (cf. Figures 2 and 6), whose global experiments found that CLM4 underestimated snow

cover fraction relative to observations in central USA. Consistent with the results of the BAO

soil moisture assimilation experiment from Chapter 3, calibration of the early season snow pack
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sublimation and melting, or assimilation of soil moisture data are potential avenues to fix this issue.

The need for additional data was further highlighted by the slightly bimodal posterior distribution

of the stomatal resistance parameter, fs. Incorporating soil moisture or water isotopic data into

the calibration data set both offer promise for distinguishing between the primary and secondary

modes of fs, and further constraining this parameter.

5.3 Goal 3: On the benefits of stable water isotopic information

Chapter 4 took a lesson from Chapters 2 and 3, and incorporated soil moisture and soil water

isotopic data into the calibration data set for the case of a 4-year (ongoing) field campaign at a

site in central Colorado, USA. The statistical approach of Chapter 2 was used to combine field

observations and the isotopically-enabled land surface model of Chapter 3 to calibrate uncertain

model parameters pertaining to the relative pathways by which moisture and heat are exchanged

between land and atmosphere. These same parameters control the net ecosystem isotopic kinetic

fractionation factor. Experiments were performed to quantify the benefits of calibrating using no

isotopic information, as well as adding one or two datasets of stable water isotopic information to

the calibration, achieving Goal 3.

Stable water isotopes offer a method to partitioning total ET into evaporation and tran-

spiration components, but lacks a standard approach against which individual partitioning efforts

may be compared. Using iCLM4, however, model output for environmental conditions and wa-

ter isotope ratios can be used as synthetic observations to derive a commonly used isotope-based

partitioning estimate (Section 4.2.3.1. These synthetic observations are consistent with all model

output, including the directly modeled transpiration fraction, fT . Therefore, this model experimen-

tal framework (which resulted from Goal 1) was used to test the fidelity with which isotope-based

estimates of ET partitioning reproduce direct model partitioning, which in the modeling framework

is known to be the “truth.” Furthermore, implementing this model experiment in the context of

the calibration scheme (from Goal 2) permits a range of plausible partitioning realizations, both

directly modeled and resulting from leveraging stable water isotope ratios. It was found that the



109

isotope-based transpiration fraction displayed little (< 12%) bias during the growing season (May

through October), but large biases during winter months (> 20%). This match was only found

on a growing season average time scale, and the time series match between directly modeled and

modeled isotope ratio-based partitioning displayed little or no predictive power in the isotope-based

partitioning (Figure 4.7). The errors and biases in winter isotope-based ET partitioning estimates

highlights the need for improvements in snow and soil water representation in models, as well as a

need for high quality soil moisture observational data.

When the Kullback-Leibler (KL) divergence was used to quantify the additional benefits

yielded by incorporating additional data, including water isotopic data, into the calibration data

set in constraining posterior distributions of model parameters and transpiration fraction. These

metrics showed that these marginal benefits (1.79 nats) were reduced relative to when the first iso-

topic species was introduced to the data set (3.04 nats). By assessing the distributions of errors in

the calibration data fields for the three calibration experiments, the information content of the two

isotopic sets of data was shown to be about half of the information content of the two non-isotopic

data sets: DKL (EE3‖EE1) = 0.626 nats, versus DKL (EE1‖Econtrol) = 1.26 nats. Despite the demon-

strated decrease in the marginal benefits of isotopic information, we have established that the two

isotopic data sets, when assimilated simulataneously with the two contraints of the non-isotopic

data sets, provide a full additional constraint. When only one isotopic data set was assimilated,

however, only modest gains in information content were achieved (0.177 nats). Additionally, the bi-

ases in isotope-based transpiration fraction worsened when data from an additional isotopic species

was introduced to the calibration data set (experiment E3 versus E2, Table 4.2). These results

point to the large amount of uncertainty in isotopic data, and particularly the deuterium excess

which depends on poorly understood kinetic fractionation processes, serving as a hindrance to its

practical use.

Similarly to the calibration experiments from Chapter 2, the posterior distributions for model

parameters were not centered at one, and none contained one in their 95% credible intervals.

Even more striking was the fact that out of 1218 days of data and two isotopic species, in the
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control model configuration only a single day for one isotopic species’ model output yielded a

physically reasonable isotope-based partitioning estimate (0 ≤ fT,i ≤ 1). By contrast, in the

posterior ensemble experiments, nearly all of the daily averages for both isotopic species for all

ensemble members produced plausible isotope-based transpiration fractions. While this was not

the intention of the ensemble experiments, this result underscores the fact that no model is perfect,

and iCLM4 is no exception. Therefore some form of calibration to observational data is not a

luxury, but rather a necessity for any physical model. Despite the fact that the control model

behavior yielded nearly complete nonsense, through the model calibration framework implemented

here, the isotope-based model partitioning and direct (true) model partitioning were reconciled for

summer (growing season) months.

5.4 Summary and critical points

The poor performance of the calibrated CLM4 model simulating early season snowmelt at

MEF (Chapter 2), BAO soil moisture data assimilation experiment and coupled global sensitivity

experiments (Chapter 3) revealed that soil hydrological modeling is critical for accurate model

representation not only of the land surface and its water pool isotope ratios, but of the global climate

system as well. Errors in modeled soil moisture leak into all other model compartments through

evaporation, root uptake and transpiration, and runoff. This is an area ripe with opportunity for

land surface model improvement, which will positively affect the global climate system, as seen in the

comparisons of Section 3.3.2. The BAO soil moisture data assimilation experiment indicated that a

potential avenue to fix these errors and biases is a global soil moisture data assimilation experiment.

Satellite-based soil moisture data products such as the European Space Agency’s Soil Moisture

and Ocean Salinity (SMOS, [73]) and the National Aeronautics and Space Administration’s Soil

Moisture Active Passive (SMAP, [32]) programs offer viable options for assimilation data. Other

possible model modifications which are likely to yield improvements include the incorporation of

below-ground soil vapor diffusion and/or setting the evaporation source water as the top 20–30

cm of soil water, and the isotope ratio of evaporation source water to an integrated isotope ratio,
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representative of this evaporation front [130, 92]. While CLM4 draws evaporation from the top soil

layer only, it is well-documented that this is not true in nature [43, 130, 92].

The single column land surface model calibration experiment presented in Chapters 2 and

4 highlighted the fact that improved calibration procedures for physical models is a need, not a

luxury. Chapter 2 demonstrated that if biases and errors are not properly accounted for, they will

be detrimental to model performance, and confound posterior estimates of model parameters and

physical quantities of interest (i.e., transpiration fraction, fT ). Chapter 4 showed that without

calibration, the model output would have yielded almost entirely unphysical results for the isotope-

based fT estimates. After calibration, however, a posterior ensemble of model simulations produced

isotope-based partitioning which agreed well with direct model partitioning for the central Colorado

growing season. Whereas no observational campaign will ever have a known true value for fT against

which to compare partitioning derived from water isotope ratios, the experiments presented here

compared modeled water isotope ratio-based ET partitioning estimates to the directly modeled

partitioning, which is the known truth within the model realization. In this way, the present work

has shown that on a growing season time scale, at the semiarid grassland BAO site, stable water

isotope ratios provide robust estimates of ET partitioning.

While the simple landscape at the BAO site may not be representative of the global landscape

as a whole, these experiments may be reproduced for a representative network of sites scattered on

a regional scale, to create calibrated regional surface data sets and calibrated model predictions.

With the advent of widely available high quality tower data for validation and calibration of land

surface models [71], as well as the proliferation of field-deployable laser spectroscopic instruments

for obtaining high-quality and high-frequency measurements of stable water isotope ratios, there

are increasing opportunities for assimilating models and hydrological, meteorological and isotopic

data. Tower data, collected at a network of sites representative of the larger regional or global

landscape, would permit a large spatial scale model calibration approach at a lower computational

cost. It will undoubtedly remain critical to utilize both quality observations and advanced modeling

frameworks to the fullest extent of their abilities.
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