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Layering in wireless networks provide clear abstractions to how various resources are managed for

a particular communication link. However, the unpredictability of the wireless channel presents great chal-

lenge to these clear abstractions. Often, optimizations in these layers are not transparent to others. This

creates a necessity to violate the modular approach and share crosslayer information to modify each layer’s

functionalities, which eventually improves the overall performance of the network.

In this thesis, novel MAC-PHY crosslayer protocols have been designed, implemented and evalu-

ated. These protocols provide unprecedented gain in various aspects of a wireless network, by facilitating

simultaneous multiuser communication. By harnessing the untapped potential of the various signal process-

ing subsystems in the physical layer, these protocols are able to increase network throughput, make certain

group communications faster and enable covert communication. Using reconfigurable hardware to expose

physical layer information, improvement is achieved in higher layers. Furthermore, it is also important to

modify the physical layer based on the feedback from higher layers. The two-way handshaking changes

the conventional modular approach and allows implementation of simultaneous communication in wireless

domain.

To make the crosslayer techniques practical, this thesis presents clear implementation steps to embed

these concepts as an extension to common wireless network protocols and evaluate those using practical

experiments and radio measurements. Through these techniques we are able to show practical benefits from

a mutable radio and a crosslayer approach to protocol design for next generation, high bandwidth wireless

networks.
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Chapter 1

Introduction

Studies [2] have predicted exponential growth of mobile devices in the recent future that will lead to

starvation of the shared wireless communication medium. Unfortunately, the current network infrastructure

is not capable of handling the high demand of the applications, like high definition video streaming, online

gaming and file sharing, which will constitute the majority of data traffic for next generation wireless net-

works. Not only do these nodes have high bandwidth requirements, they also have to be reliable at the same

time. Catering to these new generations of system performance specifications requires a collective effort in

many frontiers of network engineering: whether it is designing high capacity waveform at the physical layer

or optimization at the MAC and routing layers.

Advances in networking have been accelerated by the use of abstractions, such as “layering”, and the

ability to apply those abstractions across multiple communication media. Wireless communication provides

the greatest challenge to these clean abstractions because of its inherent nature of unpredictability in the

presence of lossy communication medium. Wireless networking and its limitations have been studied for

years, but the increasing number of users and demand in bandwidth create a necessity to improve the network

performance by re-thinking several aspects of the network design. Furthermore, the tendency to emulate

wired network protocols in the wireless domain, has led to artificial limitations in wireless networks. The

layered architecture of the network has led researchers to focus on improvements in specific areas without

considering its impact on others. This has often led to limited gains in network performance. Therefore, it

is imperative to re-think the approach towards solving these problems for the next generation networks.

As wireless networks get denser and require higher bandwidth, efficient sharing of the wireless
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medium is required. Benefits from contention based (CSMA) or time (TDMA) and frequency based (FDMA)

sharing of the wireless medium is limited by the ability to avoid interference from other users in the net-

work. Noise and interference are fundamental aspects of communication, and are exceptionally important

for wireless communication because it is more difficult to contain propagation without waveguides such

as wires and fibers. Therefore, sharing is best achieved by employing some form of simultaneous mul-

tiuser communication method. Multiuser communication using multiple access technique is quite prevalent

in modern wireless communication protocols. Typically, these techniques require orthogonal channels to

mitigate interference from simultaneous access of the wireless channel by multiple users.

The primary enabler for this type of multiuser communication is the underlying radio PHY or more

precisely, the waveform used for the communication. These waveforms can range from single-carrier to

multiple-carrier waveforms and from underlay (below noise floor) to overlay (above noise floor) waveforms.

Single carrier communication, like CDMA focuses on decoding the strongest signal while discarding any-

thing else as noise or interference. Network protocol designers, both at the physical and the network layers,

have long considered interference in wireless protocols as a problem to be avoided. Avoiding interference

or noise is a design choice that limits the scope of simultaneous multiuser communication. Multi-carrier

waveforms, like OFDM, on the other hand, utilizes the inherent orthogonality of the carriers to facilitate

simultaneous multiuser communication while mitigating interference among parallel communication chan-

nels making it a good choice for designing protocols for this type of channel sharing.

Methods of implementing multiuser techniques is not limited by the underlying waveforms but can

be extended to higher layers in the protocol stack. Concepts of sharing higher layer primitives like MAC

layer packet entities have been found in the literature as well. These techniques are typically independent of

the underlying waveform or the PHY layer. Hence, they provide greater flexibility in terms of its application

across different types of wireless protocols. However, the drawback of these techniques residing within a

protocol layer is that they cannot utilize information from multiple layers to improve network performance.

Hence, it is intuitive to re-think the simultaneous multiuser communication from a cross-layer point of view

to extract information that otherwise would have remained unutilized.

The benefit from all these multiuser techniques can be measured in many ways. Whether it is gain
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in the aggregate network throughput or reduced overhead in network management and control or in some

cases benefits such as making a communication secret. Therefore, it is important to consider the methods

to innovate simultaneous multiuser protocols and measure the multifarious benefits in various aspects of

wireless networking.

Motivated by these fundamental problems, in this thesis, we present a collection of novel protocol de-

sign techniques with the following characteristics: a) provide a MAC-PHY crosslayer approach for protocol

design, b) efficient sharing of the wireless medium by employing simultaneous multiuser communications

and c) meet bandwidth demand requirements by improving aggregate throughput and lowering latency in

the network. In order to incorporate these characteristics to network protocols, the hardware that is used

as a network interface will have to have significant new features and capabilities. Conventional hardware

implementing the MAC or the PHY are fixed-function with limited tuning parameters. In the light of these

new techniques, we need a highly programmable hardware that would allow fine-grained control over the

various aspects of the MAC and PHY that is beyond the conventional tuning parameters, like transmitter

power and data-rate. Hence, in this thesis, we embrace the flexibility provided by Software Defined Radio

(SDR) to implement and evaluate these novel techniques.

Physical (PHY) layer designing has been a challenge to researchers for years, as this requires knowl-

edge of communication theory, understanding the functioning of higher layers, as well as the knowledge

for hardware development. ASIC was the sole choice of hardware platform for a long time. However, the

improvements in communication theory and the intelligence expected in physical layer have increased the

demand for a flexible physical layer system, which would interact with higher layers for signal processing.

Recent popularity of SDRs allowed us to modify the physical layer as per the requirement of the protocol

designer to harness various PHY related information that was unavailable until now. The superior flexibility

of SDRs allow protocol designer to innovate cross-layer designs by thinking of the MAC and PHY as one

entity operating in unison. As the intelligence of the PHY is improved, it creates a demand for re-thinking

all the higher layer protocols, which has to handle the extra gain received, and has to react accordingly. A

new avenue has opened to the upper layers including both MAC and transport layers, where researchers are

redesigning efficient protocols to fully utilize the intelligence of the physical layer. To successfully com-
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plete this procedure, MAC and transport layers may need to interact with the physical layer on demand and

instantaneously for decision making in signal processing.

Propagation characteristics in wireless medium are difficult to model due to its dependency on the sur-

rounding environment, both structural and in the presence of other sources of transmission. Also, sometimes

it becomes very hard to understand the implications of a new protocol unless it is implemented in a system

level. Hence, in this thesis, we have verified the theoretical concepts by system level implementation in SDR

prototypes and evaluated those by practical experiments and measurements from testbeds. The goal of this

thesis is to redesign various aspects of wireless networking to meet the demands of next generation wireless

networks, while keeping the system backward compatible as much as possible for seamless migration to the

next generation wireless networks.

In this thesis, we present six novel ideas, which implements various MAC-PHY crosslayer protocols

for simultaneous multiuser communication for next generation wireless networks. This work is a positive

step towards cross-layer implementation that has been evaluated by testbed experiments. We describe the

different protocols briefly.

1.0.1 SMACK

In this research, we demonstrate how simultaneous transmission can be used to implement a reliable

broadcast for an infrastructure and peer-to-peer network, using a prototype SDR. We utilize the orthogo-

nality of the subcarriers in the Orthogonal Frequency Division Multiplexing (OFDM) waveform for simul-

taneous communication. Multiple nodes use pre-assigned subcarriers to transmit orthogonal tones, which

are detected at the receiver by Fourier Transform. Thus, the presence of a tone at the receiver indicate an

acknowledgment of reception of a broadcast or a multicast. Figure 1.1 shows the frequency assignment in

SMACK. Either all of the subcarriers can be assigned, as in a dense network, or a sparse assignment is also

possible, that results in a non-contiguous OFDM. The key property that makes this technique successful is

the orthogonality of the OFDM subcarriers that makes the simultaneous acknowledgments inherently free

of interference. This technique exploits simultaneous transmission to reduce the cost of reliable multicast

by orders of magnitude, and can also be extended to common group communication primitives, such as
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(a) Subcarrier assignment in a network

!
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(b) Non-contiguous OFDM transmission

Figure 1.1: Schematic illustration of SMACKs using OFDM

anycast, broadcast, leader election and others. To validate the system, we have implemented the technique

using a prototype SDR and evaluated the protocol in a testbed with various subcarrier assignments. We’ve

shown that by using, rather than fighting against, the properties of the wireless physical media, we can

develop robust signaling primitives that are both practical and allow innovative algorithms. This work has

been extended in parallel polling in a centralized network and as an active radar in vehicular networking.

We discuss the protocol details along with implementation and evaluation in 5.

1.0.2 PAMAC

STA 1
ACK's and STA 2
Transmits Packet

Map phase
assigns STA

to Frame & Tone 
Position

Frame
Start 1 2 ... 20

New Frame Start
Signals Next

Set Of Stations

Frame
Start 1 ..

. 482 3 4Station-> Frame & 
Slot Map

Frame
Start 1 ... 482Station-> Frame 

& Slot Map

STA's can transmit
for less than their 
maximum duration

AP TO
STA

AP TO
STA

Other
Packet

DCF Contention 
Based Period

Schedule Based PeriodDCF Contention 
Based Period

Schedule Based Period

Join
Rsp.

Join
Rsp.

Join
Req.

Figure 1.2: PAMAC Scheduling
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PAMC or PHY Aided MAC is an intelligent application of the OFDM subcarriers to lower latency in

scheduling. This technique utilizes the simultaneous transmission technique presented in SMACK, to have

clients signal the Access Point (AP) whether they have packets to send. By employing energy detection of

the the orthogonal tones over multiple time slots, the AP gets the following information: a) which stations

have packets to send and b) whether the traffic load is high, medium or low. Then, the AP schedules clients

efficiently while wasting little of the spectrum on signaling overhead. Figure 1.2 shows the time sequence of

various stages in the protocol. After the AP receives simultaneous tones from users defining their respective

queue lengths, it sends out a schedule in form of a start frame. The client nodes follow with uplink traffic

one after the other based on the schedule. The proposed protocol of parallel polling is a) fast, since no packet

transmission is required for polling responses and all clients respond concurrently; b) reliable, as the poll

response is contention free and c) scalable. We demonstrate the feasibility of implementing such a system

using a FPGA based prototype SDR. We then show how the MAC protocol can scale using the QualNet

network simulator and compare the performance to a contention based protocol. The results and protocol

design is discussed in chapter 4.

1.0.3 Active Radar

Figure 1.3: Vehicles in Highway

In this application, we also utilize simultaneous transmission techniques to design a collision de-

tection system in vehicular network. We present a cooperative technology that uses multicarrier wireless

communication to detect and disseminate the possibility of a collision. Using precise timing and synchro-

nization, we can detect the distance of each of the vehicles, their current velocity and current acceleration or
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deceleration conditions, and can raise an alarm if there is a sudden change in these states. Using simultane-

ous, multi-party acknowledgments, we can rapidly gather this information about a number of vehicles in an

efficient manner. Figure 1.3 shows a typical highway traffic where the initiator node broadcasts a message

and all the vehicles able to decode the message, sends an ACK using randomly chosen OFDM subcarriers.

By estimating the time-of-arrival of these individual tones the initiator is able to estimate the relative dis-

tances of the vehicles. Repeating this cycles provides estimate of velocity and acceleration which is detailed

in chapter 6.

1.0.4 GRaTIS

Alpha Charlie Beta

High
SNR

Low
SNR

Figure 1.4: Example of spatial rate diversity and potential use case for GRaTIS

This research exploits the SNR diversity of the nodes to combine packets intended for two receivers

and transmit those together in the time normally needed to transmit one of the packets. Figure 1.4 shows a

typical scenario where the SNR diversity can be utilized for simultaneous communication. This technique

increases the aggregate throughput precisely when it is most needed - when the network is busy and suffers

from rate unfairness. We reinterpret the constellations already available for conventional wireless links and

provide group rates, which result in higher network throughput with no hardware changes, both at the trans-

mitter and the receiver. We have implemented the protocol in SDR and experimental results show several

use of GRaTIS that yields unforeseen gains in throughput in wireless networks. Applying GRaTIS on real-

time packet trace analysis reveals that even with a few simple combinations, we can gain significant airtime.

Through our analysis we show that GRaTIS provides better error performance than other contemporary si-

multaneous packet transmission techniques, making it a suitable candidate for emerging wireless networks.

Chapter 7 explains the protocol in greater detail.
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1.0.5 Dirty Constellation

This research leverages the variability in the wireless channel and hardware conditions to encode a

covert channel in the physical layer of common wireless communication protocols. Covert channels are a

form of multiuser communication because the adversary will have to receive a meaningful message while

the covert message is delivered to another user. A typical setup is shown in figure 1.5 with two mobile users

and a common transmitter. Hidden messages rely on a very low probability of detection to be successful.

The cover traffic in this method is the baseband modulation constellation. Packet sharing techniques and pre-

distortion of the modulated symbols of a decoy packet allows the transmission of a secondary covert message

while making it statistically undetectable to an adversary. We demonstrate the technique by implementing it

in hardware, on top of an 802.11a/g PHY layer, using a SDR and analyze the undetectability of the scheme

through a variety of common radio measurements and statistical tests. Higher datarate, very low probability

of detection coupled with ease of implementation within existing protocol stacks make Dirty Constellation

a very successful method to implement covert channels at the physical layer. In chapter 8, we discuss the

protocol in more details and evaluate it by extensive measurements and analysis.

Figure 1.5: Undetected Side-Channel Communication
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1.1 Thesis Contributions

This thesis addresses the challenges faced in next generation wireless networks by providing effi-

cient, practical solutions with tractable implementation using SDRs. Through our research and subsequent

evaluations, we have been able to show that by jointly designing the MAC and PHY we are able to harness

unprecedented gains in several aspects of networking. Thus, this thesis is an example of PHY enabled MAC

layer design that utilizes the PHY layer to implement novel MAC layer protocols. The thesis utilizes the

presence of noise in wireless medium to design concurrent communication between multiple users improv-

ing aggregate throughput of the network, without hampering single link performance, while keeping the

system backward compatible. Therefore, the contributions of this thesis are as follows:

• We have utilized the PHY layer beyond just a method to generate waveform, by making it more

accessible by the MAC layer. By focusing on the capabilities of the DSP subsystems we are able to

innovate efficient MAC-PHY crosslayer protocols for high bandwidth wireless networks.

• We have designed MAC layer protocols that carefully control the PHY to implement simultaneous

multiuser communication in wireless networks.

• We have applied this generic technique across multiple dimensions of wireless network: Reliable

broadcast, centralized polling, simultaneous packet transmission to multiple users, vehicular safety

and lastly, covert communication.

• To show the practicality of these protocols we have implemented these on a SDR prototype platform

as a plausible extension to the 802.11a/g and and other OFDM based PHY layers.

• We have evaluated the performance of each of the techniques by extensive theoretical and experi-

mental analysis and in some cases through rigorous simulations.

1.2 Thesis Organization

The thesis is structured in the following way. Chapter 2 provides a theoretical background of OFDM

and its properties that are crucial to implement some of the crosslayer techniques in this thesis. In chap-
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ter 3 we discuss the hardware and software components of the chosen SDR prototype, which is used for

evaluating the various protocols. Then, we present the protocol design, implementation and evaluation of

the simultaneous acknowledgments scheme in chapter 5. The various extrapolations of this physical layer

signaling mechanism in higher layers is described in chapter 4 and chapter 6. This is followed by the mul-

tiuser techniques at the MAC layer: GRaTIS in chapter 7 and Dirty Constellations in chapter 8. Finally we

conclude in chapter 9.



Chapter 2

Theoretical Background

The technique of using multiple bit streams for transmission was used more than 50 years ago in voice

data transmission [3] over wires. After that, use of multicarrier communication have become more familiar

to researchers in other communication domains. Orthogonal Frequency Division Multiplexing (OFDM) [4]

is a special type of Multicarrier Modulation (MCM), where the data stream is divided into several bit stream

and the modulated subcarriers are spaced closely, although overlapping in such a manner that they do not

interfere with each other. In older Frequency Division Multiplex (FDM) systems, a band-pass filter was

used to separate the intended frequencies and demodulation was done using standard procedure. However,

in OFDM, these steep bandpass filters are not used to separate the subcarriers. Instead, using FFT, the

time domain signal is converted to frequency domain, which regenerates the subcarrier information. With

successive studies after the first patent in 1970, researchers came to a point where it seemed that multicarrier

modulation [5] is actually feasible in the wireless domain.

The fact that the component sinusoids of an OFDM signal can be easily aggregated to form time

domain signals as in eq. 2.1 empowers us to use any part of the spectrum by suitably selecting the the

spectral coefficients x(k).

X(n) =

N−1∑

i=0

x(k) sin(
2πkn

N
)− j

N−1∑

i=0

x(k) cos(
2πkn

N
) (2.1)

Here, X(n) is the value of the signal at time n which is composed of frequencies denoted by 2πkn/N ,

k is the index of frequency over N spectral components which divides the available bandwidth with equal

spacing and x(k) gives the value of the spectrum at kth frequency.
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This leads to the notion of non-contiguous OFDM (NC-OFDM) which can degenerate to even a single

frequency or tone. A Fourier transform of such an NC-OFDM signal reveals the spectral energy and can

be detected using fairly simple methods. The simplicity of OFDM and ease of implementation of such a

system has led us to innovate the newer protocols and signalling methods described in this thesis.

Figure 2.1 shows the basic transmitter and receiver design of a multicarrier transceiver. The data for

transmission is divided into parallel bit streams, which are modulated separately, such that each of them

have a different carrier frequency. Then, the frequency domain signal is converted to time domain by IFFT,

which ensures that closely spaced subcarriers overlapping in spectra are mutually orthogonal and they do not

interfere with each other. At the receiver side, the time domain signal is buffered first to feed into the FFT

block, which converts the time domain signal to its frequency domain components. Once the subcarriers are

separated, they can be demodulated and the serial bit streams can be converted to a single data stream by a

Parallel-to-Serial converter.

Serial-to-
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Converter
IFFT+

Data
Bits

Time
Domain
Signal

d_1

d_2

d_n

fc_1
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Separate 
Modulators ......

(a) Transmitter

Received
Data
Bits

Serial to 
Parallel 
Buffer

Separate 
Demodulators

Time
Domain
Signal

d_1

d_2

d_n

fc_1
fc_2

fc_n

FFT
......

Parallel to 
Serial 

Converter...

(b) Receiver

Figure 2.1: Basic Multicarrier Transceiver



13

2.1 Challenges in OFDM

There are however a few challenges of using Orthogonal Frequency Division Multiplexing (OFDM)

in wireless domain, which we discuss in details.

2.1.1 Packet Detection and Synchronization

Wireless is a distributed domain and there does not exist any synchronized clock for all the transceivers.

But, to receive the data correctly, it is of absolute importance to start the FFT at a precise sample. To detect

the start of a packet, two common mechanisms [6] are used. One is correlation with stored samples, and the

second one is correlation of previously received samples. After the start of the packet is detected, the signal

is processed as shown in figure 2.1.

Correlation determines the degree of similarity between two signals. If the signals are identical,

then the correlation coefficient is 1 and if they are completely different, the correlation coefficient is 0. This

property is utilized by the packet detection block to detect the start of the data symbols, which is preceded by

a known sequence of repetitive preamble symbols. The receiver performs an autocorrelation with a delayed

version of the signal, where the delay is equal to the symbol period. The repititive nature of the preamble and

the delayed autocorrelation function provides us a similarity factor which helps to identify a valid packet.

The receiver also performs a cross-correlation between the received signal and the locally stored copy of the

expected sequence at the begining of the packet. In 802.11a/g, both the techniques are used to detect a valid

packet and determine the exact start of data symbols, by utilizing two sets of predefined preamble symbols.

2.1.2 Channel Estimation and Equalization

Channel fading is a common issue in wireless communication, which distorts the signal in both am-

plitude and phase. In multicarrier communication, the channel is defined by as a set of subcarriers, and we

notice that each subcarrier fading is different from other. But, subcarriers can fade in a linear or non-linear

fashion. To cope with this kind of fading in multicarrier modulation, researchers utilized some subcarriers

as pilots to capture channel state information. These pilot subcarriers are inserted at regular intervals with a
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known amplitude and phase. Figure 2.2 shows four pilot subcarriers inserted in a 52 subcarrier system used

in 802.11a/g technology at 2.4GHz. The receiver estimates the channel state information from the pilots and

calculates the inter-pilot channel state by using linear or non-linear interpolation methods. These estimates

are used to equalize the data carriers in order to reinstate their modulation levels required for successful

decoding. Figure 2.3 shows the transmitted OFDM signal captured by a signal analyzer, which contains

the four pilot subcarriers and 48 data subcarriers, as shown in figure 2.2. All the subcarriers overlap in the

frequency domain, although the orthogonality of each of the subcarriers is maintained.

Figure 2.2: Subcarrier Frequencies in OFDM (Pilots are inserted at Subcarriers -21, -7, +7, +21; Rest are
Data Subcarriers)

Figure 2.4 shows the signal before and after equalization of a Quadrature Phase Shift Keying (QPSK)

modulated data signal. The unequalized data, captured over the air, is distorted to such an extent that it is

difficult to estimate each subcarrier. However, a linear equalization results in four distinct blobs showing

four different possible states for QPSK. Hence, equalization has to be done before the signal is passed to the

demodulation block. In more practical systems, we have another equalizer block in figure 2.1 at the receiver.

2.1.3 Multipath and Inter-Symbol Interference

Multipath propagation is a key feature in wireless communication, where the signal propagates in

multiple paths and all the reflected signals reach the receiver after some delay. Such multipath propagation

can overlap constructively or destructively at the receiver. Destructive interference between two or more

reflected signals can creat deep spectral nulls in the frequency passband of received radio signals. In this

scenario, a single carrier communication will not be able to effectively recover the information encoded in

the subcarrier. However, with the equalization technique described in §2.1.2, OFDM recovers the informa-
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Figure 2.3: Orthogonal Frequency Division Multiplexed Data Received with Signal Analyzer in 2.4GHz,
containing 48 Data Subcarriers and 4 Pilot Subcarriers

(a) Unequalized QPSK Constellation (b) Equalized QPSK Constellation

Figure 2.4: Equalization of QPSK
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tion encoded in the faded subcarriers.

Signal processing becomes complex when multipath effects cause contiguous symbols to interfere

with each other. This phenomenon is known as Inter-Symbol Interference (ISI), where the signal of previous

symbol is added up as a noise in the time domain. ISI can be reduced by inserting a guard interval in between

two symbols. This guard interval is such chosen that the reflected signals due to multipath will fade such that

its power is not enough to interfere with the next symbol. In an OFDM symbol cyclic prefix is transmitted

during this guard interval. It is a repetition of some of the samples from the end of the symbol at the

beginning. The purpose is to allow multipath to settle before the main data arrives at the receiver. The

receiver is normally arranged to decode the signal after it has settled because this is when the frequencies

become orthogonal to one another. In 802.11 based OFDM in 2.4GHz band, the effective transmission of

one symbol is done in 3.2µs, and the cyclic prefix is 0.8µs, constituting a symbol duration of 4µs.

2.1.4 Modulation and Demodulation

The modulation is performed at the transmitter side after the interleaving. The binary data is grouped

into one or more bits, depending on the modulation type (BPSK, QPSK, 16-QAM, 64-QAM). Each of these

groups is then converted into a complex number representing constellation points. Figure 2.5 shows the

encoding of BPSK and QPSK modulations.
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Figure 18-10—BPSK, QPSK, 16-QAM, and 64-QAM constellation bit encoding
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The output value, d, is formed by multiplying the resulting (I + jQ) value by a normalization factor

KMOD, depending on the type of modulation. d = (I + jQ) ×KMOD. The purpose of the normalization

factor is to achieve the same average power for all mappings.

The demodulation is performed at the receiver side after the equalization. The equalizer de-rotates

the constellation and restores the constellation to its original configuration. The demodulator is a maxi-

mum likelihood baseband demodulator, which performs threshold test as per the symbol energy. Decision

boundaries are given by the perpendicular bisector of the line joining the two constellation points. This

gives the optimum decoder as it minimizes the Euclidean distance between received signal and the nearest

constellation point.

The modulation rate information is encoded in the RATE field of the SIGNAL Symbol in 802.11a/g

packet, which is the first symbol in the packet. Once this symbol is demodulated, and the modulation

rate information is decoded, the rest of the symbols are decoded using the modulation rate specified in the

SIGNAL symbol.

2.2 OFDM as Facilitator

Even though the technology is prevalent for approximately 20 years and standards like IEEE 802.11a/g,

IEEE 802.16 and LTE have embraced OFDM/OFDMA modulation techniques, we do not notice any intel-

ligent use of the technology rather than simply using it as a medium of transmission at higher data rates.

In this thesis, we will focus on how to efficiently use the orthogonal subcarriers in higher layers. We also

show that simple modifications in modulation and demodulation can yield unprecedented gains in network

performance. Also, covert communication can be achieved by similar modification in modulation and de-

modulation blocks of the physical layer. For these techniques to implement and realize in a system, we argue

that reconfigurability of hardware is of utmost importance.
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Reconfigurable Hardware

The use of software defined radio [7] (SDR) and its evolution for use in cognitive radio [8] (CR) has

been studied in detail for many years. The systems are becoming common enough, and the programming in-

terfaces capable enough, that many different research groups are beginning to explore how software defined

radios can be exploited to improve performance or enhance user experience.

There are many underlying motivations behind the advancements in SDRs. One of the first, and

most ambitious, goal was to solve a persistent problem for the military. Military forces operate in many

different regions, each of which has regulatory oversight of spectrum allocation and different communication

standards. Developing and deploying radios that could operate across the different ranges of spectrum and

implement the different policies needed for deployment in different regions was a difficult task. It would

be much easier to have a single radio into which software could be “poured” into the radio to have its

behavior conform to the specific locale. Similar motivations exist today - for example, two competing

standards for wide-area cellular technology, LTE and WiMAX, both use similar frequencies, waveforms

and technologies – although the main difference between the technologies occurs above the physical layer,

the physical interfaces are similar enough that it is compelling to develop a single radio platform that could

handle both standards, including any future variants of the standards.

Standards are another motivation for the the mutable lower layers enabled by software radio. Stan-

dards take considerable time to be finalized – a software or mutable platform lets vendors develop and deploy

products prior to a fixed standard, and then address any changes once that standard is finalized. Software

radios also allow companies to innovate beyond the practice of current standards, and use experimental de-
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ployments to assess the value of those extensions. It is also conceivable that a fully software radio might

allow vendors to side-step standardization before deployment. For example, many Internet services and

development models ( e.g., REST [9]) are tried out by practical deployments before broad acceptance. Due

to the lack of programability, the barrier to innovation in wireless networks is much higher.

Although the concept of software defined radios has been around for a long time [10], the evolving

technology in digital signal processing and architecture has made it more practical. There are four elements

needed to enable software radio for high-bandwidth wireless communications: sufficient I/O throughput to

transport data from the Analog to Digital (A/D) or Digital to Analog (D/A) devices and the CPU, sufficient

digital signal processing throughput, a suitable software development environment and a flexible RF “front

end”.

3.1 Hardware

The A/D-D/A devices and the radio “front end” translate between the analog RF signals and the

digital world of samples. There are many challenges to a purely software implementation of a modern high-

speed wireless signal, similar to that of WiFi [11]. The radio interface generates or consumes≈ 160MB/s of

data – for a 20MHz waveform, 40 Msamples per second are needed, and each sample is typically two 16-bit

values (representing the In-phase(I) and quadrature(Q) components); until the last two years, this is beyond

the ability of most common I/O interfaces. Moreover, the computation needed exceeded the processor

throughput of most general-purpose computers in 2007. The challenges for a “narrowband” wireless system

are much lower, and Vanu [12] describes such a system.

Many current systems are implemented using field programmable gate arrays. For example, Amiri [13]

describes a mesh network organization built using custom FPGA boards. Our own group has developed a

modular transceiver design using FPGAs and two different design flows - either a traditional “monolithic”

implementation [14] and a more modular “system on chip” organization [15]. This latter organization uses

FPGAs to implement a “sea of components” that are interconnected by a dynamically routed on-chip net-

work, allowing flexibility while producing a specific radio configuration.

A similar approach has been advocated by researchers [16] using the Intel Exoskeleton framework [17]
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to augment an existing CPU with specific “signal processing components” interconnected by a routable net-

work. The benefit, and limitation, of that approach is that the signal processing blocks are pre-configured,

and although the existing blocks can be used in different configurations, blocks cannot be added or changed.

This is a limitation because any new signal processing algorithm would need to use the existing blocks; it is a

benefit because the chip density and power for such a custom design is typically a 10-fold improvement over

FPGA designs. Current designs using FPGAs for signal processing are probably not realistic for low-cost

handset designs because of power and circuit density.

An alternative step is to design a CPU that can handle different software radio tasks using distinct

instructions optimized for those tasks. Woh et. al. [18] illustrates the challenges a basic architecture of SDR

will face when we move to 4G networks. The authors considered the SODA architecture [19] as the basis

of their enhancement. This architecture has SIMD support for parallel multiple operations on the same data.

The major algorithms that a high-speed network like the WiMax, LTE, and 3GPP standards are comprised

of are a) Fast Fourier Transform (FFT)/ Inverse Fast Fourier Transform(IFFT), b) Space Time Block Cod-

ing (STBC), c) Vertical BLAST (Bell Laboratories Layered Space-Time) or V-BLAST and d) Low Density

Parity Check (LDPC). The FFT/IFFT routines are required for any multicarrier communication, to change

the time domain signal to frequency domain and vice versa. Since more subcarriers are expected in higher

data rate networks, the FFT size can go up to a width of 2048 or more. Space-time coding, STBC, is an

encoder/decoder, which is used in MIMO transmission, for encoding two copies of the same data and trans-

mitting it in two time slots. The encoding requires conjugate and negation calculation. Both the encoding

and decoding process can be run in parallel and can be computed in a SIMD machine with FFT. V-BLAST

is another encoder/decoder technique used for MIMO systems, where spatial multiplexing is obtained by

transmitting independent data streams over multiple antennas. It also requires conjugating and negating a

block of data. It is an iterative process at the receiver, and consumes computational cycles for implemen-

tation. 4G systems are expected to use LDPC codes and also Turbo codes, which are already used in 3G

system. LDPC codes are channel encoders, meant for converting the data into a meaningful codeword before

transmission to compensate for errors. LDPC also exhibits data level parallelism, which can be implemented

in SIMD processor. The last design alternative used for some software radios is an array of small general
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“tiled processors” connected by an on-chip network, such as the picoArray [20]. Such designs have been

used to build an 802.16 base station.

Each of these design alternatives (general purpose CPU, reconfigurable FPGA, reconfigurable SOC,

SIMD processor or tiled array) have advantages and disadvantages. A more fundamental question is are

these capabilities needed? We believe the answer is “yes”. The current trends [21, 22, 23, 24] in software

radio innovation require extensive reconfigurability of the hardware and continuous communication from

the MAC layer for decision making in signal processing. In legacy hardware, the system would process

all the signals similarly and would generate a packet and hand it over to MAC, which then determines

what to do with the received packet. At the transmitter side, carrier sensing [23] is done in some subset of

subcarriers based on the decision from a statistical model maintained in the MAC layer. The physical layer

reconfiguration is required depending on the current environment of the network and the received signal

(whether it is a collision or not) and requires constant feedback from the MAC layer for signal processing,

which cannot be pre-determined or predicted beforehand and programed in an ASIC. This creates a demand

for a reconfigurable, higher layer controlled physical layer to act to the environment and to the received

signal; this requires the capabilities of one of the platforms described above.

3.2 Software

Many on-going projects [21, 22] use the GNURadio [25] framework for signal processing at the

receiver side. GNURadio provides a platform of extreme reconfigurability as all the signal processing is

done in software code. The software stack is built on the USRP (Universal Software Radio Platform), from

Ettus Research, connected to the computer with the USB port, but can be extended to other platforms. The

radio front-end up to A/D or D/A conversion is done in hardware, and the rest of the signal processing blocks

for both transmitter and receiver are in software. Since a desktop computer is used to compute the signal

processing, the processing is serial and takes more time than real demand of the network.

More elaborate (and complete) software environments exist; the SCA (software communication archi-

tecture) is a complex framework involving CORBA-based services to configure the radio. An open source

version of this software, OSSIE [26], is available, and demonstration of this system also uses the GNU
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USRP and general purpose CPU’s.

The GNURadio framework is mainly appropriate for “non-real time” work because it uses a general-

purpose computer. Authors in [23] and [27] use their custom built flexible hardware platform, both of which

are FPGA based. One example is the Wireless Open-Access Research Platform (WARP), built on Xilinx

Virtex-II Pro FPGA board, where the MAC protocol is written in C and runs on PowerPC cores, and the

PHY is implemented in FPGA.

This programming model, which combines C and hardware design languages like Verilog or VHDL,

is very challenging for most computer science network researchers. Software, and particularly software

accessible by standard networking researchers remains a major challenge for software radio.

3.3 Reconfigurable Hardware as a Facilitator

All these research efforts constitute a substantial part of the current trends in wireless networks, which

require significant communication between physical layer and upper layer protocols with easy reconfigura-

bility of the physical layer hardware platform. The reconfigurable hardware utilized in this work are built

on our previous work [11, 14, 28]. The baseband design of the transmitter is partly implemented in software

and partly in hardware, whereas the receiver is implemented completely in hardware. All the configuration

information for the PHY layer can be sent to the hardware using a packet format, which is decoded in the

hardware to transmit or receive a packet.

We used two variations of hardware platforms for this thesis. Both the radios have the same baseband

design, as described in our previous work [11, 14, 28]. Figure 3.1 shows the two platforms. Version 1 is

the SDR developed on Xilinx ExtremeDSP development kit IV manufactured by Nallatech, with a custom

front-end radio responsible for up/down conversion to/from the 2.4GHz ISM band, as shown in figure 3.1(a).

The ExtremeDSP board includes either a Virtex IV or a Virtex II FPGA equipped with a PCI/USB interface

and two sets of A/D and D/A converters. Gain control is also a part of the radio that can be controlled

manually. Version 2 is the SDR, where Xilinx Virtex5-LX50 FPGA acts as the motherboard for the baseband

OFDM design and ADC/DAC and RF daughter cards. These daughter cards are programmable from the host

computer through Ethernet interface. Also, the Gigabit Ethernet is used to send control and data packets to
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(a) Version 1

Baseboard (FPGA)
A/D and  DAC Board
Radio Board

Ethernet connection to Host
JTAG connection

Tx and Rx Antennas

(b) Version 2

Figure 3.1: Software Defined Radio platforms used in this thesis

and from the radio board. The detailed design and modifications required in each work will be explained in

corresponding chapters.

Figure 3.2 shows a hierarchical design of the control path for the OFDM based SDCR transceiver.

The PHY Controller is the interface between the MAC or the Cognitive Engine and the underlying hardware.

This controller helps to modify the physical layer parameters for the hardware.
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Figure 3.2: PHY Controller



Chapter 4

PAMAC - PHY Aided MAC

Wireless networks are inherently contention based systems. A considerable amount of time is lost in

contending for the medium, retransmissions, collision etc. Rodrig et al [29] have shown that only 40% of

the transmission time is used for actual information transfer. Most of the reasons for this low utilization of

the wireless medium involve exchange of co-ordination packets between the AP and the client. Substantial

time is also spent in decoding these co-ordination or control packets. Evidently, there is a requirement to

improve the signalling mechanism in wireless networks while it is equally imperative to reduce contention

in the network.

In a time-division multiplexing network, an AP has the primary control of the media and assigns

time slots for client transmissions. This method ensures contention free data transmission and also requires

proper signalling and information exchange between the two parties, usually using some form of broadcast

messages and the subsequent acknowledgements from the clients. The unreliability of the wireless medium

has always made reliable broadcasting a challenge. Much work has already been done on improving the

Distributed Co-ordination Function in 802.11 MAC to improve fairness and throughtput by modifying back-

off algorithms or contention window [30, 31, 32].

In this research, we show that we can use the same multicarrier communication methods as used to

implement high data-rate transmission mechanism to build very low-cost signaling methods that make time-

division networking very practical. In this work we intend to go beyond the capabilities of a conventional

software based MAC to a faster, reliable MAC design by including PHY layer functionality and use them

for exchanging MAC layer information.
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Multi-user communication requires some form of orthogonal channel for modulation that allows

multiple parties to communicate simultaneously. Orthogonal Frequency Division Multiplexing (OFDM) is

effective form of multicarrier modulation that forms the basis of the 802.11a/g PHY. OFDM is a mechanism

that splits the available spectrum into a number of orthogonal non-interfering subchannels. Being orthogo-

nal, each of the subcarriers can be treated as information carrying medium without significant interference

with another subcarrier. Under OFDM, different nodes can also communicate on different subcarriers over

the same medium and at same carrier frequency. The ability to be able to distinguish multiple simultane-

ously transmitted signals is a challenge in communication protocols. Therefore such signals typically need

to be fairly simple.

For example, think of asking a room full of people if they ate breakfast that day. Individuals could

respond using voice, but humans have a hard time distinguishing all the streams of information. However,

if people raise their hands instead, it’s immediately clear who has and has not eaten breakfast. However,

it’s hard to get complex information, such as what someone had for breakfast, since the set of possible

responses are so large.

Figure 4.1: Waterfall Plot Using Three Prototype Radio Platforms

Figure 4.1 illustrates how radios can simultaneously “raise their hands” using orthogonal commu-

nication frequencies. This waterfall plot shows energy at different frequencies (horizontal axis) over time

(vertical axis). The wideband energy at the top of the figure is a broadcast packet asking nodes to respond
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if some condition is met; the two bands near the bottom of the plot are responses from two nodes. Later, we

show that although the two nodes start transmitting at slightly different times and at different energy levels,

it’s easy to determine that two specific nodes have responded based on timing constraints.

Simultaneous transmissions, such as those shown in Figure 4.1 can be an advantage in a number

of network applications that call for multiple nodes to participate and also use simple information, like

route requests, leader election, network management and other operations involving broadcast or multicast

messages. Not only does simultaneous transmissions make the message exchange faster, its also allows such

exchanges to be reliable by rapidly singling acknowledgements.

This work examines how such physical signaling can be used to improve the basic performance of

MAC protocol. With no interfering APs around, the protocol can provide contention-free high throughput

to a large number of users. Thus, exploiting simultaneous multiuser communication will make the uplink

and downlink scheduling faster as it eliminates signaling by packets. As a comparison to 802.11 networks

we find that in order to schedule for ′n′ users we need ′n′ responses where as in our protocol using OFDM

based PHY layer signalling the response is of the order of dn/53e if we are using 53 subcarriers per OFDM

symbol. This is the primary focus of this work.

In this work we emphasize that with a smart PHY layer which supports non-contiguous OFDM trans-

missions we build a more efficient, fast and variable time-division multiplexing MAC layer. We first demon-

strate the feasibility of using physical layer signalling to exchange MAC layer information between nodes,

addressing problems of near-far effects and time synchronization and coordination. We then describe the

MAC layer protocol that uses the simultaneous signaling made possible by the programmable radio, and the

demonstrate its efficacy using and scalability using QualNet simulations.

The rest of the chapter is organized as follows. In §4.1 we show the practicality of physical layer

signalling to build novel protocols. This followed by a MAC protocol design using this signalling method

in §4.2. §4.3 describes the simulation infrastructure we used to evaluate the protocol under large scale

conditions. Future work and conclusion is given in §4.4 and §4.5 respectively.
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4.1 Demonstrating Implementation Feasibility

In this section, we first establish that it is both feasible and practical to use both physical layer signal-

ing and simultaneous communication.

Later, in §4.2, we focus on building an efficient MAC protocol by speeding group communication

using simultaneous transmission and reception. Some group communication are caused by network pro-

tocols or applications, such as broadcast or multicast packets. However, the bulk of group communication

in many wireless networks is used for coordinating media access via a contention based access protocol. An

alternative mechanism is a time-division access protocol, similar to the Point Co-ordination Function (PCF)

in the 802.11 MAC. Even these time-division protocols require exchange of control packets and signaling

between multiple nodes.

(a) Subcarrier assignment in a network

!

-26 +260
Center Frequency

Subcarriers Assigned To Nodes

20 Mhz Bandwidth

(b) Non-contiguous OFDM transmission

Figure 4.2: Schematic illustration of ACKs using OFDM

We will show that such overhead can be reduced significantly if we allow all the clients to commu-

nicate with the AP simultaneously. Figure 4.2(a) shows a typical infrastructure based network. Assume the

AP assigns each of the clients a unique subcarrier index as shown in Figure 4.2(b) which will be used by the

client to signal information. For this implementation we have chosen the OFDM based physical layer for
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802.11a/g as the underlying signaling.

Figure 4.2(b) shows a schematic illustration of the properties of the OFDM waveform that are needed.

A given bandwidth, such as the 2.4Ghz band used by 802.11g, is subdivided in a number of subcarriers

around a center frequency; that center frequency is the “channel” to which an 802.11 radio is set. Some

subcarriers are lost to guard bands (to prevent interference with adjacent channels) and some are lost for

other purposes such as pilot tones, used to improve reception. In 802.11g, 53 subcarriers remain for data

modulation. Normally, a single transmitter modulates all subcarriers to send high bandwidth data; we still

use that scheme when transmitting data, but when stations signal the AP, they use simultaneous transmission.

4.1.1 Encoding The Signals

Clearly, stations can use their individual OFDM subcarriers to transmit a single bit of information,

such as “I have packets to send”. However, it’s also possible to send multiple bits of information. For

example, to implement a time-division or polling access protocol, an access point might need the clients to

indicate:

(1) Who has packets to send?

(2) Approximately how many packets do you have to send?

Knowing the approximate queue length might let the AP implement various “fairness” methods by

assigning different time slots to different clients based on their queue length.

In such a scheme, the clients would all receive a single broadcast packet that effectively poses the

question above. The clients might respond with one of four states (EMPTY, LOW, MEDIUM and HIGH

queue). We encode these four answers by sending a BPSK modulated “1” or a “0” in their assigned subcar-

riers spread over four subsequent OFDM symbols. Thus the encoding in Table 4.1 can be done to signal any

of the four cases,

Since sending a one is essentially sending a single tone with frequency dependent on the subcarrier

index, the receiver can detect the presence of a tone by computing the Fourier transform of the composite
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Table 4.1: Signaling Scheme for AP

State 1st & 2nd 3rd & 4th

symbol symbol

NO packets to send 0 0

YES, LOW Priority 0 1

YES, MEDIUM Priority 1 0

YES, HIGH Priority 1 1

received signal. The only challenge is that different users will have different transmission times, and sub-

carriers at the receiver will have different times of arrival. Thus, selecting a suitable FFT window is key to

detecting significant power in the subcarriers.

4.1.2 Detecting The Signals

Figure 4.3(a) shows a composite waveform consisting of tones of different frequencies. The blue

dotted line marks the optimum FFT window at the receiver. Figure 4.3(b) shows the magnitude of the Fourier

transform of the composite waveform, revealing that 8 clients have actually transmitted tones, while other

subcarriers remain idle. Thus, a suitable threshold is required to detect energy on the individual subcarriers.

Variation in signal energy will result in relative distances of the clients from the AP and attenuation due to

frequency selective fading and multipath effect. It’s easy to selection a threshold below which packets could

not be received. That means that if the energy on a subcarrier is below the threshold, that client is too far

away or the channel induces sufficient fading to render normal data transmission (e.g. 802.11 data packets)

impossible. Therefore chances of incorrectly rejecting a (meaningful) valid signal is very small.

Selecting the FFT window is key to successfully detecting the energy of each tone from the clients.

Due to near-far effects and the different processing power of the clients tones from different nodes that will

reach AP at different time. In a typical infrastructure network we assume that distance from the AP to the

farthest node is ≈ 300m, which implies a round trip delay of about 2µs. There may also be delay from the

transceiver turnaround time and hardware transfer times. Therefore we can define T as

T ≥ 2× Tpropagation + Trxlatency + Thardware + Ttxlatency.



31

(a) Composite Waveform

(b) FFT Magnitude

Figure 4.3: Fourier Transform of the Composite Waveform

Given that each OFDM symbol has a duration of 4µs, we need to specify the interval T that the AP needs

to wait before performing the FFT while ensuring that within that interval all nodes have transmitted their

individual tones to signal about their queue status.

Figure. 4.4 shows the relative timing diagram and optimum FFT windows. Given a RTT of 2µs from

the farthest node we start the FFT window after 3µs. This gives us a flexibility of the 1µswhich might occur

due to any unforeseen circumstances. The “brown bar” marks the optimum FFT window which is 4µs.

A key point here is that the FFT window doesn’t have start after exactly 3µs. Since tines are coming from

different users all we need to ensure that all the tones are present for the entire duration of the FFT window
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which is denoted by the interval “Flexible FFT Window”. Since the near-far effect will also affect the next

two symbol transmission a gap of 4µs is required before performing the next FFT. Similar to the first FFT

window we have an error margin of 1µs before and after the optimum window. The combined information

from these two FFT window provide the AP with all the information it needs to receive two bits of data, as

described above. The method can be extended to allow clients to transmit an arbitrary number of bits.

The precision of clock synchronization needed for this method is actually less than for normal 802.11g

data payloads. Periodically, the AP synchronizes the clocks on the clients to maintain the 1µs clock accuracy

needed in the protocol. Unlike single user OFDM transmission, strict receiver timing synchronization is not

required since no demodulation is required – we are simply detecting “energy in the channel”. Also, since

these are unique single frequency tones, the OFDM subcarrier are transmitted without any PLCP header

or any identifier which saves bandwidth and makes detection faster at the AP. This makes implementation

fairly simple and straightforward, and the technique should be able to be implemented on commodity 802.11

hardware.

To understand how much more efficient it is to use physical layer signaling, consider the costs of

transmitting a message using the 802.11g PHY that’s the basis for our extension. A normal message requires

a 20µs preamble to be transmitted and then, at best assuming the 54Mb/s modulation rate, each 48× 6 bits

takes one OFDM symbol time (4µs) to transmit. Thus, a 64 byte message, which can’t actually even contain

the Ethernet addresses in a standard 802.11g packet would take at least 20 + 4 × 3 or 32µseconds. After a

2µsecond “SIFS” period, clients would normally respond using a similar message format. Thus, a response

to a standard 802.11g packet would take another ≈ 32µs. By comparison, using physical layer signaling all

53 clients can provide two bits of information (such as queue length) within four OFDM symbol periods, or

a total of 16µs, or only half the time for a single station to respond using standard messages.

4.1.3 Hardware Implementation

To demonstrate that the challenges to using simultaneous reception to implement our protocol are

indeed tractable, we implemented a prototype using a software defined radio platform. The basic design

involves an OFDM transceiver on a Virtex-IV FPGA along with a custom front-end radio [33]. The plat-
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Figure 4.4: Signal Timing Diagram

form is capable of transmitting and receiving generic 802.11g frames as given in the 802.11 physical layer

specification [34].

Implementing the protocol described in §4.1 requires transmission of non-contiguous OFDM sym-

bols, where none but one of the subcarriers is used to transmit the information. This requires some changes

in the transmitter design. The transmitter design has been detailed in [11] which employs a hybrid design

allowing sufficient reconfigurability to perform such non-contiguous transmissions. The protocol requires

the involvement of a reconfigurable transceiver as well as a MAC layer that controls the hardware to perform

the required tasks.

The AP (implemented using our hardware) receives a composite additive signal from all the clients

and, depending upon the number of users, the number of distinct frequency components in the signal will

vary. Observing the magnitude of the Fourier transform we can detect high energy subcarriers and thus

identify the corresponding client.

Given that you can demonstrate almost anything using a Matlab simulation, we felt it was important

to demonstrate the protocol using three prototype hardware nodes. One of the radios was used to transmit

one broadcast packet using the standard 802.11a/g PHY specification. The receivers decoded the broadcast

packet and prepare the ACK packet with information on their pre-assigned subcarrier and transmit. The

receivers were placed at two widely-varying distances from the transmitter to highlight the impact of near-

far differences in clients. We used a vector-signal analyzer to capture the physical data.

Figure 4.5(b) shows the spectrum for the broadcast packet, which uses all the subcarriers for trans-
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mitting broadcast information, and Figure 4.5(a) is the spectrum for the composite response signal from the

two client nodes. Node 1 is transmitting in subcarrier +8 and node 2 is transmitting the ACK using −8.

These same signals were shown earlier in the waterfall plot in Figure 4.1. Figure 4.1 showed that the node

transmitting in subcarrier +8 has a higher signal power (closer to the AP) compared to the one transmitting

using subcarrier −8 (further from AP). Also the different time of arrival of the ACKs show the near-far

placement of nodes and subsequent attenuation. The waterfall plot also shows the broadcast packet at the

top of the graph – that packet is transmitted first using the full spectrum available.

(a) Spectrum of Broadcast (b) Spectrum of ACKs

Figure 4.5: Spectrum of the Broadcast Packet and Response Using Three Radios

4.2 Efficient MAC Protocol Using PHY Signaling

Much of the overhead of wireless networks arises from the network signaling for media access. One

example is the 802.11 distributed coordination function (DCF) protocol, which has been reported to have up

to 60% overhead due to the media access overheads and retransmissions due to errors [29].

In this section, we describe Physical Assisted MAC (PAMAC), a MAC protocol that is compatible

with the 802.11 DCF phase, is modelled after the PCF (point coordination facility) protocol but uses physical

layer signaling to further reduce signaling overhead. In §4.3, we compare the performance of PAMAC to
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a conventional 802.11 DCF MAC; we were unable to compare the performance of PAMAC to the 802.11

PCF MAC due to limitations in our simulator.

The full description of PAMAC would entail state transition charts similar to those used to describe

802.11 DCF operations. Rather than use such charts, Figure 4.6 shows a sample time sequence for PAMAC

operation. The time line shows messages transmitted over time from left to right; darkened messages are

transmitted by the AP and all other messages arise from stations. As described in §5.1.1, an access point

using PAMAC must assign stations to specific “tones” or subcarriers used for physical signaling. Thus, the

initial operation of the network would involve an advertisement for stations to join the schedule-based phase

of the network operation; such a message may be occasionally repeated to allow nodes the choice to join

or leave the scheduled phase. The “Join Request” message elicits “Join Response” messages from stations.

Once a pre-specified join period has expired, the AP will start a schedule based operation period.

The AP will first transmit a “traffic map” frame that assigns stations to specific “frames” and “tones”

within those frames. In a small network, there would usually be a single frame; additional frames are used

if the number of stations exceeds the number of subcarriers available for simultaneous signaling (e.g. 53

subcarriers for 802.11g). The “traffic map” frame is only sent when stations leave or enter the scheduled

network operation.

Prior to sending “uplink” traffic from the stations to the AP, the AP sends a “frame start” message.

Following the frame start, the stations reply with a tone sequence indicating if they have any messages to

upload; all stations assigned a subcarrier or tone for that frame with a packet to transmit would respond

simultaneously, as described in §5.1.1. The AP then transmits a single tone subcarrier indicating which

station should transmit. Stations transmit for a fixed duration, possibly sending multiple messages during

that period. If a station finishes before the end of the fixed duration, it can transmit a single tone on its

subcarrier to indicate that it has finished transmitting; the AP will then indicate the subcarrier or tone ID of

the next station that will be allowed to transmit. There are no hidden terminal problems since all transmitter

wait to transmit until they are told to start, and the AP is in charge of designating which station should

transmit.

When stations transmit to the AP, they use the standard 802.11g PHY layer encoding, including the
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preamble sequence for clock recovery, PCLP header and standard MAC header. It would be possible to

reduce the size of the MAC header since the AP knows which station is transmitting, but we did not model

this in our simulations. The station must include the overhead of the timing recovery preamble because that

information is needed to synchronize the clock phases to allow high rate modulations to be decoded.

Following the “uplink” phase, the AP transmits packets to stations using standard 802.11 packet

encodings (e.g. also prepends a preamble, PLCP, etc), but transmits them in a continuous stream where

stations ACK the packet and the AP then transmits the next downlink packet without releasing the media by

starting transmission prior to the end of the SIFS interval.

The ordering of uplink and downlink phases can be flexible; since the AP is in charge of scheduling

transmitters, it can allow as many or as few to transmit packets as desired. It can also indicate that a station

can use multiple transmission slots by repeatedly indicating that the station should transmit. Likewise, the

AP can conduct multiple “uplink” phases followed by a single “downlink” phase or intersperse the individual

phases. Clearly, different orderings would impact packet delay, fairness and other MAC characteristics.

In the implementation we use for our protocol comparison and evaluation, the AP allows all up-link

traffic to be transmitted and then transmits all queued downlink traffic. This may slightly increase packet

jitter or delay, but we have not studied the impact of varying that policy.

4.3 Result And Analysis Of Simulation Study

To evaluate the performance of the proposed protocol, we implemented an OFDMA based transceiver

in QualNet [35], operating at 2.4GHz, largely matching the capabilities and characteristics of our hardware

platform. We compared the performance of the proposed protocol with the conventional IEEE 802.11a

based MAC protocol provided by QualNet. We assume that the AP is in the middle of the scenario and

all the clients are randomly distributed within a radius of 150m. Thus, the AP is within the transmission

zone of all clients, but all clients are not within the transmission zone of each other. Many similar random

scenarios were used; a later example will illustrate the layout.

Our protocol is referred to as ‘PAMAC’, while the IEEE 802.11a based MAC protocol is refereed to

as ‘802.11’ throughout rest of the chapter. Table 4.2 shows the parameters used for simulation.
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Table 4.2: General Simulation Parameters

Seeds 10

Packet Size 120bytes (G.711 codec)
(VoIP) 10bytes (G.729A)
Packet Arrival 15ms (G.711 codec)
Interval 10ms (G.729A)
Physical Layer Data Rate 36Mbps

Simulation Time 120secs

Pathloss Model Two-Ray
Application Layer CBR
Transport Layer UDP
Mobility None

We evaluated our protocol for VoIP application, which requires low but constant bit rate for efficient

quality of voice service. Since VoIP packets tend to be fairly small, this workload is representative of

workloads that incur considerable signaling overhead; it is also an increasingly important protocol as the

number of cellular phones using 802.11 to improve quality increases. We used G.711 codecs, which generate

120bytes of data packet at the application layer, at a constant interval of 15ms. All VoIP calls were full

duplex sessions between a client and the AP. No client initiated multiple sessions.

Figure 4.7 shows the performance of ‘PAMAC’ compared to standard ‘802.11’, with increasing num-

ber of VoIP Sessions. PAMAC successfully caters efficient service to 120 clients, with almost no packet

loss. The average end-to-end delay is significantly low, less than 20ms, and the jitter in delay also remains

low even at 120 duplex sessions. The end-to-end delays of the 802.11 protocol are much higher for larger

numbers of stations due to queue overflow and we do not show that in the graph. We are interested to know

that our protocol does fairly efficient communication even with 120 duplex sessions and call quality is main-

tained. However, the standard 802.11 MAC gets saturated beyond 40 concurrent sessions. The uplink and

downlink flows in 802.11 show distinctively different behavior. As network gets saturated, the AP builds a

large queue of packets to send to the stations. Since the AP is using DCF, it does not get enough access to

the medium depending on the cumulative traffic that is accumulated in its queue for all the clients. Hence,

downlink sessions suffer more than the uplink ones. Other MAC protocols, such as Idle Sense [36] can

resolve such unfairness, but they don’t remove the overhead of contention.



39

For reliable communication, with more nodes participating in the network, we studied the effect of

using RTS/CTS, but we do not include those results because they largely duplicate the results when not using

RTS/CTS. We observed that the overall performance of ‘802.11’ deteriorates due to the use of RTS/CTS, and

the network gets saturated even with 40 sessions, which is due to the fact of control packets consuming the

bandwidth rather than data transmissions. The PAMAC protocol does not need to use RTS/CTS for uplink

or downlink traffic; stations only transmit when they are told to do so, and thus hidden terminal issues can

not arise. Likewise, when the AP sends downlink traffic, all stations overhear the traffic and thus do not

transmit.

We also evaluated our protocol with another VOIP codec,G.729A, which has a lower bandwidth

requirement. Figure 4.8 shows that when using this codec, PAMAC outperforms ‘802.11’ also with very

low number of VoIP sessions. With 45 clients, uplink sessions maintain QoS, while the downlink sessions

suffer with the 802.11 contention based method. With 36Mbps physical layer bandwidth, 802.11 can only

handle 30 duplex sessions, which is (16Kbps×30) = 480Kbps of application layer data. Again, this limited

use of the wireless spectrum is due to the poor coordination of the wireless medium; increased signaling can

improve the media utilization and our physical layer signaling makes such signaling very inexpensive.

We also studied whether the variation in throughput of 802.11 clients is due to any spatial distribution

of the clients. Figure 4.9 shows the topology of an example scenario, where the AP is located in the middle

of the network, and the clients are distributed around it. The radius of circles representing the stations are

drawn proportional to the throughput of the client, which indicates that the throughput has no clear relation

to the spatial distribution of clients. The performance depends on the chance that a node gets to access the

medium and transmits packets. In contention based protocols, carrier sensing and back-off leads to poor and

unfair access to the medium. The PAMAC method allows both controlled media access and low overhead

to achieve that controlled access.

Figure 4.10 shows how PMAC improves bandwidth utilization with compared to 802.11. The plot

is a snapshot in time of 1msec duration. Node 1 has been designated as the AP and the other nodes are

stations in the network. The ’red’ colored instances are either tones from the clients to the AP saying that

they have packets to send or they are tones sent by AP to signal the clients to send data. Every signal tone
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Figure 4.7: Protocol Performance - G.711

from the AP is followed by a packet transmission by the client denoted by blue timelines. Also, it is evident

from the plot that all the tone signals from the client happen simultaneously as defined in the protocol. The

green colored line denote the broadcast packets from the AP asking the clients about their queue position.
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Figure 4.8: Protocol Performance - G.729

On the contrary in 802.11 case, the shorter duration green signals are either ACKs or RTS/CTS.

After contending for the medium data packets from the clients are transmitted, shown in blue. The irregular

arrangement of the arrows across time shows the contention period and significantly reduced utilization of
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Figure 4.9: Throughput of Clients

the wireless medium.

4.4 Future Work

The protocol we describe may present challenges in co-existing with already deployed CSMA/CA

based 802.11 networks, but there are many scenarios where it is not required to co-exist with 802.11 net-

works, e.g. - a large conference room with more than 100 users or an enterprise wireless network deployment

deployment that assigns neighboring APs to non-overlapping channels. We believe that, like other exten-

sions to common protocols such as 802.11n, it’s possible for the protocol to sense when non-compliant APs

and stations may interfere with the signaling and revert to traditional packet based signaling; however, we

have not verified this by simulation. This type of signaling mechanism can be used to simultaneously ac-

knowledge broadcast and multicast packets, thus reducing overhead by making the process parallel. Also,

this idea of smart signaling can be extrpolated to higher layer protocols like TCP ACKs that requires efficient

cross-layer design and timing constraints which needs to be explored.
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4.5 Conclusion

We’ve shown that by using, rather than fighting against, the properties of the wireless physical media,

we can develop robust signaling primitives that are both practical and allow innovative algorithms. We used

a signalling method (OFDM) that is easy to understand and visualize, but the general technique is amenable

to other methods of orthogonal signaling, such as CDMA or combined methods such as coded OFDM.

The critical insight is that we can combine the results from multiple clients using simultanous recep-
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tion in an efficient manner. We can use this mechanism to both make specific network functions, such as

broadcasts, reliable, but can also use the primitives to implement higher level group communication and

signaling protocols. As long as the queries require simple “yes/no” answers, there are a number of robust

mechanisms to combine the signals.

The question remains of how such functionality could be exposed to client and host operating sys-

tems, particularly since similar techniques are difficult to implement on non-broadcast networks (i.e. most

traditional networks).



Chapter 5

SMACK - A SMart ACKnowledgment Scheme for Broadcast Messages in Wireless

Networks

Noise and interference are fundamental aspects of communications, and are exceptionally important

for wireless communications because it’s more difficult to contain propagation without waveguides such as

wires and fibers. Avoiding interference or noise is a fundamental design objective that limits the scope of

simultaneous multi-user communication. Conventional single carrier communication focuses on decoding

the strongest signal while discarding anything else as noise or interference.

Multi-user communication requires some form of orthogonal channel for modulation that allows

multiple parties to communicate simultaneously. There are a number of ways to implement orthogonal

channels - code division multiple-access (CDMA) has been adopted as a very reliable multiple access tech-

niques by using specially designed codes with strong cross-correlation properties. With spatial frequency

reuse, frequencies are allocated in a way such that signals from far away communicating pairs will be so

strongly attenuated that they won’t interfere in local communication. Time division multiplexing, or taking

turns using a channel, is another method.

In this research, we focus on using orthogonal frequency division modulation (OFDM) to pro-

vide distinct orthogonal signals. OFDM is a mechanism that splits the available spectrum into a number of

orthogonal non-interfering subchannels. Being orthogonal, each of the subcarriers can be treated as an in-

formation carrying medium without significant interference with another subcarrier. Variants of the OFDM

waveform are used in a number of current wireless (and wired) physical layers, including the 802.11a/g.

Under OFDM, different nodes can also communicate on different subcarriers, as used in WiMax, which
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employs “scalable OFDMA” where users use different subcarriers or set of subcarriers to transmit data over

the same medium and at the same carrier frequency.

The ability to distinguish multiple simultaneous transmissions requires either the signal structure to be

fairly simple or the decoding/detection mechanism to be complex. In this work we focus on a set of network

primitives that calls for a very simple answer typically in binary; in the form of yes or no. Empowered by

subcarrier transmission using OFDM we can either transmit a 1 or a 0 to convey these binary answers. Not

only is this form of signaling simple, the detection of such a multiuser communication can be accomplished

using spectrum sensing and energy detection. Simultaneous transmissions can be an advantage in a number

of network applications that call for multiple nodes to participate and also use simple information. Examples

include route requests, leader election, network management and other operations involving broadcast or

multicast messages. Not only does simultaneous transmission make the message exchange faster, it also

allows such exchanges to be reliable.

To demonstrate that the complexity in implementing this form of multiuser communication is indeed

tractable, we implemented the protocol in a prototype hardware platform. Using FPGA based Software De-

fined Radios (SDR) we demonstrate the ability to detect multiple tone transmissions using Fourier transform

and energy detection. The contributions of this research work are:

• We describe the practical constraints on using simultaneous communication for a wireless mesh

network.

• We describe how simultaneous reception can be used to greatly improve protocol performance.

• We demonstrate the practicality of the system using a Software Defined Radio implementation of

our protocol.

The rest of the chapter is organized as follows. §5.1 explains the protocol functionality and its ef-

ficiency and §5.2 describes the robustness of the protocol. In §5.3 we present the challenges and issues

involved in implementing the protocol using SDRs. This is followed by the actual hardware implementation

and design aspects in §5.4. To evaluate the hardware and the protocol performance we present a set of exper-

iments in §5.5. The results from the experiments have been analyzed in §5.6. To demonstrate the usefulness
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of this physical layer protocol to higher layer protocols we present a few applications in §5.8. Prior work

related to this work has been investigated in §5.9. Finally we summarize this chapter in §5.9.1.

5.1 Smart Acknowledgments

In this work, we focus on speeding group communication using simultaneous transmission and

reception. There are many types of group communications, the most common of which is broadcast or

multicast. Conventional infrastructure wireless networks (e.g., a standard WiFi network) usually only use

broadcast packets to translate wired broadcasts into wireless packets. The standard 802.11 physical layer

doesn’t provide a method for determining if a broadcast was delivered; thus such broadcasts are typically

transmitted at the lowest modulation rate (in an effort to increase the reliability of reception). Since broadcast

messages are exchanged without acknowledgment control frames, there is a limited scope for the source or

the access point (AP) to reliably ensure the reception of the message at the host nodes.

In “ad hoc” networks, broadcast messages are used for many purposes. Typical applications in-

clude host discovery, network maintenance, route discovery, etc. For example, wireless protocols such as

AODV [37] periodically broadcast a routing table to “neighboring nodes” (meaning those that can hear

the message). Nodes also periodically transmit “hello” messages to determine if nodes are still reachable.

These messages are typically “unicast” messages, because there is no way to safely determine if they’ve

been received.

Reliable broadcast messages, “hello” link maintenance messages and many other communications

share a common pattern: a message is sent and one or more nodes should “vote” on the transmitted message.

For reliable broadcasts, the vote is an acknowledgment that “I have received and can decode the message”.

If a node has not received the message, the sender would retransmit it. Link maintenance messages are

almost identical, except that if a formerly “adjacent” node does not receive the message, it is removed from

the node neighbors table (with no retransmission). Many other protocols, such as voting protocols, can map

to a similar query followed by a yes/no decision from other nodes.

Some of these protocols concerning a single network “link” have an analogous extension to a “net-

work” counterpart. For example, there is considerable work on providing reliable network-wide support for
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broadcast packets in wireless networks, as well as distributed leader election.

5.1.1 SMACK - Reliable Link Layer Broadcasts

(a) Subcarrier assignment in a network

!

-26 +260
Center Frequency

Subcarriers Assigned To Nodes

20 Mhz Bandwidth

(b) Non-contiguous OFDM transmission

Figure 5.1: Schematic illustration of ACKs using OFDM

For any reliable broadcast mechanism to be reliable, there must be a clearly defined set of nodes

in the network; Figure 5.1(a) shows a single access point and multiple clients. Each client is assigned a

unique “membership number”. For our implementation we have chosen the OFDM based physical layer for

802.11a/g as the underlying signaling method. Figure 5.1(b) shows a schematic illustration of the properties

of the OFDM waveform that are needed. A given bandwidth, such as the 2.4Ghz band used by 802.11g, is

subdivided into a number of subcarriers around a center frequency; that center frequency is the “channel”

to which an 802.11 radio is set.

In 802.11g, 53 subcarriers remain for data modulation. Normally, a single transmitter modulates

all subcarriers to send high bandwidth data. In our protocol, since we only need to transmit a “yes” or

“no”, we assign subcarriers to individual nodes, as illustrated in Figure 5.1(b); different clients are assigned

subcarrier bins labeled as fc1, fc2, . . . , fcn where n depends on the number of users and the number of

subcarriers available. The orthogonality of individual subcarriers allows us to use each of them as separate
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data carriers for different hosts. Using multicarrier modulation techniques allows the AP to receive ACKs

from a greater number of clients in the shortest possible time, dramatically reducing the time to gather

reliable acknowledgments for broadcasts. We use the physical layer to combine the responses from the

different nodes. Upon receiving a successful broadcast message from the AP the clients use their pre-defined

subcarriers to transmit a ′1′ as an ACK.

To summarize, the protocol has the following steps:

(1) When nodes join the network, the AP assigns each node a unique “membership id”, which is a

small integer.

(2) An AP sends the broadcast message using conventional PHY specifications for 802.11a/g.

(3) On receiving the broadcast message all clients decode the message (if possible).

(4) If a client successfully decodes the message, the client then uses the single orthogonal subcarrier

specified by the membership identifier to indicate it has received and decoded the message

(5) The AP receives the composite time domain signal of all OFDM subcarriers and performs an FFT

to obtain the frequency domain representation of the signal. After performing demodulation the

individual acknowledgments can be recovered. A one in the nth bit position can be mapped as an

ACK from one of the N (number of subcarriers) clients.

Due to the conversion between the time domain and frequency domain, relatively tight timing syn-

chronization is needed for the composite additive signal to be decoded at the AP – in other words, all the

responding stations must transmit at about the same time; however, that time synchronization is provided by

the broadcast message itself as explained in §5.3.2.

To understand how much more efficient it is to use physical layer signaling, consider the costs of

transmitting a message using the 802.11g PHY that is the basis for our extension. A normal message requires

a 20µs preamble to be transmitted and then, at best assuming the 54Mbps modulation rate, each 48× 6 bits

takes one OFDM symbol time (4µs) to transmit. Thus, a 64 byte message, which can’t actually even contain

the Ethernet addresses in a standard 802.11g packet would take at least 20 + 4 × 3 or 32µseconds. After
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a 16µs “SIFS” period for a 20MHz channel [34], clients would normally respond using a similar message

format. Thus, a single response to a standard 802.11g packet would take another ≈ (32 + 16) = 48µs.

By comparison, using physical layer signaling 53 clients can provide a single bit of information within

two OFDM symbol periods, or a total of 8µs (as detailed in §5.3.2), or one-sixth the time for a single station

to respond using standard messages. This means that using the proposed protocol, the time needed for a

single station will be reduced by about an order of magnitude; when the number of potential respondents

increases, that time is reduced by two orders of magnitude.

5.2 Robustness of SMACK

5.2.1 Against Varying Signal Power

The reliable broadcast acknowledgment scheme described in §5.1 typically caters to a network of

directly reachable nodes. The signal power from these clients may vary widely. Setting a single threshold

for all these clients would be difficult if the received signal power of each of the subcarriers at the AP vary in

a broad range. Hence, we propose to adjust the transmission power of tone transmitters/clients such that the

received power of the subcarriers from different clients at the AP are comparable and within tolerable limits,

ensuring that the weaker signal does not get lost due to the high power of the stronger signal. The dynamic

transmit power adjustment of the clients can be decided based on existing channel assessment techniques

as done in CDMA [38]. The calibration of the transmit power control mechanism based on the channel

condition is kept as future work. In this way, we can set a single threshold to detect all the clients in the

network, as the received power of the individual subcarriers become similar after adaptive power control. To

detect the farthest client, we need to detect its signal. We argue that the weakest client’s signal at the AP is

not only detectable, but also decodable if a packet is transmitted. Otherwise normal 802.11 communication

with that client will not have been possible. In case our proposed protocol fails to detect acknowledgment

from the weakest client, the fallback mechanism to retransmit to that particular client will ensure reliable

delivery of the broadcast message to the client.
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5.2.2 Against Interference
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Figure 5.2: Protocol Fallback Decision Tree

A significant contributor that might cause the protocol to degrade are spurious or burst noise in 2.4

GHz ISM band, e.g., Zigbee, Bluetooth devices, microwave oven and interference from hidden terminals.

In order to address such scenarios we present a fallback mechanism of the protocol which involves

upper layer intervention in order to make the protocol robust and reliable in the presence of spurious inter-

ference. Figure 5.2 shows the possible states of the protocol and the decision making mechanism at the AP.

We start by defining the cause and effect of the protocol’s decision branch. Cause refers to the intended

responses of the stations/clients and effect is defined as the response of the stations/clients as detected by the

AP. Both the cause and the effect can have two possible binary states - True or False. Based on all possible

combinations of cause and effect we address the error correcting mechanisms or a fallback method.

Branches True/True and False/False - These two branches exhibit error free functioning of the proto-

col. If the intended and actual responses match then no error correction is required.

Branch True/False - This decision branch can be attributed to instantaneous channel noise between

the AP and station. This error can occur in two ways: either the station did not receive the broadcast

message or the ACK is attenuated at the AP and fails the threshold test. We refer to the second phenomenon,
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where the station transmits the tone but the AP does not recognize it, as a False Negative. It is possible

that a receiver may simply not hear the query and fail to respond. As with any protocol that assumes the

absence of response to be meaningful, some higher level method is needed to insure that such a decision is

appropriate or that the protocol should be amended to insure that only positive responses are acted on.

Branch False/True - Wideband or Narrowband noise can cause the threshold test to falsely trigger and

we refer this phenomenon as a False Positive. As described in section 5.3.2 the signal detection mechanism

operates in a small time window of 4µsec after the SIFS period. So if there exists any unwanted narrowband

or broadband signal within the FFT window that can be taken care of in the following way.

Interference can be of two types - either a narrowband or a broadband. We refer to any interference

less than 20MHz bandwidth as narrowband interference, which essentially corrupts the intended spectrum

partially. Zigbee, which operates in a 5MHz bandwidth can be one of the potential narrowband interferers.

Hidden terminal clients of another AP using our protocol can also be another potential narrowband inter-

ferer. To reduce the errors introduced due to narrowband interference, we can assign each client multiple

subcarriers to transmit ACKs. This mechanism will allow the AP to detect a false positive by employing a

simple all or nothing decision metric. If the AP fails to detect energy in all of the subcarriers assigned to a

client, it is regarded as a false positive. Assigning multiple random subcarriers 5MHz apart will ensure ro-

bustness against interference from Zigbee nodes. Also, we argue that there exist remote possibilities where

a hidden terminal client of another AP in our protocol is assigned the exact same combination of subcarriers

as one of the intended clients of our AP and respond in the exact same time slot of our FFT window for

detection. Hence, we do not address this problem in this work.

We refer to any unwanted signal of equal to or more than 20MHz bandwidth as wideband inter-

ference, which causes false positives in the detection mechanism at the AP. For a long-lived wideband

interference we can eliminate the chances of false detection by performing FFT immediately before and

after the protocol window of (8µsec + 2µsec) = 10µsec as in Figure 5.4 – if signals are detected prior

to or following the intended transmission time, the likely source of those signals would be long-term noise

or interference. To detect errors due to wideband interference of duration less than 10µsec, we keep two

subcarriers (+20 and −20) unassigned to any client. Energy in any of these two subcarriers will detect the
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presence of a wideband interference. In this scenario, a rebroadcast after carrier sensing can efficiently solve

the problem. However, if the wideband interference is very short lived in the order of nsec (as in UWB), it

will not affect the FFT results as the sampling frequency of our system is 12.5nsec which is more than the

pulse width.

5.3 System Parameters

Normal wireless communication is a point-to-multi-point process involving a single transmitter and

one or more receivers; our design inverts that assumption. There are some important challenges in imple-

menting such a protocol.

5.3.1 Threshold

The use of thresholds is very common in signal detection and decoding. From the basic operation of

carrier sensing in CSMA/CA to maximum likelihood decoding of baseband modulation to even advanced

forms of spectrum sensing in cognitive radio environment, all employ some form of threshold testing to

extract information from the received signal. In this implementation we utilize Fourier analysis, which is

efficiently implemented in hardware using the Fast Fourier Transform (FFT) algorithm. We use threshold

tests to identify the presence of spectral components (i.e., is a station transmitting a tone?).

For a fairly simple signaling mechanism as described in §5.1 we simply need to look at the average

signal power to decide on a threshold. Input signal levels are strictly controlled by automatic gain controllers

at the receiver front-ends to prevent saturation of the analog to digital converters (ADC). The average re-

ceived signal strength (RSS) can be measured using eq.5.1, where r(d) refers to the received signal samples

and D refers to averaging filter length.

R(d) =
D−1∑

i=0

|rd+i|2 (5.1)

Figure 5.3 shows experimental results from hardware where signal energy is averaged over 128 sam-

ples. As long as the envelope of the composite waveform is kept constant the average signal energy does not

change much and is always above the average noise floor. Thus we argue that this average RSS can be used
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to determine the threshold level and there is no need to change threshold over time as long as the average

signal energy is kept fairly constant by suitable gain controller.

5.3.2 Timing Considerations

The effectiveness of using Fourier transform to extract spectral components requires all the subcarriers

to be present with sufficient energy within the FFT window. In this implementation (§8.3) we have used a

256-point FFT that corresponds to one OFDM symbol (3.2µs). Therefore, this window of 256 samples

should have all the subcarrier information. Evidently, there is an implicit timing constraint imposed on the

broadcast node. This is further worsened due to the near-far effect and the different processing power of

the clients nodes causing the tones to reach the AP at different times. Therefore the broadcast node has to

estimate a suitable FFT window to successfully receive the ACKs. This time is calculated from, after the

last sample transmitted to air interface to the first sample of a valid FFT window, which is given by eq. 5.2.

T ≥ 2× Tpropagation + Trxlatency + Thardware + Ttxlatency (5.2)

Assuming a typical distance from the AP to the farthest node in an infrastructure based network to be
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Figure 5.4: FFT timing requirement

≈ 300m results in a round trip delay of about 2µs, together with receive-transmit path latencies andRx−Tx

turnaround time for our hardware (Trxlatency + Thardware + Ttxlatency) allows us to decide on the correct

FFT window. Given that each OFDM symbol has a duration of 4µs, we can define a flexible FFT window

which compensates for all the latencies and propagation delays as given in eq.5.2.

Figure. 5.4 shows the relative timing diagram and optimum FFT windows. Given a RTT of 2µs from

the farthest node we start the FFT window anywhere after 2µs which gives us enough flexibility against any

unforeseen signal delays. The “black bar” marks the optimum FFT window of 3.2µs or 256 sample wide.

Unlike single user OFDM transmission, strict receiver timing synchronization is not required since

no demodulation is required despite receiving data from multiple clients – we are simply detecting “energy

in the channel”. Also, since these are unique single frequency tones, the OFDM subcarriers are transmitted

without any PLCP header or any identifiers like pilot tones which saves bandwidth and makes detection

faster at the AP. This makes implementation fairly simple and straightforward, and the technique should be

able to be implemented on commodity 802.11 hardware.

5.3.3 Frequency offset and Doppler shift

The composite baseband received signal can be represented by

r(n) =

N−1∑

i=0

Aie
j2π(fi+δfo+δfdi )nTs (5.3)

where Ai,fi,δfo, δfdi are respectively the resultant amplitude, subcarrier frequency, frequency offset

during down-conversion at the receiver and the Doppler shift for the ith subcarrier.
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Frequency offset correction is extremely important for normal OFDM based packet transmissions.

Any residual frequency from the down-conversion stage may cause a significant change in modulation level,

which makes it impossible to decode (demodulate) the signal.

This is precisely the reason why we do not demodulate the signal – we simply look for power in the

subcarrier (i.e., a “tone”). Since we are not worried about modulation levels, any offset in frequency will not

affect the FFT results. Thus we argue that since the subcarrier spacing for our implementation is 312.5KHz,

carrier frequency offsets, which is typically in tens of KHz for the radios used in our experiments, will not

cause subcarriers to shift frequency bins.

Doppler spread is the maximum frequency shift between the transmitter and the receiver caused by

their relative motion or by any scatterer in the environment. Doppler shift is given by eq. 5.4.

fm =
vfc
c

(5.4)

where fm is the maximum frequency shift of the signal transmitted at the carrier frequency of fc, with

a relative velocity of v between the transmitter and the receiver; c being the velocity of light. Using eq.5.4,

for a object moving at 5km/hr which is a typical human walking speed we have a maximum Doppler

shift of approximately 11Hz. Therefore the Doppler shift is not sufficient to cause spectral leakage onto

adjoining subcarriers. Unless the nodes are highly mobile it is very unlikely that the sinusoid envelope will

vary to such an extent to cause the threshold test to fail. Neither will it cause the subcarrier to shift frequency

bin leading to false detections.

5.4 Implementing SMACK using SDR

To demonstrate simultaneous reception for reliable acknowledgments we implemented a prototype

using a SDR platform. The SDR involves an OFDM transceiver on a Virtex-IV FPGA along with a custom

front-end radio as shown in Figure 5.5. The design and implementation has been detailed in [11, 14], which

deals with all the signal processing algorithms that have been synthesized into fixed point hardware designs.

The platform is capable of transmitting and receiving generic 802.11g as given in physical layer specification

[34]. The OFDM transceiver components consist of a custom radio front-end responsible for up/down
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Figure 5.5: Nallatech boards with radios and antennas

conversion to/from the 2.4GHz ISM band and a Xilinx ExtremeDSP development kit IV manufactured

by Nallatech. The ExtremeDSP board includes either a Virtex IV or a Virtex II FPGA equipped with a

PCI/USB interface and two sets of A/D and D/A converters. Gain control is also a part of the radio that can

be controlled by software on the host computer.

Transceiver latency plays an important role in our implementation. It is required to determine the

turnaround time for the receiver at the broadcast node. Usually for any practical transceiver, the minimum

time that is required for the MAC/PHY to receive the last symbol of a frame at the air interface, process the

frame and respond with the first symbol on the air interface of the response frame is of great interest. This

includes receiver side PHY layer processing delay + MAC processing delay + Transmitter side processing

delay + PCI transfer delay for both Rx and Tx + Front-end radio hardware delay. If we disregard the MAC

processing delay and the PCI transfer delay then we can summarize the following:

(1) Receiver side:

Difference between the last symbol received at the air interface to last bit transferred to host =

14.83µsec.

(2) Transmitter side:

Difference between the FIFO read signal to the first analog sample out from the DAC = 11.68 µsec.

(3) Key note: The FFT/IFFT module consumes the bulk of the latency = 7.4 µsec. x 2 (for Tx and Rx)

= 14.8µsec.
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It is observed that most clock cycles are consumed by the FFT/IFFT unit and other than that the latency

is attributed largely to various buffering elements required for proper functioning of the pipeline. in order

to further reduce latency we need to use better pipelined cores with faster cycle times. This is purely a

limitation of our prototyping hardware, and not of the method – any commercial WiFi chipset is already

capable of the processing needed to implement our technique.

The receiver side of the broadcast node comprises of an FFT engine coupled with the energy detection

blocks as shown in Figure 5.6. This design can form a part of the standard receiver chain [14] and the mode

of operation (depending on if the node is operating as a client of AP) can be easily selected using software

controlled registers.

Figure 5.6: Design for the detecting ACK at AP

As explained in §5.3.2, triggering the FFT is a key design challenge. Given our hardware design

and its inherent latencies, we find that the total time required for an ACK to reach the AP is (Trxlatency +

Ttxlatency) = 26.51µs. Since ACK transmission control logic is done in hardware, no MAC processing

delay or PCI/USB data transfer delays are introduced. In order to accommodate any propagation delays and

other eventualities we further add a cushion of 2.49µs to the above latency. Thus we trigger the FFT exactly
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Figure 5.7: Floor-map of experimental setup

29µs after the last sample of the broadcast packet transmitted to air interface. This time difference ensures

that all the ACK tones from client nodes are available with sufficient energy at the AP to be able to use a

simple threshold test to detect them.

The transceiver is operated in the 2.4GHz ISM band with a 20MHz bandwidth in order to co-exist

with other 802.11a/g transmissions. The 20MHz spectrum is split into 64 subcarriers including the 0th

subcarrier (d.c.). The 0th subcarrier is never used as it will introduce unwanted DC offset at the receiver

which has to be removed using suitable algorithms. The output of the energy detector is typically a bit

mask of 63 subcarriers (excluding the dc subcarrier). This 63 bit mask is read by the MAC layer routine

using two software addressable registers. The bit mask for −ve subcarriers are numbered MSB = -32 to

LSB = -1 while the +ve subcarriers are numbered MSB = 1 to LSB = 33 (which happens to be always zero

as we are using 32 subcarriers). For example, if subcarriers [-26, -16, -6, +6, +11, +16] are being used

to transmit ACKs then the bit mask for the −ve frequencies is given by 0x2008020 and that of the +ve

frequency is 0x4210000. The presence of a ’1’ in the bit mask indicates that subcarrier index is used to

transmit the ACK. Thus a reliable and fairly simple detection of acknowledgment has been accomplished

using a software defined radio.
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5.5 Experimental Setup

In this section, we describe our experimental setup and methodology to understand how feasible

subcarrier detection mechanism is in reality.

For compatibility with existing 802.11 compliant networks, our clients would have to transmit an

acknowledgment within the SIFS period of the broadcast packet to avoid collision with any other trans-

missions. However, hidden terminals are not immune to this scenario and may cause collision at the client

nodes. However, if the receiver receives the packet and transmits the tone, the chances of collision are very

low at the AP. Either a client will transmit a tone due to reception of the broadcast packet, or fail to transmit

tones due to the loss of the broadcast packet. Other nodes not participating in the broadcast that are outside

the transmission range of the AP will back-off after they sense the broadcast signal transmitted by the AP

due to normal carrier sense mechanisms. Thus, coexistence with existing 802.11 networks will not be a

problem if stations transmit tones within the SIFS period. The 2.4GHz band is also shared by 802.15 Zigbee

nodes as well, but they use similar CSMA/CA sensing mechanism before transmission, which will ensure

successful coexistence with our network. Any protocol using a carrier sense media access will similarly be

compatible.

Our prototype system, as described in §5.4, cannot transmit the tone within the SIFS period. Hence,

setting up experiments in the presence of other 802.11 networks would induce erroneous results in our

protocol evaluation. So, we have used 2.484GHz as the carrier frequency for our experiments. Closest to

the IEEE 802.11 channel 11 (2.462GHz), this band of 20MHz is free from any transmissions generated by

WiFi cards, but has very similar propagation properties to those used by the 802.11 network. This channel is

also affected by microwave ovens, and other spurious transmissions generated by different electrical devices

(all of which occurred during our prototype evaluation).

Figure 5.7 shows a floor-plan of our indoor setup, with 6 tone transmitters and 1 receiver/detector.

The distances between the transmitters and the receiver in our testbed can be extended, and experiments

with longer distances and more number of nodes remain as future work.
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5.6 Results

To maximally utilize 7 available radios, we decided to show the performance of our protocol in two

steps. The first set of experiments demonstrate the eficiency of the subcarrier detection mechanism, as

described in §5.6.1. The second set of experiments demonstrate actual transmission of a broadcast packet,

followed by tone transmission from two nodes on successful reception of broadcast packet, as detailed in

§5.6.2. We used 3 Nallatech Virtex IV PCI boards as 3 client nodes or the tone transmitters. The rest of

the 4 boards were Nallatech Virtex II boards equipped with a USB interface. Each of the 6 clients were set

in transmit mode, equipped with one radio and a transmitter antenna, continuously transmitting tones in a

pre-assigned subcarrier. The detector node is setup in receive mode and repeatedly triggers the detection

mechanism to realize the performance of the energy detection scheme. Three of the client nodes were in line-

of-sight (LOS) of the detector antenna, and the rest were purposefully positioned in non-line-of-sight nLOS

to introduce sufficient signal distortion. The maximum distance between the transmitter and the receiver

antenna was approximately 5m. Antennas were placed at a height of approximately 2m from ground level.

All the results shown in Figure 5.9, 5.10, 5.11 and 5.12 are averaged over five individual experiments at

different times of the day, each experiment was performed 10,000 times to detect the tones. This is done to

show the robustness of the detection mechanism in presence of ambient noise.

It is to be noted that since we are performing signal processing at baseband using digitized samples,

units of various parameters are not important because they are represented using fixed-point precision once

converted from the analog domain. For baseband processing, absolute values as quantized by the ADC are

important and not the true measured values in units of current or voltage. The actual values in units of

current or voltage will depend on the number representation in the design and the dynamic range of the

ADCs and other electrical components prior to the ADC. Therefore, without loss of generality and integrity,

the units of all our variables are to be interpreted as absolute values.
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5.6.1 Efficiency of Tone Detection

In this section, we determine the performance of our protocol, which is based on tone detection in

different subcarriers. Initially, we aim to show the variation of signal in both time and frequency domain and

how the variation affects the selection of threshold. Then, we have chosen three different setups to analyze

the effect of spectral leakage around the desired subcarriers. In experiment 1, evenly spaced subcarriers

have been assigned to minimize any spectral leakage. In experiment 2, every alternate subcarrier has been

chosen to detect the effect of spectral leakage in the intermediate unassigned subcarriers. Experiment 3 has

been designed to assign contiguous subcarriers for transmission, such that spectral leak may affect detection

at the two extremities of the set of subcarriers.

5.6.1.1 Threshold Selection

To demonstrate the variability of the spectrum over time and its effect on detection percentage, we

collected spectrum data in the same indoor setup as shown in Figure 5.7. The receiver gathered 204.8µs

of signal, which indicates data for 64 successive FFT computations, each of duration 3.2µs. In this way,

we collected the composite signal at three different times of the day, resulting in (64 × 3) = 192 FFT

computations. Figure 5.8 shows the variation of spectrum energy in both frequency and time. There are

three regions of signal in time ([1-64], [65-128] and [129-192]), all plotted sequentially. Since coherence

time of the channel is more than 64 FFT computations, we do not notice any major change in signal power

within a single region. However, individual subcarriers undergo fading at different times of the day, as we

move from the region of [1-64] FFT computations to the region of [65-128] computations. Figure 5.8 also

shows that there is a considerable amount of variation from −47.93dBm to −57.26dBm, in signal power

among different subcarriers at the same FFT computation time. However, these variations are not enough

to create a problem in selecting a single threshold, −65dBm as shown in the figure. Although individual

subcarriers undergo attenuation over time the average signal energy envelope remains almost constant. This

helps us in maintaining a steady threshold for tone detection.
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Figure 5.8: Variation of spectrum over time

5.6.1.2 Experiment #1 - Evenly Spaced Subcarriers

In order to benchmark our system performance we used an Agilent 89600S Vector Signal Analyzer

(VSA) to compute the spectral components while we present our computation using the FPGA based FFT

engine. For this experiment we have chosen subcarriers [−26, −16, −6, +6, +11, +16] which are widely

spaced not to interfere with each other. Figure 5.9(a) and 5.9(b) shows the similarity in the FFT computations

by the VSA and our hardware. However it is to be noted that although the measurements are spaced in time

and have different subcarrier amplitudes, they provide the same spectral components which have been seen

to be consistent over prolonged duration of time. Figure 5.9(c) shows high detection percentage at lower

thresholds, while the percentage of detection of heavily attenuated subcarrier +11 reduces only 2% at the

maximum threshold. We notice that the threshold can be easily chosen from a broad range of 6 to 10.
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(a) FFT result from VSA
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(b) FFT result from FPGA
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(d) False positive and False negatives

Figure 5.9: Result of Experiment #1 : Clients transmitting in widely spaced subcarriers - [-26, -16,-
6,+6,+11,+16]

5.6.1.3 Experiment #2 - Closely Spaced Subcarriers

Subcarriers [+6, +8, +10, +12, +14, +16] have been used to demonstrate the effect of spectral

leakage of detection percentage. Again, Figure 5.10(a) and 5.10(b) shows identical spectral components.

A drop in detection percentage for subcarrier +14 at threshold 8 can be attributed to instantaneous deep

fading during the measurement phase. Figure 5.10(d) shows that even at low thresholds the number of false
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positives are low. This really shows that energy in other subcarriers which forms the noise floor for the

threshold test is very low.

(a) FFT result from VSA
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(b) FFT result from Hardware
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(d) False positive and False negatives

Figure 5.10: Result of Experiment #2 : Clients transmitting in closely spaced subcarriers -
[+6,+8,+10,+12,+14,+16]

5.6.1.4 Experiment #3 - Contiguous Subcarriers

Transmitting tones on contiguous subcarriers, for example, [+8, +9, +10, +11, +12, +13], is rep-

resentative of a pathological case. With results in shown in Figure 5.11(c) and 5.11(d) we argue that even
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with contiguous subcarriers there is very limited inter-subcarrier interference. The detection percentage and

false positives show similar trends to that of experiment #1, which shows that even under the most critical

case the spectral components are easily detected by performing simple Fourier transform.

The detection percentage together with the false positives and false negatives in all three experiments

show that with our experimental setup and resources, it is not hard to determine an optimal threshold, which

is 8 in this case. Threshold testing is applied at the output of the FFT engine, using the absolute value of the

FFT result on a linear scale. The threshold values show in the Figure 5.9, 5.10, 5.11 are scaled and adjusted

numbers to suit the output signals levels of our fixed point FFT engine. The important thing to note is how

the detection mechanism performs with changing threshold, rather than the actual number in the threshold

axis.

5.6.2 Complete System Performance

To demonstrate the correctness of the detection mechanism and the timing requirements mentioned in

§5.3.2 and §8.3 we setup a testbench using three nodes equipped with our SDRs. One of the nodes is setup

as the broadcaster, transmitting broadcast packets at regular intervals using BPSK 1/2 rate modulation, and

performing an FFT to detect subcarrier energy after 29µs as described in §5.3.2. The other two responder

nodes placed at 5m line-of-sight from the broadcaster, and are setup to transmit tones at subcarriers +12 and

−12 respectively. The nodes only transmit the tone if they receive a broadcast packet correctly.

Figure 5.12 shows the overall performance of the complete setup. We notice that with only two

subcarriers, the noise floor is very low and percentage of detection is high. The subcarrier −12 has been

transmitted at a higher transmit power than subcarrier +12. We notice the effect in our results as well.

False Detection is calculated per subcarrier, any false detection in positive frequencies has been considered

to be the outliers caused by subcarrier +12, and vice-versa. Threshold 3 appears to be a low threshold for

subcarrier −12, with percentage false positive of 2.5%. We notice detection of both the subcarriers −11

and −13 frequently. Since subcarrier +12 has a lower energy, we see that at threshold 12, percentage of

detection deteriorates. In this scenario, threshold can be kept anywhere between 5 to 10 for optimum results.

Experimental results in this section not only prove that we can use simple Fourier transform to detect
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(a) FFT result from VSA
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(b) FFT result from Hardware

4 6 8 10 12

96
97

98
99

10
0

Percentage Detection of Individual Subcarriers

Threshold

P
er

ce
nt

ag
e 

D
et

ec
tio

n

● ● ●
●

●

●

Subcarriers

8
9
10
11
12
13

(c) Detection percentage

4 6 8 10 12

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

Percentage of False Detection

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Threshold

P
er

ce
nt

ag
e 

of
 F

al
se

 P
os

iti
ve

s

P
er

ce
nt

ag
e 

of
 A

ve
ra

ge
 F

al
se

 N
eg

at
iv

es

Percentage of False Positives
Percentage of Average False Negatives

(d) False positive and False negatives

Figure 5.11: Result of Experiment #3 : Clients transmitting in contiguous subcarriers -
[+8,+9,+10,+11,+12,+13]

multiple tone transmissions no matter how dense the subcarrier spacing is, but also show that implementing

such mechanism using a reconfigurable radio to meet the timing constraints is indeed feasible.

5.7 Discussions

In this section, we discuss the robustness of our scheme to low client SNR and SNR variations across

clients. In our experiments, the minimum client SNR is measured to be 15.65dB and the maximum as
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Figure 5.12: Complete system performance with one broadcaster and two responders

27.07dB. In networks larger than our testbed, the client SNRs may be lower and span a wider range. Our

conjecture is that such scenarios can be addressed as follows: although the maximum and the minimum

SNR values will reduce, the power control mechanism, as described in §5.2.1, should be able to keep the

variation within the limits of our current measured SNR range. Despite the fact that the minimum SNR from

the weakest client will be less than the minimum shown in our experiments, we argue that if a modulated

packet can be decoded from that client, which requires both amplitude and phase detection, our detection

mechanism will be able to detect the existence of energy in that subcarrier. However, in low SNR regimes,

unlike single user OFDM transmission, our multi-user protocol will have different inter-subcarrier interfer-

ence properties. The effect of such interference in our protocol needs to be evaluated by further experiments.

5.8 Beyond Acknowledgments

In this section, we discuss how simultaneous communication mechanism can be utilized in higher

layers to improve various protocols.
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5.8.1 Reducing Redundant Rebroadcast

We can extend our single hop ACK mechanism further to reduce redundant rebroadcasts in multihop

wireless networks by choosing a remote neighbor for the next broadcast in a network-wide broadcast. We

exploit the physical layer signaling to estimate the relative distances of the neighbors, by detecting concur-

rent ACKs. Due to near-far effect, the signal from the “near” node arrives before that of the “far” node,

as shown in Figure 5.4. This can be detected at the physical layer using multiple overlapping FFT’s at the

beginning of signal reception. Among the set of nodes that respond we can determine which ones are fur-

ther away (assuming they take the same amount of overhead time to start the ACK transmission). We can

exploit that information and select the farthest node for retransmission of broadcast, thus building a reliable

broadcast protocol in multihop mesh networks with a minimum number of broadcast packets that mitigates

broadcast storm.

5.8.2 Parallel Polling

Concurrent communication mechanisms can be utilized in polling nodes whether they have packets

to transmit, and based on the polling results, medium access mechanism can be ascertained. The parallel

polling mechanism can be used by the AP [39] to query its clients about their queue length. Based on the

responses, the AP can assign variable slots to the clients for uninterrupted transmission. This mechanism

is faster than any other polling mechanisms, which require transmission of a series of packets by all the

participating nodes to know the responses.

5.9 Related Work

This work presents detection of concurrent transmission as a mechanism to acknowledge broad-

cast/multicast packets. Mitigating broadcast storms and making the broadcasts reliable are two important

issues that are inter-twined and addressed by many researchers in different ways. To reduce redundant broad-

casts, the authors in [40] propose several schemes, namely probabilistic, counter-based, distance-based,

location-based and cluster-based schemes. However, there is no acknowledgment mechanism to ensure that
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each of the neighbors have received the message. To ensure reliable broadcast with permanent probabilistic

failures, an asymptotic bound for achievability of broadcast has been deduced in [41].

Acknowledgment is an important phenomenon to report whether a message has been successfully

received by the intended receiver. The performance of various response collecting methods, like polling,

TDMA and Group Testing, have been compared in [42]. These protocols require transmission of multiple

packets transmitted by different nodes, which are distributed temporally. Comparatively, our protocol col-

lects responses simultaneously from multiple nodes within a very short period of time without transmission

of any response packets. Demirbas et al. [43] proposes Pollcast to estimate the number of simultaneous

responses of a polling by checking the RSSI; a collision will increase the received signal strength. A vari-

ation of similar work has been proposed in Backcast [44], where acknowledgment is transmitted without

any source address by multiple nodes at the same time. Results show that with fewer nodes, the ACK is de-

codable and received signal strength approximately indicates the number of concurrent transmissions. Both

Pollcast and Backcast are incapable of detecting the exact neighbor who has transmitted the response. We

move a step forward from these mechanisms and not only correctly detect the number of concurrent trans-

missions, but also detect the exact neighbors that have participated in transmitting the acknowledgment.

The increasing popularity of OFDM in current wireless technologies has convinced us to choose it

as the underlying mechanism of communication. It has been embraced by current wireless technologies

in IEEE 802.11 WLAN [45] and WiMax [46]. It is also one of the physical layer communication system

in IEEE 802.22 WRAN [47]. Simultaneous transmission of tones or simply each node transmitting in a

single subcarrier, has the same orthogonal property, but requires less complexity at the receiver to detect.

OFDM/OFDMA utilizes the bandwidth by transmitting in a set of subcarriers, which requires pilot tones

inserted at regular intervals in frequency domain to capture the channel coefficients and aid equalization

[48]. To decode a packet transmitted over a set of subcarriers, it is necessary to equalize the received signal

with the help of information received from the pilot tones. Our mechanism uses simple energy detection

scheme at the receiver without the hassle of equalization and baseband decoding.

OFDMA has also been introduced in cellular network as a simultaneous communication mechanism,

where subcarrier assignment [49, 50] considers a set of contiguous subcarriers. Non-contiguous OFDM [23]
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has mostly been popular in the cognitive radio domain, where a transmitter does not have access to a con-

tiguous set of subcarriers for transmission due to presence of primary users. In this scenario, timing syn-

chronization [51] and decoding the signal is a challenge. Although in our case, the signal generated from

multiple nodes is a non-contiguous OFDM signal, our protocol only requires energy detection in each of the

subcarriers and hence do not encounter the challenges of non-contiguous OFDM communication.

Simultaneous transmissions can also be detected by the multi-user detection scheme in CDMA.

To detect CDMA codes transmitted by the clients, the receiver has to perform correlation for all the N

clients/codes. The post processing of the signal is time consuming if an elimination process is used, or

extremely resource consuming if N parallel correlators are used. To avoid complexity of the problem, re-

searchers [52] use various heuristic methods to obtain a suboptimal solution.

Instances of using simultaneous tone transmissions on OFDM subcarriers for higher layer applica-

tions are rare. Energy detection of subcarriers has been utilized by Roman et al. [53] in a leader election

protocol to eliminate contenders for channel access mechanism. Here, authors use only 8 subcarriers to

indicate whether it is contending for the wireless medium. After a few number of contending slots, a winner

is decided which gets access to the medium. However we demonstrate the use of the signaling mechanism

to address a broader array of network problems. We also address the challenges and scope of implementing

such a protocol using reconfigurable hardware, which is the novelty of this work.

Spectrum sensing also forms an integral part in the evolution of cognitive radio based research. Al-

though there are various approaches to find spectrum holes, as given in [54], we still find that the basic

operation is a set of threshold tests that ultimately differentiates the good signals from the bad. Although

SNR Wall [55] remains a problem for simple detection mechanism in cognitive domain, our protocol does

not suffer from this effect. In cognitive radios, the secondary user should be able to robustly detect the

presence of a primary user in the vicinity even from hidden positions where the primary user’s signal goes

below the ‘SNR Wall’ and is difficult to be detected by a simple threshold test. In our protocol, the tones

are transmitted by clients of an AP, who are all one-hop neighbors. The signal from those clients are high

enough that even packets transmitted by the clients can be decoded at the AP. So, the signal energy is not as

low as we notice in cognitive radio domain and a simple threshold test, as we suggest, can be used to detect
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the tones.

Prior works in a similar domain powered by simple implementable algorithms has led us to explore

beyond the boundaries of preset methods and innovate new protocols in the domain of wireless networks.

5.9.1 Conclusion

We’ve shown that by using, rather than fighting against, the properties of the wireless physical media,

we can develop robust signaling primitives that are both practical and allow innovative algorithms. We used a

signaling method based on OFDM that is easy to understand and implement using reconfigurable hardware.

We have also shown that if the signaling mechanism is kept simple, not only does it makes certain network

functions, such as reliable broadcasts faster, but can also use simple detection mechanism to extract the

required information. These primitives can also be used to implement higher level group communication

and signaling protocols as long as the queries require simple “yes/no” answers. The critical insight is that

we can combine the results from multiple clients using simultaneous reception in an efficient manner to aid

higher protocols to perform more efficiently.



Chapter 6

Active Radar

In this work, we present a cooperative technology that senses rapid changes in traffic and commu-

nicates in the network to minimize traffic hazards, by employing a software defined radio for both “co-

operative RADAR” and vehicular networking. Our method uses multicarrier wireless communication to

detect and disseminate. Using precise timing and synchronization, we can detect the distance of each of

the vehicles, their current velocity and current acceleration or deceleration conditions. Using simultane-

ous, multi-party acknowledgments, we can rapidly disseminate or determine information about a number of

vehicles in an efficient manner.

Vehicle safety can be greatly increased by situational awareness, which is increased by sensing sys-

tems and vehicular network disseminating the information. In this work, we seek to combine the benefits

of radar systems and vehicular networks, using a novel paradigm enabled by software defined radios. Our

system depends on the protocol designer being able to mix PHY-layer and MAC-layer signaling. The basic

concept is to rely on simultaneous reception of limited information from multiple parties. In our system,

we use individual subcarriers of an OFDM signal to represent responses, but we could supplement this with

any orthogonal signaling (code division, etc).

In a crowded highway traffic accident, radar systems will only warn the cars in line-of-sight of vehi-

cles decelerating in the accident. The information will be propagated, though slowly, when each of the cars

decelerates. But the time taken by the drivers in vehicles at non-line-of-sight to react to the sudden decelera-

tion may be long enough to lead to disastrous results. Other wireless communication based approaches will

generate many communication messages that might overburden the network. By comparison, our protocol
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broadcasts a periodic “is there a problem?” message, and individual cars can respond simultaneously by

orthogonal signaling to indicate a problem. Moreover, we can use the timing of the response to indicate

the distance to a respondent, allowing us to take corrective actions. Because multiple cars can respond

simultaneously, the response takes little time, allowing many such broadcast packets to be used.

The rest of the chapter is organized as follows: §6.1 presents the protocol design for vehicle collision

avoidance. §6.2 we dicuss the hardware implementaion of the protocol using SDR.

6.1 Protocol

In this work, we focus on estimating distance and sudden acceleration or deceleration of vehicles by

using simultaneous transmission and reception in multicarrier modulation systems. A node periodically

transmits a ‘Query’ message, and adjacent vehicles respond back transmitting a tone in a random subcarrier.

If the processing is done at the hardware, the processing time is approximately the same for all the nodes,

and the time to respond only depends on the propagation delay. The original querying node now detects

energy in each of the subcarriers to estimate distance and acceleration.

6.1.1 Simultaneous Transmission in Multi-carrier Modulation

For this implementation we have chosen the Orthogonal Frequency Division Multiplexing (OFDM)

based physical layer for 802.11a/g as the underlying signaling, which allows simultaneous transmission in

52 orthogonal subcarriers, which can be detected at the receiver by simple Fourier Transform. We utilize

each of the orthogonal subcarriers to transmit a tone, which is detected at the receiver by measuring the

energy in the subcarrier. It is not required to demodulate the signal, since we are not transmitting any

modulated information in the subcarrier. The receiver node only detects the time of arrival of the signal to

determine the distance. Compared to other models, which require periodic transmission of messages, our

method just transmits tones of duration of two OFDM symbols, thus reducing the effective time to transmit

response to a broadcast packet.

To summarize, the protocol has the following steps:
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(1) A node (radio in a vehicle) carrier-senses the channel and transmits a ‘Query’ packet using the

complete bandwidth available to it.

(2) All nodes (radio receivers in other vehicles, which are in the first vehicle’s radio range) receiving

this ‘Query’ packet immediately respond by transmitting a tone in one of the subcarriers, chosen

randomly.

(3) The initiating node detects the time of arrival of signal in each of the subcarriers and calculates the

approximate distance of any car from it. It receives the composite time domain signal of all OFDM

subcarriers and performs an FFT to obtain the frequency domain representation of the signal. The

start of the signal is determined by performing multiple FFTs during reception.

(4) The initiating node again transmits a second ‘Query’ packet without carrier sensing after SIFS time,

so that it gets access to the channel. This time, responders reply using the same subcarrier as chosen

in the first time.

(5) The initiator node compares the time of arrival of the new signal with the one at first time and

calculates the current condition (constant velocity, acceleration, or deceleration) of the vehicle,

which is described in detail in 6.1.2.

If two vehicles choose the same subcarrier to transmit their tone, then the initiator node receives the

signal first from the nearer node followed and overlapped by the signal from the farther node. In this case,

the initiator remains unaware of the current conditions of the farther node; however, we are typically more

interested in nearby conditions.

6.1.2 Estimation of Distance and Acceleration

Figure 6.2 shows the timing diagram of the signals transmitted on air by the initiator node and two

responders, node A and node B. Tr is the time required by the responder to respond to the ‘Query’ packet.

Tr includes processing time at the responder and round-trip propagation delay. If the processing is done

at the hardware, the processing time is the same for all the responders, and the time to respond back only
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depends on the round trip propagation delay. TrA and TrB denote the times required to respond by node

A and node B respectively. TrA1 and TrA2 are the response times of A for the first and second queries

respectively. These response times are detected by the initiator node and round trip propagation delay is

extracted by subtracting the processing time from Tr. If TrA1 equals TrA2, then relative velocity of the

vehicle with respect to the initiator vehicle is constant and no warning is generated. If TrA1 is less than

TrA2, then the relative velocity of the vehicles are changing. But in this case, the responder is moving away

from the initiator vehicle. Hence, no alert is generated. However, if TrA1 is greater than TrA2, then vehicle

A is either in front of the initiator vehicle and is applying brakes, or is behind the initiator vehicle, pumping

the accelerator. In this scenario, we generate a collision warning.

Figure 6.1: Waterfall Plot of 8 nodes transmitting at different times

6.2 Hardware Implementation

To demonstrate tone transmission and simultaneous reception of OFDM, we implemented a proto-

type using a software defined radio platform, the basic design has been discussed in [11, 14]. The tone

transmission is done by selecting one of the subcarriers in the transmitter design. The initiator node receives

a composite additive signal from all the neighbors and, depending upon the number of users, the number of
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Figure 6.2: Timing Diagram

distinct frequency components in the signal will vary, as shown in Figure 6.3. A simple Fourier transform

at the initiator will reveal the tones in the signal. Observing the magnitude of the Fourier transform we

can identify high energy subcarriers. However to estimate the time-of-arrival of each response, we need

to perform the FFT continuously as a sliding window over the received samples. In our implementation,

the sampling time is 12.5ns, which gives us a detectable distance of 3.75m between two cars. We used

one radio for transmission of broadcast message, which is received and decoded by two other radios in the

vicinity, followed by tone transmissions by those two radios. Figure 6.4 shows that the node transmitting in

subcarrier +8 has a higher signal power (closer to the initiator node) compared to the one transmitting using

subcarrier −8 (farther from initiator node).

6.3 Conclusion

The idea of using multicarrier communication in vehicular safety applications is innovative, and in-

corporates the benefits of existing applications, while excluding the shortcomings of the current solutions.

We implemented a prototype in hardware, and shown results in static scenarios. In the future, we plan to

extend our work and show results from moving vehicles.



78

Figure 6.3: Timing Offsets Between Responses and FFT Window

Figure 6.4: Waterfall Plot using Two Prototype Radio Platforms, frequency in X-axis and time in Y-axis,
captured by Signal Analyzer



Chapter 7

GRaTIS- Free Bits in the Network

Modern wired, wireless and optical communication systems use different modulation schemes to

balance data rates against error rates. Each modulation scheme encodes a varying number of bits in a phys-

ical representation of the data. Low rate modulations are used in a noisy channel and high-rate modulations

are used when the SNR is higher. For example, wireless systems such as 802.11 or WiMAX use the follow-

ing modulations: BPSK (2 states, 1 bit), QPSK (4 states, 2 bits), 16QAM (16 states, 4 bits) and 64QAM (64

states, 8 bits). These modulates are augmented with different redundancy codes to achieve a fixed number

of “transmission rates”.

Those transmission rates are robust under varying SNRs. For example, the QPSK-3/4 rate requires an

SNR of 8.0dB to deliver 18Mb/s throughput. The 16QAM-1/2 rate, delivering 24Mb/s, could be used if the

SNR was 12.5dB, however if the SNR falls between 8dB and 12.5dB we get a “better” signal that reduces

packet drops but results in little net throughput improvement. In this work, we show that it is possible to

exploit the higher SNR of this primary node to encode another message for a second receiver, increasing

the aggregate network bandwidth. In doing so we introduce multiple data rates to provide an even gradation

of SNR across a group of receivers – we call this Group Rate Transmission with Intertwined Symbols, or

GRaTIS. Extending the prior example, consider the network organization in figure 7.1(a). If the link between

Charlie and Beta has an SNR of 10dB, and the link between Charlie and Alpha has an SNR of 20.5dB, using

GRaTIS we can send an 18Mb/s message to one node and simultaneously send another 18Mb/s message

to a second node resulting in an effective throughput of 36Mb/s.

Our method depends on SNR diversity between the receivers – in other words, we exploit the fact
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Figure 7.1: Variation of SNR due to spatial diversity in 802.11a/g networks. Profile 1: Measured indoors by
4 packet sniffers at SIGCOMM 2008 [1] Profile 2: Measured indoors in common areas around a university
cafe and lobbies and also in home networks.

that most networks have nodes that experience different SNR values. Fortunately, most networks exhibit

considerable SNR diversity. Figure 7.1(b) shows the distributions of SNR at a number of locations measured

at a SIGCOMM conference in 2008 and figure 7.1(c) shows the same variation, which are measured by us

around a university campus. Figure 7.1(c) also shows a SNR profile that is typical to a home network shared

by two users with high volume video streaming. The diversity in SNR occurs because of the spatial layout

of nodes, room geometries and interference from other sources.

A broader set of related work is discussed in §7.8, but it is useful to summarize how GRaTIS relates

to similar ideas. GRaTIS is similar to hierarchical modulation, which is used in digital broadcasting, but

differs because it is applied to non-broadcast data and combines data targeted for specific nodes. CDMA
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networks use multiuser detection methods in the uplink and exploit the gains from orthogonal spreading

codes and closed loop power control. CDMA systems use successive interference cancellation (SIC), which

has been examined in a broader networking context [56]. SIC removes an interfering signal in order to

reveal a secondary signal, and is part of the complex signal processing used in CDMA base-stations. By

comparison, GRaTIS can address either infrastructure or ad hoc traffic (although our analysis emphasizes an

infrastructure downlink), is simple to implement and depends on the wireless stations having diverse SNR

levels, simplifying control. In GRaTIS, the original signal is encoded to be received correctly by the two

receivers and doesn’t suffer from channel estimation errors and the concerns that have been raised about the

broader utility of SIC [57]. SIC is also used in superposition codes, which is another method for entwining

two messages [58, 59], but superposition coding requires significantly enhanced SNR for both receivers of

the message, limiting its utility and it is also difficult to implement. By comparison, GRaTIS requires only

a modest increase in SNR that provides the required diversity to achieve network wide gain and is easy to

implement on conventional signal processing pipelines.

The benefits of GRaTIS are the larger number of group rates, which provide increased opportunities

for improving performance but doesn’t impact performance when not used; it can be made backward com-

patible with existing wireless networks; it is easily implemented on conventional wireless signal processing

pipelines; and, it complements the gains with advanced rate adaptation techniques [56, 60, 61] and physical

layer techniques such as FARA [62] and network coding [63]. Using different analysis techniques we show

that this scheme is both practical, profitable and implementable. We summarize the key contributions of this

research as follows:

• We reinterpret the constellations already available for conventional wireless links and provide

group rates, which result in higher network throughput with no hardware changes.

• We perform a standard analysis of packet error rates for this scheme to ascertain the applicability

in real networks.

• We implement GRaTIS on a 802.11a/g compatible software defined radio (SDR) prototype to show

that the technique is easy to implement and makes use of existing hardware modulation and de-
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modulation methods. In the prototype, much of the added processing is handled by simple software,

rather than complicated fixed-function hardware and DSP algorithms.

• We use the SDR nodes in a testbed setup to measure the SNR requirement for over-the-air trans-

mission of GRaTIS encoded multiuser data packets.

• We apply the results of the testbed to analyze various 802.11a/g traces from SIGCOMM confer-

ences and other small/mid sized wireless data networks to determine how the diverse range of

SNR of the receivers can be used to obtain substantial gain in network throughput. This shows the

potential performance improvement when GRaTIS is applied on realistic downlink traffic.

• We also show that GRaTIS outperforms a competing method (superposition coding) both in theory

and practice. We validate this through experiments conducted in a testbed of SDR nodes using

actual over-the-air packet transmissions.

In §7.1, we describe the GRaTIS technique in more detail. In §7.2 we conduct a basic packet-error

analysis for the GRaTIS protocol showing under what conditions the technique can be used. We then

describe the hardware used to implement the technique in §7.4.1 and the results from our implementation

in §7.4.2. §7.5 describes a (potential) gain analysis for GRaTIS using 802.11a/g packet traces. The benefits

of sending two messages at once can yield very different results as described in §7.7 and §7.6 and finally in

§7.8, we discuss prior work in this domain and place our work among contemporary techniques.

7.1 GRaTIS: Free Bits

In this section, we describe GRaTIS. Discrete steps in the SNR requirements for each data rate forces

the rate adaptation algorithm to fall back to a lower rate even if the node is reachable at a SNR higher than

the minimum required. In this scenario, we use GRaTIS to identify two “layers” of constellations within the

standard constellations available in 802.11a/g. These two layers are used to map two packets of two different

users to form one single packet, such that the time required to transmit the merged packet in GRaTIS is less

than the time required to transmit two separate packets in the best achievable data rate of 802.11a/g. The two
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GR1: (b1b3=01, unused) 
Base Decodes as BPSK, gets b0
GRaTIS Decodes as 16QAM, gets b2
GR2: 
Base Decodes as QPSK, gets b0b2 
GRaTIS Decodes as 16QAM, gets b1b3

16QAM: b0b1b2b3
0010      0110        1110      1010

0011      0111        1111      1011

0001      0101        1101      1001

0000      0100        1100      1000

(a) GR1 and GR2

Figure 7.2: Encoding and decoding of GRaTIS derived from standard 802.11a/g constellations. Rectangular
regions show the transmitted cluster and the corresponding decision boundary for the base layer.
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GRaTIS Decodes as 64QAM, gets b2b5

GR4: 
Base Decodes as QPSK, gets b0b3 
GRaTIS Decodes as 64QAM, gets b1b2b4b5

64QAM: b0b1b2b3b4b5

000100      001100      011100      010100

000101      001101      011101      010101

000111      001111      011111      010111

000110      001110      011110      010110

110100      111100      101100      100100

110101      111101      101101      100101

110111      111111      101111      100111

110110      111110      101110      100110

000010      001010      011010      010010

000011      001011      011011      010011

000001      001001      011001      010001

000000      001000      011000      010000

110010      111010      101010      100010

110011      111011      101011      100011

110001      111001      101001      100001

110000      111000      101000      100000

(b) GR3 and GR4

Figure 7.2: Encoding and decoding of GRaTIS derived from standard 802.11a/g constellations. Rectangular
regions show the transmitted cluster and the corresponding decision boundary for the base layer. (continued)
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GR5:  (b0b2=01, unused)
Base Decodes as QPSK, gets b0b3
GRaTIS Decodes as 64QAM, gets b1b4

GR6: (b1b2=01, unused)
Base Decodes as BPSK, gets b0 
GRaTIS Decodes as 64QAM, gets b3b5

64QAM: b0b1b2b3b4b5

000100      001100      011100      010100

000101      001101      011101      010101

000111      001111      011111      010111

000110      001110      011110      010110

110100      111100      101100      100100

110101      111101      101101      100101

110111      111111      101111      100111

110110      111110      101110      100110

000010      001010      011010      010010

000011      001011      011011      010011

000001      001001      011001      010001

000000      001000      011000      010000

110010      111010      101010      100010

110011      111011      101011      100011

110001      111001      101001      100001

110000      111000      101000      100000

(c) GR5 and GR6

Figure 7.2: Encoding and decoding of GRaTIS derived from standard 802.11a/g constellations. Rectangular
regions show the transmitted cluster and the corresponding decision boundary for the base layer. (continued)

layers are designed in such a way that one of the layers can be decoded by a legacy decoder, and we call it

the Base Layer. The second layer is obtained by extracting a few bits after the legacy demodulation system

converts the I/Q samples from the analog domain to the binary domain, and we call it GRaTIS Layer.

The second packet is transmitted during the transmission of the first packet, without any extra airtime, and

comes as free bits to the receiver with a higher SNR – those free bits increase the aggregate throughput of

the network.

For example, assume the received SNR of two nodes n1 and n2 from a common transmitter are

SNRn1 and SNRn2 respectively. Also, there exists a GRaTIS rate, where the SNR requirement for Base

and GRaTIS layers are SNRb and SNRg respectively, and SNRb <= SNRn1 and SNRg <= SNRn2 .

Consider the best achievable data rate in 802.11a/g areRn1 andRn2 , while that using GRaTIS areRb andRg
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respectively. The common transmitter uses GRaTIS to transmit x bits of data at rate Rb to node n1, which

takes time tg (total transmission time using GRaTIS). Since in GRaTIS, the GRaTIS layer is transmitted at

the same time along with the Base layer, there is no extra time required to transmit the GRaTIS layer. So,

the transmitter also transmits y bits of data using rate Rg within the same time tg. Therefore the total data

rate of this transmission is (x+y)
tg

.

Now we calculate the achievable data rate if the common transmitter uses 802.11a/g to transmit the

same packets. The transmitter uses rate Rn1 to transmit the x bits of data to node n1 in time t1. After this, it

transmits y bits of data at rate Rn2 in time t2. The aggregate data rate for these two transmissions is (x+y)
t1+t2

.

The pair of rates Rb and Rg are selected as one of the GRaTIS rates, iff (x+y)
t1+t2

< (x+y)
tg

. Or in other words,

GRaTIS rates are selected only if there is potential gain in aggregate throughput over the legacy system.

We have developed an encoding and decoding technique that requires minimum change to a stand

alone 802.11a/g transceiver and relies on identifying clusters that are a subset of the standard set of 802.11a/g

constellations (BPSK, QPSK, 16QAM and 64QAM). Depending on the cluster size and how they are split

between the two layers, the error performance of the base layer and the GRaTIS layer varies. Typically,

the clusters are derived from higher order constellations (16QAM and 64QAM) so that there is a sufficient

amount of bits available to encode the packet for the GRaTIS layer.

7.1.1 Encoding Packets using GRaTIS

We introduce six distinct GRaTIS rates, or methods of combining packets, as shown in figure 7.2, to

increase aggregate throughput of the network. The GRaTIS rates are termed GR1 through GR6. We select

the combination of layers as one of the GRaTIS rates if the data rate achievable by merging is more than

that of two packets transmitted separately. At the transmitter, two packets are encoded independently up to

the modulation subsystem as shown in figure 7.3(a). Then the bits of two packets, bb and bg, are encoded at

rates Rb for the base and Rg for the GRaTIS layer respectively, and combined to form a compound symbol

that represents one of the constellation points corresponding to a standard modulation in 802.11a/g, denoted

by Rm. This mapping ensures that the compound symbols are mapped only to the I/Q vectors that are part

of a selected GRaTIS cluster. In this way, the modulator remains unchanged, as it is fed with the compound
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bitstream (bm), and modulation type (Rm) to which it modulates. Since all the packet merging is done at

the bit-level it does not require any change in the signal processing pipeline.

Modulation

Scramble, FEC, 
Interleave

Bit
Mapper

Scramble, FEC, 
Interleave

Packet for
User 1

Packet for
User 2

Bitstream bb 
at rate Rb

Bitstream bg 
at rate Rg

Bitstream bm
at rate Rm

bm consists 
of bb and bg
at rate Rm.

Rm >= Rb+Rg

I/Q
samples

Set at Rm

(a) Transmitter Pipeline

DemodulationBit
Basher

I/Q
samples

Bitstream bm
at rate RmDeinterleave, 

Viterbi, 
Descramble

To decode Base Layer: Set at Rb
To decode GRaTIS Layer: Set at Rm

Bitstream bg 
at rate RgPacket

Bit Basher bypassed 
for Base Layer

Bitstream bb 
at rate Rb

GRaTIS Rate

(b) Receiver Pipeline

Figure 7.3: Transceiver pipeline for GRaTIS – shaded subsystems show additional processes required for
GRaTIS.

The clusters are selected to optimize properties of the I/Q-plane mapping used to represent informa-

tion in wireless networks. For example, Figure 7.2(a) shows the constellation points used in GR1 and GR2,

which are derived from a 16QAM constellation. In GR1, resultant cluster points are modulated to carry

two bits of useful information, one bit for each layer. To reduce the probability of error in the base layer,

the points are chosen such that the vectors in the I-plane are greater than that of BPSK mapping, while the

deviations in the vectors of the Q-plane is used to carry another BPSK packet in the GRaTIS layer. Out of

the 4 bits available for every constellation point in the cluster, bit b0 is used to encode the base layer, and

bit b2 contains the GRaTIS layer. The other two bits, b1 and b3, remain constant at 0 and 1, respectively to

map the compound symbol to the desired cluster. The shaded region shows the transmitted constellation for

GR1. GR2 uses all the constellation points of a 16QAM constellation, and provides 2 bits of information
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per subcarrier, as is done in QPSK, to each of the two nodes. Bits b0b2 and bits b1b3 are used to encode the

information of base layer and GRaTIS, respectively. As a result of such mapping when a cluster point that is

closest to an axis crosses the axes due to channel noise, a symbol error occurs for the base layer, as seen in

QPSK modulations, but this event does not incur any error in the GRaTIS layer. Hence, this type of mapping

provides some extra error protection to the GRaTIS layer and so, the SNR requirement for GRaTIS layer of

GR2 is less than that of 16QAM.

GR3 and GR4 utilizes 64QAM constellation to encode the two layers as shown in figure 7.2(b). GR3

provides a 16QAM data rate to the base layer using bits b0b1b3b4, while GR4 provides a QPSK data rate

to the base layer using bits b0b3. The remaining bits are used to encode the data of GRaTIS layer. As in

GR2, the GRaTIS in these cases have additional protection from error as crossing the base layer boundaries

does not introduce any error in the GRaTIS layer. GR5 and GR6 uses a cluster derived from a 64QAM

constellation as shown in figure 7.2(c). GR5 uses bits b0b3 for the base layer and bits b1b4 for the GRaTIS,

providing QPSK data rate to both the packets. Bits b2b5 are modulated as 1, to generate the desired cluster

as shown in dash-dotted lines. GR6 uses bits b0 and b3b5 to encode the information of the base and GRaTIS

layers, respectively, while modulating bits b1 as 0 and b2 as 1 leading to the desired cluster points.

7.1.2 Decoding Packets using GRaTIS

GRaTIS has two layers, intended for two receivers. The Base layer is encoded in such a way that its

decoding is the same as decoding any generic 802.11a/g packet. Decoding the constellations to information

bits is done using pre-defined thresholds called decision boundaries. For BPSK, this boundary is the Q-

axis, whereas for QPSK there are four such boundaries: the four quadrants of the I/Q plane. The number

of decision boundaries increases with the increasing number of points in the constellation. For example, in

GR1, bit b0 of 16QAM modulation is encoded as the base layer. So, the constellation points generated in

the left side of the Q-plane always yields a value of 0, and the right side of the Q-plane is always decoded

as a 1. This phenomenon is the same as BPSK modulation. At the receiver side, the base layer of GR1 can

be simply decoded as a BPSK packet, i.e., any received sample to the right side of the Q-plane is mapped to

bit 1, and a point to the left side will yield a bit 0.
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Figure 7.3(b) shows the demodulation pipeline for a GRaTIS compatible node. The GRaTIS layer

is first decoded as the constellation from which the GRaTIS cluster has been derived (Rm). Then, the bits

designated for the GRaTIS layer are extracted using the GRaTIS rate information, to form the bit stream

for the second packet (bg) at rate Rg. The rest of the receiver decode pipe remains unchanged. For example,

if a packet has been transmitted using GR2, then it is decoded as 16QAM packet, to yield 4 bits. To extract

the GRaTIS bits, the receiver extracts 2 bits, in this case b1b3. In this way, with the knowledge of the proper

constellation mapping, we can decode the extra packet while being completely backward compatible with a

legacy node, which is unaware of any GRaTIS layer transmission.

7.1.3 Medium Access Control for GRaTIS

RATE
4 bits

Reserved
1 bit

LENGTH 1
12 bits

Parity
1 bit

TAIL
6 bits

Scrambler Init
7 bits

Reserved
9 bits

Data of Base Layer
variable bits

Data of Base Layer
variable bits

Merged
1 bit

Reserved
6 bits

GRaTIS Rate
3 bits

LENGTH 2
12 bits

Data of GRaTIS Layer
variable bits

+

First OFDM Symbol
Coded BPSK, R=1/2

Second OFDM Symbol
Coded Rate  = RATE

Third OFDM Symbol
Coded Rate = RATE M

SIGNAL Symbol Service Field

PLCP Header

Merged: 1 indicates GRaTIS packet
LENGTH 1: Length of Base Layer
RATE M: Rate after merge, this is used to decode GRaTIS Layer

RATE: Base Rate
LENGTH 2: Length of GRaTIS layer packet.

Figure 7.4: Modified 802.11a/g PLCP header – shaded fields indicate modifications to support GRaTIS.

To successfully decode a GRaTIS packet, a node needs to know the encoding information of the

packet. We use the reserved bits of the PLCP Header of IEEE 802.11a/g packet to provide the encoding

information as shown in figure 7.4. The 1-bit reserved field in the SIGNAL symbol is used to denote

whether the packet contains a GRaTIS layer. The RATE field indicates the modulation rate at which the

base layer is encoded. We use 3 bits out of 9 reserved bits in the Service field to indicate the rate of the

GRaTIS layer encoding, which can have values from 1 to 6. As in any unmerged packet of IEEE 802.11a/g,
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the first symbol is modulated in BPSK with 1/2 rate coding. The second symbol is modulated in the rate

specified in the RATE field of SIGNAL symbol. In this symbol, GRaTIS layer information is embedded,

which is used to demodulate from the third OFDM symbol onwards, which marks the beginning of the data

payload. The first 12 bits of the third symbol in the GRaTIS layer carries the length of the GRaTIS packet

that is used to decode the second packet.

The encoding procedure ensures that decoding of the base layer is exactly the same as decoding any

generic 802.11a/g packet. The demodulation for the GRaTIS layer changes from the third symbol onwards

based on the information received in the ‘GRaTIS rate’ field in the second symbol of the packet, as shown in

figure 7.4. Based on the GRaTIS layer decoding capability of the clients, an AP can decide which group rate

to use to merge packets. An AP will never merge packets of a GRaTIS incompatible client in the GRaTIS

layer.

In the 802.11a/g PHY layer, each message must be individually acknowledged. One major hindrance

in using multiuser communications such as GRaTIS is the need for those acknowledgments. For this we

rely on a simultaneous acknowledge mechanism (SMACK) [64] to gather acknowledgments from multiple

recipients of the merged packet. SMACK will reduce the overhead of scheduling multiple acknowledgment

packets and will reduce the multi-party acknowledgment time. The AP can schedule acknowledgments for

the clients that cannot transmit SMACK.

7.1.4 GRaTIS as a Facilitator

Recent research on accurate channel prediction [60, 61, 65] has enabled finer, more accurate control

for the correct data rate for a link. GRaTIS will benefit from these channel estimation techniques, which

will essentially help to make correct decision on GRaTIS rate selection, such that there is minimum packet

loss and packet re-transmissions are minimized in the network.

In recent years, there has been encouraging work in the physical layer of 802.11a/g, yielding higher

aggregate network throughput. GRaTIS is orthogonal to many of these technologies, which can be applied in

conjunction with GRaTIS to improve the overall performance of the network. Wireless network coding [63,

66] can be used with GRaTIS in 802.11a/g wireless network to decrease the number of packet transmissions
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in a network. A frequency aware rate selection [23] mechanism can be applied for GRaTIS rates to transmit

lower data rates in frequency selective fading scenarios.

Although we have implemented GRaTIS in a 802.11a/g network, it can be implemented in any wire-

less or wired network that uses modulation to encode packets. We have implemented and experimented with

the protocol in OFDM-based system, and it can be readily applied to any other single carrier or OFDM based

wired or wireless protocol. In this work, we have shown how the merging information can be disseminated

in a WiFi-based network. However, to extrapolate this technique in any other protocols, like WiMax or LTE,

new methods to disseminate this information is required, and is out of scope of this work. In the cognitive

radio domain, non-contiguous OFDM transmissions will be a necessity, where GRaTIS can be efficiently

utilized in the subcarriers chosen for cognitive transmission.

7.2 GRaTIS: Rate Analysis

In this section we evaluate the bit error rate (BER) and packet error rate (PER) for various group rates

in GRaTIS, in the presence of Additive White Gaussian Noise (AWGN) using the standard techniques used

to analyze digital communication performance. At the receiver, the noisy constellation points in the I/Q

plane are mapped to corresponding bits by using maximum likelihood (ML) decoding. Constellation points

are required to be within an area in the I/Q-plane defined by a modulation dependent decision boundary to

ensure error free decoding. The BER for such a scheme is given by eq. 7.1.

PB(E) =
1

2
erfc

(√
∆E(i, j)

4N0

)
(7.1)

The bit error rate for an arbitrary modulation scheme and ML decoding boundaries is upper bounded by eq.

7.2, where,

PWUB(E) =

M−1∑

j=1

∑

i 6=j

1

2M
erfc

(√
∆E(i, j)

4N0

)
(7.2)

=
N∑

k=1

Ad(k)

2M
erfc

(√
∆E(k)

4N0

)
(7.3)

where,

– ∆E(i, j) = Squared Euclidean distance between two distinct constellation points i and j.
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– N = Possible different squared Euclidean distances in the decoded constellation, where N ≤M(M − 1)/2.

– M = Total number of decoded constellation points.

– N0 = Additive white noise power.

– ∆E(k) = Distinct pairwise Euclidean distance in the decoded constellation.

– Ad(k) = Number of signal pairs having squared Euclidean distance of ∆E(k).

Using eq. 7.2 we can compute the BER for any constellation and ML decision boundary. An example

BER computation for the base layer of GR2 has been shown in §7.3. The PER for a packet size of 128 bytes

after Viterbi decoding is computed using the maximum free distance for a particular coding rate and its

corresponding distance spectrum [67, 68, 69, 70]. The theoretical PER plots for the Base layer and GRaTIS

layer is shown in figure 7.5 and figure 7.6 respectively.

Table 7.1: Throughput and SNR requirements for 802.11a/g and GRaTIS rates

Mod CR1
Data Rate SNR(dB)

(Mbps) Base GRaTIS
Link Grp Th2 Exp Th2 Exp

BPSK 1/2 6

n/a3

3.0 4.5

n/a3 n/a3

BPSK 3/4 9 5.0 6.0
QPSK 1/2 12 6.0 7.0
QPSK 3/4 18 8.0 9.0

16QAM 1/2 24 12.5 13.0
16QAM 3/4 36 17.0 18.0
64QAM 2/3 48 19.5 24.0
64QAM 3/4 54 21.0 26.0

GR1 1/2 6 12 3.5 5.0 17.0 17.0
GR6 1/2 6 18 4.5 5.0 18.5 21.0
GR5 1/2 12 24 7.5 7.5 18.5 23.0
GR2 1/2 12 24 9.0 10.5 11.5 15.0
GR4 1/2 12 36 15.0 15.0 19.0 23.0
GR3 1/2 24 36 17.0 16.5 20.0 25.0
GR1 3/4 9 18 5.5

n/i4

19.5

n/i4
GR6 3/4 9 27 7.0 20.5
GR5 3/4 18 36 10.0 20.5
GR2 3/4 18 36 13.0 14.5
GR4 3/4 18 54 19.5 21.5
GR3 3/4 36 54 20.0 22.0

1Coding Rate, 2Theoretical, 3Not Applicable, 4Not Implemented
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Figure 7.5: PER for Base layer compared to legacy 802.11a/g modulations.

In the BER computation we consider that the GRaTIS constellations are mapped using Gray code [45]

and encoded using a 1/2 rate (except for 64QAM, which is encoded using a 2/3 rate) as well as 3/4 rate

convolution code. This analysis has been done to ascertain the operating range of different group rates and

their potential benefits when used to merge packets using GRaTIS. The BER performance for the GRaTIS

layer is as important as the base layer because it allows the MAC to identify users with suitable SNR that

can decode the bits from the enhanced GRaTIS layer. The BER computation for the GRaTIS layer is similar

to that of the base layer and can be easily calculated using eq. 7.2. We discuss the performance of both
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Figure 7.6: PER for GRaTIS layer compared to legacy 802.11a/g modulations.

the layers using a testbed in §7.4.2. The theoretical and testbed results are listed in Table 7.1, which shows

the SNR requirements for a 2% packet error rate (PER) along with the SNR requirement for the 802.11a/g

standard rates. The SNR - throughput relationship for various group rates are used as a look-up while

downlink packets are being considered to be merged. As shown in Table 7.1, the group rates provide a

variety of step-down rates while utilizing SNR diversity in the network to increase the aggregate throughput

of the network.

From figure 7.5, we find that the base layer of GR1 and GR6 requires a SNR between QPSK and
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BPSK. Hence these group rates can be used to modulate signals for nodes whose SNR are lower than that

required by QPSK. Similarly, GR6 and GR2 offer two step down rates for nodes not reachable with 16QAM

but having higher SNR than QPSK. While GR3 offers similar flexibility by stepping down to an intermediate

data rate instead of 16QAM, the benefits from GR4 can be seen when used in conjunction with the GRaTIS

layer: providing a combined data rate equal to that of 64QAM, which none of the two nodes would have

been able to achieve with independent packet transmissions.

7.3 Example BER calculation

0010      0110        1110      1010

0011      0111        1111      1011

0001      0101        1101      1001

0000      0100        1100      1000

I

Q

GR2: 
Base Decodes as QPSK, gets b0b2 
GRaTIS Decodes as 16QAM, gets b1b3

16QAM: b0b1b2b3

(0)(1)(2)(3)

(4) (5) (6) (7)

(8)(9)(10)(11)

(12) (13) (14) (15)

Figure 7.7: Decoding boundaries for GR2 Base layer.

In this section we present an example of BER calculation for an overlapped modulated packet. In

GRaTIS the transmitted constellation is decoded using a different set of decision boundaries, which yields a

constellation of smaller size. For example, a transmitted constellation of 16QAM can be decoded as a QPSK

as done in GR2 base layer. In such a case the BER for the base layer will be between QPSK and 16QAM.

For a 16QAM constellation the possible constellation point sets are {±A,±A}, {±3A,±A}, {±A,±3A}

and {±3A,±A}. A is a modulation dependent parameter given by
√

KbEb
Kmod

, where Kb is the number of bits

per symbol, Eb is the energy per bit and Kmod is a scaling factor so that all constellation points have unit

energy: for 16QAM this scaling factor is
√

10 [45]. Thus A =
√

KbEb
10 =

√
Es
10 , where Es is the energy
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per symbol.

In figure 7.7, we revisit the constellation diagram and the decision boundaries for GR2 Base layer.

Here, a 16QAM constellation is decoded using the decision boundaries for QPSK and the constellation

points are marked [0 . . . 15]. We recall from §7.1, that for the base layer a jump from one signal point to

another within a quadrant will not cause any bit error since all the points in one quandrant are mapped to

one QPSK constellation point. Therefore, we start by identifying the pair-wise squared Euclidean distances

between transmitted constellation points that will cause a bit error.

∆E(0, 3) = 36A2 (7.4)

∆E(0, 15) = 36A2 (7.5)

∆E(1, 2) = 4A2 = ∆E(7, 8) (7.6)

∆E(1, 14) = 36A2 = ∆E(7, 4) (7.7)

∆E(6, 5) = 4A2 (7.8)

∆E(6, 9) = 4A2 (7.9)

Now, we can compute the conditional error probabilities of the points in the top-right quandrant viz.

0, 1, 6, 7 using eq. 7.1 as follows,

PWUB(E|~I = 0) =
1

2
erfc

(√
∆E(0, 3)

4N0

)

+
1

2
erfc

(√
∆E(0, 15)

4N0

)

= erfc

(√
9A2

N0

)

(7.10)
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PWUB(E|~I = 1) =
1

2
erfc

(√
∆E(1, 2)

4N0
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+
1

2
erfc

(√
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4N0
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=
1

2
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2
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PWUB(E|~I = 6) =
1

2
erfc

(√
∆E(6, 5)

4N0

)

+
1

2
erfc

(√
∆E(6, 9)

4N0

)

= erfc

(√
A2

N0

)

(7.12)

Combining eq. 7.10, 7.11 and 7.12 we get,

PWUB(E) =
4

16
PWUB(E|~I = 0) +

8

16
PWUB(E|~I = 1)

+
4

16
PWUB(E|~I = 6)

=
1

2
erfc

(√
9A2

N0

)
+

1

2
erfc

(√
A2

N0

)
(7.13)

Substituting the value of A,

PWUB(E) =
1

2
erfc

(√
9Es

10N0

)
+

1

2
erfc

(√
Es

10N0

)
(7.14)

Similar BER can be obtained for any constellation and any decision boundary. We compute the

theoretical PER using these results and plot against increasing symbol to noise ratio (Es/N0) in figure 7.5

and figure 7.6.

7.4 Implementation and Evaluation

In this section, we discuss the details of implementing GRaTIS in a reconfigurable radio and the

method of evaluation with over-the-air packets, transmitted from the radio in a small testbed scenario in an

indoor environment.
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7.4.1 Implementing GRaTIS

Baseboard (FPGA)
A/D and  DAC Board
Radio Board

Ethernet connection to Host
JTAG connection

Tx and Rx Antennas

Figure 7.8: SDR platform used to implement GRaTIS.

The very nature of the technique used in GRaTIS requires minimal changes in a traditional 802.11a/g

OFDM based radio pipeline. As discussed in §7.1, the encoding and decoding of the GRaTIS constellations

can be easily performed in software by mapping the data bits to the target constellation points. If the proper

compound symbols are provided to the baseband modulator, it would produce the target GRaTIS constel-

lation without any requirement to change the I/Q vector lengths to achieve a certain error performance.

Keeping the baseband modulator unaltered makes GRaTIS backward compatible and easy to implement in

commodity hardware.

Although most of the encoding can be done in software, access to the packetization engine of the

MAC layer is required. Since, this abstraction layer is not available to us from commodity hardware, we

implemented this technique using a prototype hardware based on previous work [11, 14, 28], as shown in

figure 7.8. The prototype uses a hybrid Software Defined Radio (SDR) based on a Virtex-5 FPGA that can

transmit and receive generic 802.11a/g data packets [45]. Using such a platform we can have access to the

packetization layer of the MAC where the data bits from two users are combined to form a symbol in the

I/Q plane, which is accomplished by the bit mapper unit shown in 8.6(a). Thus, we can selectively transmit

only the I/Q samples that correspond to a GRaTIS cluster while others remain unused.

Similarly, the receiver of the base layer can be oblivious of any enhanced layer. Only receivers capable

of decoding the GRaTIS layer require additional controls to decode packets. Depending on the GRaTIS

rate used to encode the second packet, the demodulator extracts the additional bits: typically termed as
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bit slicing or bit bashing. Figure 7.3(b) shows the basic structure of the modified demodulator. The bit

basher unit is responsible for separating the bits of the GRaTIS layer. Many of these controls govern how

the required bits are sliced from the combined constellation symbols, which is again a bit level operation

that can be easily done by simple software controls to the underlying hardware as a part of the MAC de-

packetization layer. Other receiver subsystems prior to the demodulator, e.g., the synchronizer and the

equalizer, remain unchanged for implementing GRaTIS. The equalizer always aims to restore the original

transmitted constellation, while it is the decoder that decides either to interpret it as a standard packet or a

combined packet using GRaTIS. Apart from decoding packets, the receiver also reports the average receive

SNR of a packet and also performs MAC CRC checks in the hardware to measure packet loss.

Figure 7.9 shows the various constellations produced by the prototype SDR that support multiuser

communication using GRaTIS. Figure 7.9(a) shows the constellation for GR1, which is derived from a

16QAM constellation by not using the other constellation points. Similarly, figure 7.9(b) and 7.9(c) shows a

modified 64QAM constellation that provides a combined network throughput of 4 bits/OFDM subcarrier (2

for base and 2 bits for GRaTIS layer) and 3 bit/OFDM subcarrier (1 for base and 2 bits for GRaTIS layer)

respectively.

As mentioned, the receiver uses the standard OFDM demodulation techniques and largely the same

MAC layer. Although the hardware chain is unchanged, the software controlling the binary operations that

follow the demodulator do need to be updated; this is usually a software upgrade. This is a distinct advan-

tage over other multiuser decoding techniques that rely heavily on complex signal processing algorithms,

involving custom constellations and more general control of the I-Q mapping. Hence, GRaTIS provides an

example of harnessing the power of existing resources while innovating new and improved protocols.

7.4.2 GRaTIS: Putting it to Work

In this section, we utilize our hardware prototype transceiver to measure the actual SNR required for

satisfactory operation in a typical indoor wireless network. A testbed has been setup with three nodes, one

transmitter and two receivers in an indoor laboratory environment. The nodes are placed at a distance of

approximately 5m on work desks in enclosed cubicles. Channel quality and SNR variation is obtained by
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controlling the transmit power as well the location of the receiver nodes relative to the transmitter. The

average throughput and average SNR required for 2% PER across different node arrangements have been

computed. The group rates proposed in §7.1, with 1/2 rate convolution coding for both the layers have been

compared to the standard rates available in 802.11a/g.

The SNR is computed from the digital I/Q samples in the hardware. Power is measured as |r(n)|2,

where r(n) is the complex signal samples. Ps+n denote the power of the signal and the noise combined,

averaged over 5 OFDM symbol period, after a packet is detected and the MAC CRC is received correctly.

So, it reflects the average power over the data symbols of the OFDM packet. The noise power, Pn, is time

averaged over 5 OFDM symbols after the packet is completely decoded. Both of these values are computed

in the hardware and sent to the user along every data packet. The SNR in dB is then computed from these

values using 10 log10((Ps+n − Pn)/Pn).

Figure 7.10 shows the performance of the base and GRaTIS layer of six group rates, along with

standard modulations, BPSK, QPSK, 16QAM and 64QAM. For each modulation, we plot the physical

layer throughput and mark the minimum SNR required for a PER of 2%. Maintaining acceptable error

rates while maximizing throughput is important, as it might lead to unwanted re-transmissions consuming

additional airtime and reducing the throughput of the network. These marks are the SNR requirements

for each modulation below which it cannot be used reliably. The base and GRaTIS layers are denoted by

suffixes ‘(b)’ and ‘(g)’ respectively.

GR1(b) and GR6(b) are two group rates that provide BPSK rate, and have an SNR requirement

between BPSK and QPSK. Thus, when a node becomes unreachable in QPSK, we can use these two group

rates to combine packets, and send a packet to another node reachable at higher SNR: at BPSK rate to

node reachable at 17dB or higher using GR1(g) and at QPSK rate to a node reachable at 21dB or higher if

using GR6(g). Although the GRaTIS layer needs a higher SNR to operate, which could potentially receive a

higher rate packet, the collective throughput by combining the two packets is more than throughput obtained

by transmission of two individual packets. The gain in throughput can be computed as described in §7.1.

GR2 and GR5 provides a QPSK data rate to both of the layers, and have SNR requirements in

between QPSK and 16QAM. The presence of these two group rates provides more flexibility to choose the



101

0 5 10 15 20 25 30

SNR (dB)

M
od

ul
at

io
n

4.5BPSK

5GR1(b)
17GR1(g)

5GR6(b)
21GR6(g)

7QPSK

7.5GR5(b)
23GR5(g)

10.5GR2(b)
15GR2(g)

15GR4(b)
23GR4(g)

1316QAM

16.5GR3(b)
25GR3(g)

2464QAM

0

12

24

36

48
Xput (Mbps)

Figure 7.10: Link throughput of GRaTIS((b)-Base, (g)-GRaTIS) and 802.11a/g rates with increasing SNR.
The rates are grouped according to the increasing base rate. The numbers against each rate denote the SNR
required to decode a 128 byte, 1/2 rate convolution coded packet with 2% PER.

GRaTIS rate in a wider range of SNR. If SNR of a node is more than 7.5dB but less than 10.5dB, and that of

another node is more than 23.5dB, GR5 can be used effectively, but GR2 cannot be used in this SNR range.

Similarly, if a node has SNR between 10.5dB and 13dB, while another near node has SNR between 15dB

and 23.5dB, we cannot use GR5 for the near node, but can successfully encode the packets using GR2.

GR3(b) provides a data rate equal to that of 16QAM, and has an SNR requirement in between

16QAM and 64QAM. Evidently, this group rate can be used whenever the SNR of a node falls below the

SNR requirement of 64QAM providing the best effort data rate, 16QAM in this case, for that node. GR4(b)

provides throughput equal to that of QPSK, but requires more SNR than 16QAM to be decoded correctly. It

might seem that this group rate does not provide the best effort rate to the base layer. Careful observations
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reveals that GR4(g) provides a throughput equal to that of 16QAM, and has a lower SNR requirement than

64QAM. So, we can transmit a packet in GR4(g) to a node when its SNR falls below 64QAM, and GR4(b)

then can be used to transmit any extra bits as a GRaTIS layer.

The SNR required to maintain a 2% PER for all the GRaTIS and 802.11a/g are listed in table 7.1.

These experimental results are used to verify that the technique yields practical gains over individual packet

transmissions and benefits a network with wide diversity of SNR.

7.5 GRaTIS: Practical Gains

Theoretical and experimental results in §7.2 and §7.4.2 respectively show the potential benefits of

using GRaTIS in modern networks like 802.11a/g and WiMax. It is sometimes difficult to understand

the benefits of a particular wireless optimization from PER plots and bench experiments. Also, testbed

implementations, where the network is flooded with UDP packets of the same packet length do not represent

a realistic scenario of wireless networks. We want to know -

• How often do stations have sufficient SNR diversity to exploit GRaTIS?

• Does GRaTIS gain in variable packet lengths of the users?

• How useful is the combined coding efficiency over 802.11a/g network?

• Does GRaTIS work in different scenarios, like a conference hall, university cafeteria or home

network?

To determine the system benefits of GRaTIS, we analyzed captured packet traces from SIGCOMM 2008

dataset [1]. The SIGCOMM traces reported signal and noise power in the Prism header [71], which have

been converted to report SNR in dB. We have also captured packet traces in the common areas of our

university with more than 50 active users, and in a home network of two users. The captured packet traces

are referred to as ‘Lobby 1’, ‘Lobby 2’, ‘Cafe’ and ‘Home’. ‘Lobby 1’ and ‘Lobby 2’ traces have been

captured at the exact same location in a common area to identify the temporal variation of traffic pattern.

‘Cafe’ denotes another trace, which is also a common area for dining services. ‘Lobby 1’, ‘Lobby 2’ and
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‘Cafe’ had more than 50 active users at any given time, while people walked through the area. Our captures

use the Radiotap header [72], which also reports the signal and noise power, from which SNR has been

computed.

We are interested in knowing the SNR variation in all the scenarios, to access whether GRaTIS can

be used to improve the network performance. Benefits of this protocol are maximized when there are clients

that are reachable at a wide variety of SNR facilitating packet combination at different GRaTIS rates. Figure

7.1(b) and 7.1(c) shows the SNR density variation of uplink data packets in the SIGCOMM and captured

packet traces. Within the SIGCOMM traces, we have chosen 4 monitors that have the most data packets

to generate the histogram of SNR. The histograms from all the monitors show similar distribution but the

SNR is found to be evenly distributed within the set of clients. This presents good opportunity to merge

packets that can be sent to clients reachable at different SNR levels. This similarity can be attributed to the

confined nature of a conference room, where users were evenly distributed in the room. However, we notice

‘Lobby 1’ and ‘Lobby 2’ show significant variation in the histogram, with the maximum reaching around

20dB SNR. The trace for ‘Cafe’ shows two prominent spikes in the distribution, which are due to the spatial

diversity of two very active users in the network. In the ‘Home’ trace, this diversity is more prominent

as there were only two users in the network. All the scenarios show different diversity of the users, but

undoubtedly enough variation in SNR to use GRaTIS.

We intend to use GRaTIS to merge downlink data packets, which constitutes most of the packet

transmission over the air. The AP would be able to merge two packets intended for two clients, operating

in different SNR regime, into one GRaTIS packet, if it has information of the SNR of the packets received

from AP by each client. The traces did not provide the SNRs at which the clients are reachable from the AP

(this requires packet monitoring at each client). However, the traces report a) the SNRs at which the monitor

is reachable from each client, which gets updated whenever a client transmits a packet and is overheard by

the monitor, and b) the actual downlink data packets transmitted by the AP, with the information of packet

size. Now, if we place an AP at the monitor’s location, it would use this information about the SNR to merge

packets and transmit the same data packets as the AP is currently transmitting to its clients.
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We analyze the traces based on the monitor’s view of the network, merging downlink data packets

based on the SNRs received from the clients. Two downlink data packets are merged only if the time required

to transmit a merged GRaTIS packet is less than the time required to transmit two individual packets using

802.11a/g. The queue length is finite, and only 10 packets have been considered to be available at any time

for merging. Off-the-shelf wireless AP queue capacity varies from 39 to 337 packets [73]. In congested

network scenarios with more packets available in the queue, there will be more options available, which

will improve the performance of GRaTIS. To maintain low latency and fairness in the network, the merging

algorithm always transmits the packet in the lowest position of the queue, and searches for any possible

combination of GRaTIS among the next 9 packets that will reduce the overall time required for transmission.

Often in our evaluation, merging algorithm could not find a suitable combination between the lowest packet

in the queue and 9 packets above it, and at that time, the lowest packet in the queue is transmitted without

any merging. The airtime requirement in 802.11a/g not only depends on the packet air-time, but also on

the medium access time, which equals the DIFS time and a random back-off time. In our analysis, we

used the SIGCOMM 2004 dataset [74] to estimate an average medium access time per packet, which equals

2730µs. We consider this time for a single packet transmission for both 802.11a/g and GRaTIS. We used

the experimental results, as reported in Table 7.1, to compute the airtime usage in both of the cases. Since

we have not implemented 3/4 coding rate for GRaTIS, we do not consider those in the trace analysis. With

both the coding rates available, there will be more opportunities to merge packets, for example merging a

packet of 3/4 coding rate with another of 1/2 coding rate. However, we do consider all the coding rates

available for 802.11a/g. This is a conservative approach to show the improvement of using GRaTIS over

802.11a/g, and will give a lower bound on the possible gains.

We selected one random monitor on one of the days at SIGCOMM, Monitor 4 on Aug-19, and com-

pute the throughput gain achieved per minute using our method. Figure 7.11 shows the temporal variation

per minute of the percentage gain in throughput if GRaTIS is used. The volume of downlink data packets

transmitted per minute, and the percentage of packets merged per minute is also shown. A simple moving

average (SMA) of 10 data points shows that the average gain goes up to 80%, with instantaneous gain/min.

goes up to 90% over 802.11a/g network. The gain is proportional to the percentage of packets being merged.
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Most of the time, when there is network traffic, GRaTIS could merge ≈ 70% of the packets. We notice that

the volume of packets drops significantly at time 100 minutes, which is probably the lunch hour, and most of

the packets observed by the monitor have very low SNR. GRaTIS did not find much opportunity to combine

packets as there was limited variety in the SNR among the clients, and the volume of packets/minute. was

extremely low. To ensure that we receive similar gains in other days using the trace from other monitors

as well, we computed average gain in each day for each monitor. Results show consistent gains in other

scenarios as well.

All networks are not the same, and the traffic pattern varies from one network to another. Hence,

we performed similar analysis on our captured dataset to investigate whether GRaTIS can be beneficial in

a variety of wireless network scenarios. Figure 7.12 shows the percentage gain in throughput per minute

by using GRaTIS over 802.11a/g network. The trace for ‘Lobby 1’ shows very high volume for the first

20 mins, which reduces significantly later. However, average gain goes up to 80% when there are enough

packets available in the queue to be merged. We captured the trace termed ‘Lobby 2’ just after completing

the capture of ‘Lobby 1’. There is significant difference in the volume of downlink data packets. However,

GRaTIS still maintains 80% average gain in throughput, with instantaneous gain of up to 120%. We also

find that ≈ 70% of the packets have been merged. It is to be noted that GRaTIS will get some savings in

DCF and contention times due to aggregating packets, but this gain for concatenating two frames is less than

20%, even in the best case scenario [75]. Nonetheless, aggregated frames can be GRaTIS frames as well,

indicating that our technique has potential for even better throughput if we aggregate GRaTIS frames.

The trace termed ‘Cafe’ corresponds to a very dynamic scenario, where we notice multiple users

logging onto the network, using it for few minutes and logging off. Similar to the detailed analysis of the

SIGCOMM 2004 trace [29], our analysis shows that the AP spends most of the time in back-off, leading to

an overall low throughput on the down-link. Even in this congested scenario, we notice an average gain of

80%. We believe that GRaTIS will perform better in this type of network to reduce the transmission time,

and thus more time will be available for data transmission, which will increase individual throughput of any

client in the network.
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The home network scenario is another common use of 802.11a/g network, where often two or more

users in a family share the same wireless network on a regular basis. They often have spatial diversity,

leading to variation in SNR. We captured the trace in such a scenario with only two users. The SNR

variation, as seen in figure 7.1(c) is not uniform, and there are only two very high densities in the histogram

due to two users. GRaTIS successfully merged more than 99% of the packets on average. However, we

notice that most of the time Gr3 and Gr4 were used due to the two users being in the operating range of

these two GRaTIS rate. The average gain remained constant at 80% with highs of 120%.

This analysis shows that when the clients SNR vary in a diverse range, GRaTIS can be used to

combine packets and gain airtime, which can essentially be used to transmit more packets and increase the

overall throughput of the network.

7.6 GRaTIS - A Non-trivial Solution

This work presents six different types of combinations to generate GRaTIS rates. However, an ex-

haustive search can be done to find more combinations for any constellation. It is to be noted that this search

can be done one time and the results can be stored for reference. Also, a combination from a constellation

can be extrapolated to it’s corresponding higher constellation, making GRaTIS easy to incorporate for big-

ger constellations. For example, we can envision GR3 and GR4 for 64QAM as an extension of GR2 for

16QAM. In the same way, it can also be extrapolated for 256QAM as well. However, exhaustive evaluation

is necessary to ensure the expected performance gains.

In this work, we show GRaTIS for two receivers, such that the base layer is transmitted to one re-

ceiver, while the GRaTIS layer is transmitted to another receiver. It is possible to generate multiple GRaTIS

layers on top of a base layer to transmit to three or more receivers at the same time, as long as each constel-

lation point denotes more than 2 bits. In other words, we cannot use QPSK to transmit to three receivers.

Nonetheless, it requires careful examination and evaluation to determine whether the generated layers yield

better performance.

This work presents GRaTIS but also opens up a new set of open research problems. While GRaTIS

provides more flexibility by providing different intermediate rates and merging multiple packets to enhance
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Figure 7.13: Example of two “group rates” that don’t result in improved performance, showing that group
rates must be carefully designed.

the network throughput, the combinations cannot be chosen randomly to ensure better performance. Careful

inspection has to be made before selecting any combination. We present two rates Failed1 and Failed2

shown in figure 7.13(a) and 7.13(b) respectively, chosen randomly from a QPSK and 16QAM constellations.

The throughput and SNR requirement of these two GRaTIS rates are shown in figure 7.13(c). Clearly, the

base layer of both failed rates provide a BPSK data rate but requires a SNR that can support QPSK data

rates. Hence, these two group rates cannot be used to yield improved aggregate throughput as the base layer

has a sub-optimal data rate.

In our implementation and analysis discussed in this work, we have used 1/2 rate convolution coding.

Considering a 3/4 coding rate we can obtain a similar set of results but at presumably higher SNR, where

the base layer and the GRaTIS layer will have a 3/4 coding rate. By using all the basic rates and their
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GRaTIS derivatives, we can have almost a linear relationship between SNR and achievable throughput,

instead of the conventional step-wise discrete rate allocation. Therefore, from a MAC layer point of view,

GRaTIS inspires us to delve into the modalities of a novel rate adaptation algorithm for wireless networks

and compare it with related SNR-based rate adaptation algorithms [76, 77, 23, 65]. Also in wireless mesh

networks we can forward packets to multiple users from a common point (router/relay node) using GRaTIS.

This is particularly helpful when the involved node-pairs cannot over-hear each other’s transmission and

hence cannot use network coding. We also intend to explore the possibilities of using GRaTIS to improve

protocols of higher layers such as opportunistic routing algorithms.

7.7 Comparing with Superposition Coding
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Figure 7.14: Over-the-air link throughput for superposition coding with 70% and 80% of total energy allo-
cated to the far node. The numbers against each rate denote the SNR required to decode a 128 byte, 1/2 rate
convolution coded packet with 2% PER.

GRaTIS is distinctly different from Superposition Coding (SC) in many ways. SC merges two packets

by superimposing one signal on another, which results in mapping the bits in such a way that an error in

one layer introduces error in another. GRaTIS uses the bits of existing Gray Code to merge two packets

in such a way that the bits of the GRaTIS layer are protected from errors due to symbols crossing either

axes due to channel noise. In figure 7.2(a), it is evident that bits b1b3, which encodes the GRaTIS layer

of GR2, do not change while crossing axes. To compare with our results, we have also implemented SC

using our hardware and measured the throughput and PER with the same radio prototype used to evaluate
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GRaTIS. The SNR requirement for the two layers is shown in figure 7.14 for 70% and 80% of total energy

allocated to the far node. These two modes of SC are the most commonly used energy allocation ratio used

in SC [78, 79]. We find from table 7.1 that GR2 of GRaTIS outperforms ‘SC-70%’ in terms of minimum

SNR requirement by 6.5dB for the base layer and 3dB for the enhanced or the GRaTIS layer. However, we

noticed that if the energy allocation ratio is 80 : 20 to the two layers, the mapping thus generated resembles

that of 16QAM, which is used to encode GR2. Even using the same mapping we notice that GR2 performs

better than ‘SC-80%’. This noticeable improvement of GRaTIS over SC is attributed to the unique mapping

technique of GRaTIS.

From an implementation stand-point, implementing SC at the transmitter requires changing the I/Q

vectors, which needs a high degree of programmability in the radio. Also, the receiver has to perform

Successive Interference Cancellation (SIC) to receive the second layer. On the other hand, GRaTIS involves

mapping data bits to desired sub-constellations and hence can use the same I/Q vector configurations of the

standard 802.11a/g modulation system. It is easier to implement (combine bits) in the existing transmitter

pipeline than to super-impose signals. At the receiver end, no complex signal processing algorithms are

required – only digital bit manipulation.

GRaTIS provides more combination options compared to SC, provides a fine-grained control over

the SNR-throughput space and easily implementable, while outperforming Superposition Coding.

7.8 Related Work

In this research we discuss a form of multiuser communication that utilizes information embedded

within a modulation constellation. We compare this scheme to other multiuser communications methods

currently used in wireless networks. The transmitted signal contains bits for two users and each user can

receive, equalize and decode exactly in the same way as done in conventional 802.11a/g packets. We also

utilize the existing constellations in 802.11a/g and reinterpret them to encode multiple packets in one data

stream. This ensures co-existence with commercial WiFi technologies.

Multiuser Detection: Our implementation and analysis of GRaTIS uses Orthogonal Frequency Division

Multiplexing (OFDM), although it is not dependent on OFDM. Simultaneous transmissions can also be
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detected by the multi-user detection scheme in CDMA. However, in CDMA networks, this technique is

expensive to implement and is only implemented by the CDMA base-station and not the mobile devices.

The technique requires capturing the waveform data and successively subtracting the signal of individual

transmitters [80]. Transmitters use an elaborate power control mechanism to insure the signal received by

the base station has a similar SNR for each transmitter. This adds to the latency of CDMA data networks.

To reduce the complexity in correlating for different user codes, the authors in [52] use various heuristic

methods to obtain a sub-optimal solution. In contrast to these multiuser techniques, GRaTIS requires no

control over different users and does not suffer from error propagation due to channel estimation error.

While SNR diversity is detrimental to other multiuser techniques, our scheme actually use the difference in

SNR experienced by multiple receivers to encode additional data.

Multiuser communication using Orthogonal Frequency Division Multiple Access (OFDMA) is also

prevalent in WiMAX [46] technology. OFDMA has also been introduced in cellular networks as a simulta-

neous communication mechanism, where separate contiguous sets of subcarriers are assigned for carrying

multiuser data [49, 50]. Packets are decoded by multiple users by using a 2-dimensional map in time and

frequency. In this way a significant amount of time is saved in contending for the shared wireless channel.

However, GRaTIS can still be useful for multi-user systems such as WiMAX although our implementation

is based on WiFi. In both WiMAX and WiFi, low rate modulation schemes are used to transmit data to

stations with poor SNR; our scheme simply uses varying SNR experienced by multiple receivers to encode

additional data.

Hierarchical Coding: Another domain where constellations are used to transmit to multiple users is digital

video broadcast. The authors in [81] discuss a layered modulation technique, often termed as hierarchical

modulation or multiresolution modulation. The higher order bits in a dense constellation are used to

decode a poorer quality signal that can be decoded by a user with low SNR while users with high SNR will

be able to decode all the bits in the symbol. In the DVB digital television standard, 16QAM and QPSK are

used for hierarchical modulation. Most of the work involving hierarchical modulation, including [82] and

[83], finds its application in a multicast or broadcast environment of digital video.

Hierarchical modulation is used for transmitting the same information (e.g., video signals) to multiple
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users. GRaTIS can transmit completely different information to multiple users with similar or greater relia-

bility. While prior work in related fields calls for optimizing the signal structure and the signal constellations,

our effort is focused on harnessing the strengths embedded in unexplored areas of existing specifications,

which makes it novel and yet compatible with coexisting technologies. Also, the wide range of operation

of our method (higher number of transmission modes over a range of SNR) puts our scheme in a unique

position among its peers and predecessors.

Superposition Coding and Network Coding: Other packet mixing techniques in wireless networks either

employ superposition coding [84, 85, 79, 78, 59] or network coding [66, 63, 86, 87] or a combination of

the two [58]. Superposition coding relies on iterative decoding by decoding the base layer (lower order

bits) first and then re-modulating it to extract the higher layer (higher order bits); this is more complicated

to implement, which is why it is difficult to find experimental data for the performance of superposition

coding. Also, superposition coding offers less flexibility by limiting the SNR ranges where it can be used

with acceptable error performance and often requires very high SNR as the constellation gets denser, which

may not be available for any wireless node. In comparison GRaTIS provides a simpler decoder structure and

offers more flexibility by providing more data rates for the MAC to select among to merge multiple packets

for receivers within realistic SNR ranges. Also under similar operating conditions, GRaTIS provides higher

network throughput compared to superposition coding. Network coding relies on the overhearing of a packet

which it uses to decode a second packet encoded using network coding techniques. However, network

coding fails if the first packet is not overheard by the intended receiver – under such a case the relay node

falls back to multiple packet transmissions, which can be avoided by using GRaTIS. Most 802.11a/g based

communication is in the form of an AP with multiple clients. The AP acts as a router between the wireless

clients and the wired back-end network. Network coding cannot be used in such environments since the

routing medium is not common and packets cannot be overheard. In such cases GRaTIS can still be used to

merge downlink packets.

On the other hand, GRaTIS can be combined with network coding. Since network coding simply

transmits binary information, either the base or group message can be part of a network coded packet. In

fact, GRaTIS increases the applicability of network coding because the network coding message can always
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be used as a GRaTIS-layer message even if other messages are not queued.

In [88], authors propose mixing bits for relaying purposes, but the mapping of bits to the constellations

is different from GRaTIS. The work does not consider the fact that packet mixing will increase the SNR

requirements for decoding both the layers. On the contrary, our work is practical and the SNR requirement

for each layer has been shown both theoretically and experimentally. The packet trace analysis with variable

packet size shows GRaTIS is applicable to most common wireless network scenarios.

7.9 Conclusion

GRaTIS provides an efficient method of simultaneous packet transmission and reception. This in-

creases the network throughput without compromising the throughput of one node while using widespread

channel variability to simultaneously transmit an independent packet destined for another node. The GRaTIS

packet is indeed extra free bits to the high SNR node, which it would have received after the completion of

the first packet using a serialized medium access pattern as in 802.11a/g. We have implemented the protocol

in hardware and have shown the ease of implementation if the signal processing is done using a hybrid plat-

form of software and hardware components. The experimental results show several possibilities of use of

GRaTIS giving unforeseen gains in throughput in wireless networks. Applying GRaTIS on real-time packet

trace analysis reveals that even with a few simple combinations, we can gain significant airtime, which can

be further utilized to transmit more packets. Also through our analysis we show that GRaTIS provides

more flexibility with better error performance than other contemporary simultaneous packet transmission

techniques, making it a suitable candidate for emerging wireless networks.



Chapter 8

Secret Agent Radio: Covert Communication through Dirty Constellations

There are many times when communication needs to be secure. Common and obvious examples

include providing security for electronic commerce or privacy for personal matters. At other times, com-

munication must also be covert, or undetectable which has a low probability of intercept (LPI) or a low

probability of detection (LPD). LPD communication mechanisms are useful when the very act of com-

munication can raise concerns, such as communication during war-time or during surveillance. Usually

it is difficult to detect the receiver of communication mechanisms that exploit the characteristics of radio

propagation.

Figure 8.1: Undetected Side-Channel Communication

In this work, we explore methods that provide LPD and LPI for high-bandwidth networks. Our

method provides a high-bandwidth covert side-channel between multiple radios using a common wireless

network, as indicated in Figure 8.1. The method is covert because the devices (laptops or smartphones)

function as normal devices. Again, the devices “hide in plain sight”. Rather than raising suspicions by

exchanging encrypted messages with each other or some centralized server, they appear to be conducting
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normal network communication (browsing web pages, sending mail, streaming multimedia) when in reality,

they are able to communicate undetected. The adversary will face great challenge in discovering the side

channel because the covert channel is being transmitted by mobile nodes. Monitoring to locate such nodes

would require significant investment or infrastructure, such as monitoring in every coffee shop, bus or public

venue where people may be near each other.

The technique uses a common, physical-layer protocol to mask the communication that takes advan-

tage of the hardware imperfections present in commodity hardware, intrinsically noisy channel of wireless

communication and receiver diversity. We have implemented this mechanism using software-defined ra-

dios, operating in 2.4GHz ISM band, but can also be easily extended to TV whitespaces. Our prototype

uses an OFDM waveform. Most consumer electronic devices use OFDM waveforms for high-bandwidth

networks (including DVB, DAB, WiFi, WiMAX and LTE), and there are some benefits in “hiding” in such

a ubiquitous waveform.

Imperfections in off-the-shelf Network Interface Cards (NICs) [89], coupled with an additive random

wireless channel cause the signal to degrade over time and distance. To mask our communication, we “pre-

distort” the signal to mimic the normal imperfection of the hardware and Gaussian distortion arising from

the channel. This distortion appears as noise to the unobservant receiver, be it the Wi-Fi access point or an

adversary. However, a receiver aware of the presence of the signal and its encoding technique can decode

the “noise” to reveal the hidden message.

Our motivation for hiding the data in physical layer (analog waveform domain) of common wired and

wireless protocols are the following:

• Hide in plain sight - Using the physical properties of the transmission medium will allow the

covert channel to resemble a common waveform, only distorted by channel noise, or transmitted by

a NIC with imperfections.

• Access to covert channel - Since the covert channel uses the signal waveform, an adversary is

easily abstracted from the covert channel, as opposed to other packet level techniques using higher

layers [90]. In our method, the bits of the cover packet are not altered and hence the presence of
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the covert message is not detected at higher layers, or more specifically in digital domain.

• Sample collection - The ubiquitous nature of wireless devices and their localized transmission

make it difficult to detect the presence of a covert channel. As opposed to digital contents on

the Internet (music, picture, video), which can be accessed from one physical location, acquiring

signal waveforms requires hauling expensive, bulky equipment (signal analyzers) to every possible

hotspot.

• Search complexity - A 500byte packet, modulated with QPSK-1/2 rate coding, results in≈ 19KB

(calculation omitted due to space constraints) of I/Q information. This increases the search space

by ≈ 38 times, compared to packet level analysis of a covert channel.

• Statistically Undetectable - In higher layer techniques, an adversary can search the header fields

(known as unused fields) of a packet stream and find the covert channel [91], whereas in physical

layer, the adversary needs to perform several statistical tests on the I/Q samples, which are already

tainted by time varying channel noise.

• Capacity - Compared to conventional techniques using higher layers, where only a few unused bits

of any header field of a packet is used, our technique can easily utilize 10% of the cover signal to

transmit covert messages.

These advantages coupled with relative ease of implementation using now popularized software de-

fined radio, makes this technique extremely useful in providing high capacity covert channels.

8.1 Characterizing OFDM Signals

Signal quality in wireless channel depends primarily on two factors: channel impairments and hard-

ware impairments. Channel impairments typically range from additive white noise to frequency selective

fading and/or hidden terminal and Doppler shifts, which degrade signal properties in time and frequency

domain. Figure 8.2(a) plots the spectrum for an OFDM waveform from a bench measurement that is skewed
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because of a frequency selective fading in the left-most subcarriers. Similarly, impairments due to vari-

ous non-linearities in the transceiver pipeline are often reflected in the signal characteristics as well. Since

these types of impairments are hardly deterministic, estimating the errors and compensating for them is a

non-trivial task.

Signal-to-Noise Ratio (SNR) is a widely used metric, often measured in the time or frequency do-

main using averaged power measurements. A simple interpretation of the SNR is “the higher the SNR,

the higher the probability that the information can be extracted with acceptable error performance”.

However, high spatial-decorrelation of the wireless channel may render portions of the OFDM signal unde-

codable even though a high “average” SNR indicates otherwise. Figure 8.2(a) is an example of an OFDM

spectrum of an ongoing communication that has an average SNR of 21dB but degraded in the frequency

domain.

The Error Vector Magnitude (EVM), shown in Figure 8.2(b) is another metric that measures the

deviation of the complex modulation vectors in the I/Q-plane from the ideal position. A bad channel leads

to higher dispersion of these vectors and hence higher EVM, which affects the error performance as well.

Modulation errors can also be introduced as imperfections in the transceiver hardware itself, which can

cause the intended I/Q sample to be transmitted (or received) at a slight offset. In the IEEE 802.11a/g

standard [45], this modulation error at the transmitter for a QPSK modulation is mandated to be no more

than 10dB from an “ideal” I/Q mapping.

Figure 8.2(c) shows the distribution of EVM (in a boxplot) for three bench measurements of an

OFDM waveform using QPSK modulation where each of the transmissions have the same SNR. The first

measurement is based on an “ideal” transmission with low noise resulting in a low EVM with minimal vari-

ance, called ideal QPSK. The second measurement, faded QPSK, from a bench measurement with slightly

different antenna orientation, has higher average EVM and wider variance. The difference between ideal

QPSK and faded QPSK are due to multipath effects. The last measurement, termed the “impaired QPSK” or

QPSK-IM signal, was recorded from a transmitter that pre-distorted the signal such that the average EVM is

10dB worse than the ideal. On the surface, the QPSK-IM signal appears to have similar properties to faded

QPSK – both have higher average EVM and wider variance. Figures 8.2(d)-8.2(f) show the three constella-
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tions corresponding to the measurements described above. It is indeterminable whether the deterioration in

the EVM is due to intentionally introduced noise at the transmitter, or due to imperfections in the hardware

that is operating within tolerable limits, or is the result of poor channel quality.

From these examples, it is evident that impairments, whether in the channel or in the hardware, will

cause statistical variation in the perceived value of the metrics and that the bounds on these metrics are only

loosely defined and can only be formalized by various descriptive statistics and statistical tests.

8.2 Dirty Constellation

Our method relies on being able to embed one message in another in the wireless channel, but goes

well beyond that to then insure that the covert message is undetectable. There are several ways to embed

messages by encoding the constellation symbols using bits of two distinct messages [83, 78] but we use a

simpler technique that uses existing modulation methods of OFDM.

Using a combination of adaptive modulation and efficient packet sharing using joint constellations

we encode the covert channel. If a receiver is aware of our irregular mapping of bits, and it has sufficient

SNR for that subcarrier, it is able to decode the covert message while to an uninformed user, the covert

constellation points will be treated as random dispersed sample of a low-rate modulation, that reveals an

innocuous message.

The key to such covert communication using the physical layer of an OFDM based wireless protocol

are four fold: 1) packets containing covert data must be indistinguishable from non-covert packets to all

uninformed observers; 2) the presence of any irregularity in the covert packets has to be kept hidden under

rigorous statistical tests on the signal; 3) the covert channel should be non-trivial to replicate, making it

secure from spoofing and impersonation; and finally, 4) it should have high capacity. In this work we satisfy

each of these requirements through a set of techniques.

Requirement 1: Identifying a Covert Channel: Our technique relies on encoding “cover packets” that

are transmitted at a low rate (BPSK or QPSK) with supplemental information that can be decoded as an

additional QPSK signal by an informed receiver. In the examples below, we use QPSK for both the cover

and covert channel.
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Figure 8.3: Encoding Dirty Constellation

In a QPSK encoding, the constellation points encode two bits of information as shown in Fig-

ure 8.3(a). To encode the covert channel, we deflect the placement of the QPSK points. This is similar

to having a “covert QPSK” encoding with an origin around the ideal QPSK constellation points of the cover

traffic. Figure 8.3(b) corresponds to the upper right quadrant of the cover QPSK constellation shown in Fig-

ure 8.3(a). To modulate a subcarrier carrying both the cover and covert message, first the cover constellation

point (QPSK) is chosen (as per the cover message stream), specifying the quadrant, followed by re-mapping

that point to one of the four “covert-QPSK” points around the “cover QPSK” point.

Clearly, the goal is to leave the cover message decodable by standard receivers. Only the covert

receiver aware of the joint constellation will decode the subcarriers properly and extract the two covert bits

to form the hidden packet. An adversary will decode at the base rate or the rate for cover message, as

specified in the signal symbol of the packet; while the covert points will be treated as noisy points. The

cover message could be intended for an access point (as part of a web browsing session) while the covert

message can be overheard and decoded by a nearby radio. In this way we implement a covert channel while
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making it appear as completely innocuous to other users receiving the same transmission.

Requirement 2: Low Probability of Detection: How would an adversary detect such communication? As

long as the packet can be decoded, a legacy receiver has no way of knowing how signals are being encoded

at the core of the physical layer, because conventional packet decoding is performed by identifying the data

rates embedded at the beginning of the packet which will always contain the base rate (QPSK) information.

However, adversaries using measurement equipment like vector-signal analyzers or software defined radios

can extract the digital samples from the radio pipeline at different stages of the signal processing. Therefore,

our ultimate goal is to provide very low probability of detection not only at the packet level but also at the

signal level.

Figure 8.4: Constellation without random pre-distortion of the QPSK points and using existing 16QAM
points to map the joint covert constellations.

One simple form of analysis is to look at the equalized I/Q vectors of the jointly encoded packet.

The presence of the covert constellation at regular interval will appear as distinct point clouds that will set

themselves apart from the cover QPSK point cloud and will reveal the presence of the covert channel, as

shown in Figure 8.4.

We solve this problem by changing the I/Q vectors of the covert transmitter in three steps:



123

Step1: We bring the covert constellation points closer to the ideal QPSK point and re-map the covert

constellation points symmetrically around the QPSK points, with a mutual separation of 2√
42

, a distance

equal to that of a 64QAM constellation, so that a covert receiver can operate within the operating range of a

WiFi receiver.

Step2: We randomize the I/Q vectors of the covert QPSK points with a Gaussian distribution but

limit their dispersion to a radius of
√

2
42 as shown in figure 8.3(b). We call this as the pre-distortion circle;

pre-distortion of the QPSK signal at the transmitter ensures that the covert constellations are hidden in the

cloud of a dispersed (noisy) QPSK point cloud. We introduce imperfections to the transmitted signal in such

a way that the average EVM error is equal to or less than 10dB compared to the ideal QPSK constellation

points, which is within the limits of hardware anomaly allowed in the IEEE 802.11 standard [45]. Thus, it

cannot be ascertained with certainty if the EVM error is due to hardware impairments, channel impairments

or intentionally injected distortion.

Step3: To accommodate a higher rate covert channel, e.g., when 50% of the OFDM subcarriers are

covert, then at high SNR there is always a finite probability that the covert constellations are visible. To have

the covert symbols blend with the pre-distorted QPSK point cloud, the covert symbols are rotated along the

circumference of the pre-distortion circle for every subcarrier that is mapped to a covert constellation as

shown in Figure 8.3(b). The rotation is performed using a monotonically increasing angle θ; the transmitter

and receiver both start with θ = 0◦ at the start of the packet and increment θ for each covert subcarrier. In

our implementation we use a 15◦ counter-clockwise rotation for the covert points.

These 3 steps allow us to hide the covert channel, even when an adversary has access to the I/Q

samples of the packet. The adversary will interpret the point cloud as a noisy version of a valid (albeit

noisy) QPSK constellation and would not suspect the presence of a covert communication. This compound

constellation involving a covert channel hidden within a cover constellation is termed a “Dirty Constella-

tion”. However, in order to avoid raising suspicion by any RF fingerprinting algorithms [89], a QPSK-IM

waveform should always be used for non-covert transmissions, to avoid sudden changes in the modulation

characteristics.

Requirement 3&4: Security and Higher Efficiency: These requirements are considered as an enhance-
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ment to the basic scheme of Dirty Constellation. We have implemented 10%, 30% and 50% encoding of

subcarriers, as shown in Figure 8.7, yielding up to 9Mbps datarate with QPSK modulation and 3/4 encod-

ing rate. Using higher modulation constellation, e.g., 256-QAM, we can further increase the capacity of the

covert channel by encoding more bits per subcarrier. Due to space constraints we leave this as future work.

Finally, we discuss the security aspect in §8.6.

8.3 Dirty Constellation on SDR

Baseboard (FPGA)
A/D and  DAC Board
Radio Board

Ethernet connection to Host
JTAG connection

Tx and Rx Antennas

Figure 8.5: SDR prototype using Virtex-V FPGA

Hiding a message in a randomized modulation constellation requires a programmable modulator and

demodulator. Conventional radio 802.11 PHYs modulate all the subcarriers with one type of pre-defined

modulation, For this scheme to work, we used a FPGA-based software defined radio platform based on our

previous work [11, 14], as shown in figure 8.5, and modified the modulator and demodulator to program

each subcarrier with different modulations, adding either noise or covert constellations. Figure 8.6(a) shows

the functional diagram of the programmable modulator. The notable parameters in the design are the dirty

bit and the mapping sequence bit which are used to select the appropriate mapping for covert joint con-

stellations and randomize (Gaussian) the cover symbols to engulf the higher order modulation points. The

cover and the covert bits are independently packetized as per the 802.11a/g specification and the covert joint

symbols are formed by merging the bits of the two packets prior to sending it to the modulator. The merg-

ing of packets is performed in software and then fed to the hardware along with the control information to
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create the Dirty Constellation. The QPSK-IM constellation is generated by using the randomizer unit that

emulates an overall modulation error of 10dB, by setting the dirty bit to ‘0’ and mapping sequence to ‘1’

for all subcarriers.
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Figure 8.6: Mod/Demodulator for Dirty Constellation

The decoder employs maximum likelihood decoding and uses pre-defined thresholds to decode the

constellation. Figure 8.6(b) shows the functional diagram of the demodulator. First the covert receiver

demodulates the signal using the covert decision boundaries, 64QAM in this case and then extracts the

covert bits. Since all subcarriers do not contain the hidden message, the receiver then uses the pre-assigned

mapping sequence and its rotation information to filter out the covert subcarriers’ information to form the

covert packet.

Figure 8.7 shows an example of Dirty Constellation with varying frequency of the covert channel

that has been transmitted by the SDR prototype and captured using a VSA. The I and Q histograms along-
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side the constellation shows the similarity of the distributions and that they are from the family of normal

distributions.

(a) Frequency – 10% (b) Frequency – 30% (c) Frequency – 50%

Figure 8.7: Examples of over-the-air transmission of Dirty Constellations with varying embedding fre-
quency using the SDR prototype

8.4 Experiments and Measurements

Agilent VSA / Receivers
SDR Transmitters

Wall
5ft high Cubicle

Figure 8.8: Node placement

Using the hardware described in §8.3 as the transmitter, signal samples are collected in a lab/office
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environment. The transmitter nodes were placed as shown in the Figure 8.8. The signals were captured using

a high-end Agilent vector signal analyzer (VSA) that provides the raw I/Q vectors of the packets transmitted

by the SDR nodes. We record data from 6 locations, for ideal QPSK, QPSK-IM and Dirty Constellation

with 10% covert channel efficiency. Each dataset contains measurement of 500 data packets of each type

per transmit power level. The transmit power is varied in steps of 2.5dB such that the measured SNR at the

VSA has a range of 7dB to 20dB. We have chosen this range because 7dB is the minimum SNR required

to decode a QPSK packet with 98% packet reception rate. This has been empirically validated using bench

measurements using our SDR transceivers. Likewise, 20dB was selected as the upper limit because the EVM

doesn’t decrease appreciably with higher SNR. After filtering out the required data range we find the average

sample size is 10, 000 packets per type. We bin the packets by SNR in bins of size 1dB; each bin contains

500− 800 packets per SNR value. We perform all the statistical testing using this dataset which captures a

wide range of SNR and channel conditions for all the type of modulations. In these measurements, the VSA

is treated as both the covert receiver and a very aggressive adversary. As a covert receiver, the messages

sent by the different transmitters can be received by the VSA receiver and the covert data can be extracted.

As an adversary, the receiver has a high quality measurement device and also acts as the “most aggressive

adversary” because it shares the same channel state as the receiver.

8.5 Analyzing Dirty Constellation

The core idea of testing a sample for adherence to a particular family of signals is performed by com-

paring test results with a known set of statistics for the same class. Therefore, the first step of the analysis

process is to formalize the database of these statistics that characterizes an entire family of signals. In this

work, we intend to compare a Dirty Constellation with a QPSK waveform. We formulate the problem as a

hypothesis test, with the null hypothesis:

H0: Given a random sample from a Dirty Constellation packet, it is statistically same as any other

QPSK packet.

Whereas the alternative hypothesis is:
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H1: Given a random sample from a Dirty Constellation packet, it can be statistically identified

that it is not a QPSK packet.

In this section, we analyze whether the packets containing covert data can be distinguished from normal

packets at the packet level or at the waveform level in the time and frequency domain. The test statistics

of standard QPSK signals is lower bounded by the statistics of an “ideal QPSK” packet and upper bounded

by a “QPSK-IM” packet. We used “QPSK-IM” packets to mimic a radio with hardware imperfections,

but operating within the limits of IEEE 802.11 standard requirements. Each of these bounds have been

empirically derived from the measurements collected as described in §8.4. If the Dirty Constellation sample

is within the bounds set for that test then the null hypothesis is “not rejected”, meaning that the Dirty

Constellation packet is statically indistinguishable from any other QPSK transmission within the expanse of

802.11a/g transmissions using that test.

8.5.1 Packet Based Analysis
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Figure 8.9: Packet Reception Rate

Packet based analysis involves looking at parameters that can be extracted at the packet level, or

in the digital domain, where there is no trace of the covert packet. To measure if the pre-distortion of

the constellation effects the packet reception rate (for both the covert and the cover packet) we performed

measurements over a one hop link between two SDR nodes over a wide range of SNR. Figure 8.9 shows

the packet reception rate for the standard modulations used in 802.11a/g and also the SNR required by

the intended receiver of the covert packet and the cover packet. The minimum SNR levels required for

98% packet reception rate is marked. For the cover packets, our mechanism is within 1dB of that required

by standard 802.11a/g modulation. Given the stochastic nature of the wireless channel and high spatial
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de-correlation of the nodes, this difference is indistinguishable to an end user (the user would experience

greater variance simply by moving their receiver a few inches). The covert receiver requires an SNR of

24dB, similar to the SNR needed to decode a 64QAM packet.

8.5.2 Signal Domain Analysis

A time varying signal is often characterized either by time-domain measurements (power envelope

and peak to average power ratio) or by performing spectral measurements such as power spectral density,

phase and magnitude distributions. Since OFDM encodes data in the frequency domain as coefficients of an

inverse Fourier Transformation, a frequency domain analysis is of utmost importance and hence we conduct

a set of frequency domain analysis, followed by tests in the time domain.

Frequency Domain Tests –

Test 1: EVM of Constellations: The real and imaginary vectors (I & Q) are available at the output of

the Fourier transform unit. EVM is the absolute value of the dispersion of the I/Q-vector averaged over all

OFDM symbols in a packet. Figure 8.10 shows EVM with varying SNR for the QPSK and QPSK-IM bounds

and for the Dirty Constellation as well. The inter-quartile distances represents the spread of the I/Q vectors

as they are degraded by channel noise. The EVM of the Dirty Constellation is distributed within the bounds

set for QPSK making it statistically undetectable when compared with the empirical benchmarks. The plot

also shows the average of EVM of a frequency faded random QPSK measurement, which emphasizes the

non-deterministic effects of the channel that can push the envelope of the set bounds in either direction. That

sample has the same parameters and configuration as the “ideal QPSK”, but with the antenna moved by 2

inches. We expect the test statistic to be correlated with the variation in the bounds.

Test 2: Measure of I/Q Dispersion: The relative dispersion of the I/Q vectors result in a change in the

position of the constellation point. Although all receivers employ channel equalization to compensate for the

channel distortion, there are always residual errors that cause the points to violate their respective decision

threshold leading to bit errors. Figures 8.11(a) and 8.11(b) show how the deviation from an ideal QPSK

constellation is distributed within the dataset. Deviations in the the Dirty Constellation packets are within

the bounds for most of the SNR values. To ascertain that the distributions are indeed similar and highly
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Figure 8.11: Dispersion of I and Q vectors from ideal QPSK mapping. The distribution of the I/Q dispersion
is verified with that of ideal QPSK and QPSK-IM using a two sample t-test.



132

correlated, and that they are normally distributed about the ideal QPSK constellation, we perform a two

sample t-test with the ideal QPSK packet and the QPSK-IM packet. The test statistics for all the SNR are

found to be less than the critical value at the 0.05 significance level, as shown in the bottom part of figure

8.11. This also satisfies the test that the I/Q dispersion for all the three types are distributed in similar fashion

and are from the family of normal distribution with statistically similar means.

Test 3: Phase and Magnitude Distribution: Often it is important to know how the phase and magnitude

vary with the subcarrier index. Figure 8.13 shows a histogram of the subcarrier phases of all packets in the

collected dataset at two SNR levels, low SNR (7dB) and high SNR (18dB). At low SNR the subcarriers

undergo distortion over a wider range and so the phases have a wider distribution, while at high SNR the

signal is closer to the ideal QPSK signal. However, in both the SNR levels, the phases from the Dirty

Constellation packets are distributed similarly to the ideal QPSK and QPSK-IM. The four distinct peaks at

multiples of 45◦ ascertain that Dirty Constellation preserves the phase properties of the QPSK constellation.

Similarly, the magnitude distribution across the subcarriers show that the magnitude of the subcarriers in a

packet encoded with Dirty Constellation are distributed within the bounds of QPSK waveforms, as shown

in figure 8.12. It is also seen that there is a high degree of correlation among the subcarrier from the three

types of packets: the same multipath affects all three transmissions. To show that the distributions are

correlated we also show the quantile-quantile (QQ) plot for subcarrier magnitudes of the QPSK-IM and the

Dirty Constellation packets, as shown in figure 8.14. The linearity of the QQ plot indicates the signals have

similar distributions.

Time Domain Tests –

Test 1: Temporal Variation of Average Signal Power: To test if the Dirty Constellation affects the signal

power, we compare the temporal variation with that of a QPSK packet. In an experiment, 20 packets were

captured using the VSA for all three types of packet at intervals of ≈ 500ms. The average power is shown

in Figure 8.15(a). The power envelope for the packets are randomly distributed even though the packets all

have similar signal to noise ratios. Therefore, from this test we conclude that our method does not change

the average signal power that is different from that of other QPSK packets.

Test 2: Peak to Average Power Ratio (PAPR): OFDM can produce spurious increase in the peak power
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when the packet contains different types of modulations. PAPR is the measure of the spurious increase in

power in the time domain. Figure 8.15(b) shows the complementary CDF (CCDF) of the PAPR for the
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Figure 8.15: Time Domain Analysis

three packet types. Research [92, 93] shows that the PAPR in 802.11a/g can vary over a wide range with

various PAPR optimization techniques. The PAPR for Dirty Constellation falls within that range and follows

closely with that of QPSK-IM. Hence it cannot be distinguished as an anomaly compared to the ideal QPSK

transmission.

In this section we conducted tests that fail to reject the null hypothesis leading us to conclude that
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our method is statistically undetectable when compared to known waveforms that spans over a wide range

of SNR. The analysis in frequency as well as time domain ensures the completeness of the testing. Thus,

we conclude that our method can be successfully used as a covert channel that has very low probability of

detection.

8.5.3 Exceptions

Figure 8.16: Average EVM per subcarrier

In this section we provide examples of Dirty Constellation that are easily detectable, indicating that

the methods and bit-mapping of the covert channel is non-trivial and requires careful analysis before adopt-

ing. One would guess that a lower embedding rate is better even though that results in a lower covert data

rate. To see that this is not the case, we changed the embedding frequency to ≈ 8% (1 in 12 subcarriers).

Figure 8.16 shows the mean EVM of each data subcarrier of Dirty-8% compared to that of Dirty-10%. Since

the Dirty-8% affects 1 in 12 subcarriers, a regular pattern is emphasized in the EVM of certain subcarriers.

The mean EVM for Dirty-8% clearly shows that four out of 48 subcarriers has significantly higher EVM.

On the contrary, Dirty-10% has a more even distribution of mean EVM in all of its subcarriers because 48

is not evenly divisible by 10.
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8.6 Security

In §8.5.3 we discussed that mapping of covert channel is a non-trivial problem. This mapping se-

quence could be generated using a pseudo random number (PRN) sequence generator. Dirty Constellation

employs two forms of sequence or pattern: the covert carrier mapping sequence and the angle of rotation

for the covert constellation along the pre-distortion circle. While one PR sequence controls the embed-

ding frequency, another specifies the rotation parameters, such as the angle of rotation “θ” for the covert

constellation and the direction of rotation. The receiver needs to know which packets contain covert com-

munication as well as the PRN’s used to mix the covert message into the cover message. The frequency of

covert messages can also be randomly varied without the need for additional coordination. The PRN used

to intermix the covert message is synchronized with the receiver at the beginning of a transmission and can

vary over time using an agreed-upon PRN based on e.g. the time of day. Any existing encryption method

(like AES, DES) can be used in each packet as an added measure to increase the security of the proposed

method. However, due to space constraints, we do not analyze the details of the security aspects of this

technique in this work.

8.7 Related Work

Hiding information has been prevalent since ancient times; however hiding data in digital format is

more a recent developments with the popularization of Computer Science. Much of the early work [94] in

data hiding with low probability of detection and interception has been done by altering a few bits of the

digital representation of an image [95], a sound [96] or video [97] files.

A relatively recent field of study called network stenography exploits the redundant fields present

in various network protocols headers, like HTTP and TCP. Zander et. al. [98] provides a comprehensive

survey of covert channels in computer network protocols. All of the methods detailed in the work are

confined to identifying anomalies or using the protocol properties at the application, transport or the data

link layer. Also [90] proposes another scheme to hide data based on utilizing redundant fields in IPv4 header

while [91] presents a practical analysis of covert channels in wireless LAN protocols at the transport layer.
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Information hiding at the application layer of a mobile telephony network has been discussed in [99]. These

protocols depend on altering the data itself, which is susceptible to higher probability of interception, when

the altered data is tested. Our procedure is significantly different from previous work in the sense that we

modify the way of data transmission without altering the bits of any digitally transmitted data. In other

words, higher layer stenography operates in the digital domain while our method operates in the analog

domain.

Examples of covert channel implementation utilizing the physical layer are few and far between. A

PHY layer based security scheme has been proposed in [100]. However, this method works only when

more than one user is available to transmit stenographic packets to a common node. Also it relies on

very tight synchronization between multiple transmitter and single receiver entity, which is not a practical

assumption in real networks and will lead to erroneous formation of the joint constellations leading to

degraded performance. Therefore, comparing to prior work, our method presents a more practical solution

to implement covert channels at the PHY layer, while making it secure, high capacity, easily implementable

and backward compatible.

8.8 Conclusion

In this work, we discussed a technique to implement a covert channel at the physical layer of 802.11a/g

wireless protocol. By hiding the covert channel within the perceived noise at the receiver, we can ensure high

degree of undetectability. We have implemented the covert communication method using a SDR prototype

and present results of a wide variety of statistical tests that confirms the low probability of detection of Dirty

Constellation. Higher datarate, very low probability of detection coupled with easy implementation within

existing protocol stacks make Dirty Constellation a very successful method to implement covert channels in

wireless communication.



Chapter 9

Conclusion

In this thesis we design, implement and evaluate techniques that fundamentally change the way mod-

ern wireless networks operate. Instead of confining our solutions to the layered architecture of networking,

we focus on optimizing the MAC and the PHY as one entity. By exchanging crosslayer information, we

are able to harness the benefits of both the layers and architect practical solutions to open problems in next

generation wireless networks.

Simultaneous multiuser communication is made possible by using orthogonal channels and its effi-

cient implementation using the OFDM waveform. In this thesis, we analyze common OFDM PHY used in

wireless systems and identify novel features and properties that enable a wider realm of research, with focus

on how higher layer protocols are designed. This flow of new information from the PHY has been harnessed

to design MAC layer protocols that provide unprecedented gains in various aspects of wireless networks:

whether making group communications faster or making the communication covert. All these techniques

employ simultaneous multiuser communication. An important component of such crosslayer optimization

is a mutable PHY that is modified as required in order to implement these novel techniques. Hence, this

thesis is made successful by deep understanding of the PHY, its implementation using highly programmable

radio platforms and extensive experimentation using testbed setup.

The orthogonality of the OFDM subcarriers have been utilized to design simultaneous multiuser

communication methods in the PAMAC [39] and the SMACK [64] crosslayer techniques. In both the cases,

nodes use unique OFDM subcarriers to send distinct orthogonal tones, simultaneously, to send simple re-

sponses to common broadcast queries. Although this techniques is not limited to broadcast scenario only,
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we show that this makes group communications faster by order of magnitude under practical wireless chan-

nels. We also extend this concept of OFDM subcarriers to design collision avoidance systems in vehicular

networks called Active Radar [101].

Along with the OFDM subcarriers, we also utilize the modulation constellations used in OFDM

to design multiuser communication methods. In GRaTIS [102], we modify the existing constellations of

802.11a/g to send independent packets to multiple users. This is made possible due to the widespread vari-

ation of SNR in wireless networks, where a near node and a far node decodes information at different SNR.

Hence the transmitter can merge their packets in one transmission and rely on the variability of the channel

to implement multiuser communication. Extensive theoretical and practical analysis of this technique has

shown gains of up to 80% in throughput compared to contention based MAC layer protocols. Also, the mod-

ulation constellations are used to implement a covert channel at the PHY which has very low probability of

detection. Using a combination of programmable radio, to inject intentional pre-distortion at the transmitter,

and by taking advantage of common radio impairments, we are successful in designing a high throughput

side-channel that is statistically indistinguishable from normal wireless transmissions.

Therefore, this thesis is an example of MAC- PHY crosslayer optimization that utilizes the unexplored

facets of the PHY layer to build networked systems providing substantial gain in network metrics that would

not have been possible otherwise. Also, we show that in order to make these techniques practical, the PHY

should no longer be fixed in function but a highly mutable substrate with precise control over the various

subsystems. It is our belief that this thesis is a promising step in the direction of practical MAC-PHY

crosslayer protocols that usher a new era of wireless research.
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