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of the asteroid that is farthest from the Brillouin sphere boundary. This example illustrates that

an exterior gravity field is not a sufficient method to provide an accurate representation of the

surface proximity gravity field for highly irregularly shaped objects. This is an important issue for

spacecraft that plan to land on the surface of such objects. As illustrated in Figure 7.5, a significant

portion of a landing or TAG trajectory of a spacecraft may lie inside the circumscribing sphere of

a small body, which may pose a serious limitation on preforming precise landing operations.

Figure 7.5: A schematic view of a landing trajectory on an irregularly shaped object.

Other methods are developed for computing the gravitation potential of a non-spherical

object via, for instance, a constant density polyhedron shape model [90, 91, 93] or an ellipsoidal

harmonics expansion [21], [31](Ch. XI). One may use a constant density shape model to compute

an exact solution to the gravitation potential anywhere on or outside of that shape mode. How-

ever, the high computational cost of this method makes it unattractive for spacecraft navigation

work or its implementation aboard a spacecraft. Besides, this model assumes a constant density

for the object, which is not true in reality. The ellipsoidal harmonics expansion may also be used to

mitigate the divergence issue of the exterior spherical harmonics expansion [21]. The convergent
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region of an ellipsoidal harmonics expansion is anywhere outside of a circumscribing ellipsoid.

A circumscribing ellipsoid lies closer to the surface of an elongated body of mass compared to a

circumscribing sphere. This model, however, suffers from the same divergence issues for a field

point that is outside of its convergent region.

Recent studies [85, 92] have developed an interior gravity field spherical harmonics expan-

sion that extents down to the surface of an object without divergence issues. This is due to the fact

that the convergent region of an interior spherical harmonics expansion is defined inside a spher-

ical region that is outside of the body of mass and may be tangent to the surface of the object.

Reference [85] showed that an interior gravity field can accurately describe the surface proximity

gravitational potential of an arbitrary object. We review the derivation of this form of gravitational

field expansion in the next section and study its possible application for spacecraft navigation in

Chapter 8.

7.3 The Interior Gravitational Potential Expansion

An interior gravity field expansion is derived by following the same steps that are presented

for the derivation of an exterior gravity field expansion. However there is a slight, but crucial,

difference between the derivation of the two models that is presented here. We start by restating

Eq. (7.6) that is given by

U = G

∫

B

dm′

√
r2 + (r′)2 − 2rr′ cosα

. (7.17)

This time we factor out r′ in the denominator to get

U = G

∫

B

dm′

r′
√
t2 + 1 − 2µt

. (7.18)

We now have t = r/r′. Once again we recognize the expression (1 + t2 − 2µt)−1/2 inside the

integrand may be expressed by a series expansion shown in Eq. (7.5). Recall that this series is

guaranteed to converge for |t| < 1 [65] (§ 16.1). In other words, the series converges to the true

value of the gravitational potential at any field point that is closer to the origin than every differ-

ential mass element dm′. There are couple of ways to envision a Brillouin sphere that will satisfy
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this criterion [85]. One way that is most practical is to place the origin of the gravity field out-

side of the body of mass and construct a large enough sphere that is tangent to the surface of the

body at the closest point. This is called the interior Brillouin sphere [92]. The interior gravity field

is convergent anywhere inside this sphere. Figure 7.6 shows the outline of an interior Brillouin

sphere placed outside an arbitrary body of mass.

Figure 7.6: A schematic view of an interior Brillouin sphere for an arbitrary body.

At this point we are able to define the interior gravity field expansion by substituting Eq. (7.5)

into Eq. (7.18) and noting that t = r/r′. Doing so we get

U i = G

∫

B

∞∑

n=0

rn

(r′)n+1
Pn(µ)dm′. (7.19)

The superscript i denotes the interior gravity field expansion.
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7.3.1 Spherical Harmonics Expansion of an Interior Gravity Field

Once again one may take advantage of the addition theorem to separate Eq. (7.19) into argu-

ments that only depend on the field point coordinates and those that only depend on the coordi-

nates of the differential mass elements. Doing so and following the same steps explained for the

exterior gravity field (see Section 7.2.1) we arrive at the following equation that defines the interior

gravity field in the form of a spherical harmonics expansion:

U i =
GM∗

R∗
i

∞∑

n=0

n∑

m=0

(
r

R∗
i

)n
Pnm(sinφ)

{
Cinm cos(mλ) + Sinm sin(mλ)

}
, (7.20)

where the interior spherical harmonics coefficients are given by

Cinm =
(2 − δ0,m)(n−m)!

M∗(n+m)!

∫

B

(
R∗
i

r′

)(n+1)

Pnm(sinφ′) cos(mλ′)dm′,

Sinm =
2(n−m)!

M∗(n+m)!

∫

B

(
R∗
i

r′

)(n+1)

Pnm(sinφ′) sin(mλ′)dm′, m > 0.

(7.21)

Variable R∗
i is the reference radius of the interior gravity field. Much like the exterior field, the

value of the reference radius is arbitrary and is used along with the reference mass M∗ to non-

dimensionalize the coefficients. We set this value equal to the radius of the interior Brillouin

sphere. Note that this derivation skips through explicitly defining the dimensional interior gravity

field coefficients as they are derived in a similar way to their exterior counterparts. Also, the fully

normalized interior gravity field coefficients are defined in the same fashion as before via

C̄inm =
1

Πnm
Cinm, and

S̄inm =
1

Πnm
Sinm.

(7.22)

Substituting these coefficients and the normalized associated Legendre polynomials in Eq. (7.20)

results in the fully normalized version of the spherical harmonics expansion for the interior gravity

field. This expansion is given by
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U i =
GM∗

R∗
i

∞∑

n=0

n∑

m=0

(
r

R∗
i

)n
P̄nm(sinφ)

{
C̄inm cos(mλ) + S̄inm sin(mλ)

}
. (7.23)

It is clear that the spherical harmonics expansion of an interior gravity field takes a form

that is very similar to that of an exterior gravity field. However, there are certain subtleties that are

worth noting. It is well know that the zeroth degree and order coefficient of the exterior gravity

field, i.e. Ce00, is equal to unity if we set the reference mass equal to the total mass of the body.

Moreover, the first degree and order coefficients of the exterior field are identically equal to zero if

the body-fixed coordinate frame is assumed to be centered at the center of mass of the object. The

second degree and order coefficients of the exterior field also have physical meanings as they are

closely related to the moments of the inertia of the body of mass [77] (Ch. 2). Unlike the exterior

field coefficients, the interior field coefficients do not have clear physical interpretations. Also we

note that the first term in the series expansion of an interior field, namelyG

∫

B

(r′)−1dm′, is merely

a constant bias term that corresponds to the zeroth degree and order coefficient, i.e. Ci00. Since this

term does not contribute to the field point acceleration, it may be disregarded altogether.

7.4 Chapter Summary

This chapter reviews the formulation of the gravitational potential field and the derivation

of the gravitational field expansions both for an exterior and an interior field. The fully normal-

ized spherical harmonics expansions are presented for both types of the expansions. The exterior

spherical harmonics expansion is a powerful method for modeling the gravitational perturbations

of non-spherical objects. This method has been used to accurately represent the gravitational field

of objects that are close to an sphere in shape, such as the planetary bodies and many of their

moons. However, it turns out that due to a fundamental limitation of this type of expansion, this

method is not suitable for representing the surface proximity gravitational field of highly irreg-

ularly shaped objects, such as asteroids and comets. Spacecraft bound to a landing or TAG tra-

jectory close to a highly irregularly shaped object may experience large errors in the gravitational
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field representation that could divert them from their course.

The interior gravity field and its spherical harmonics expansion form is one way to address

this issue. This field exists and is valid inside a spherical region called the interior Brillouin sphere

that extends all the way down to the surface of an arbitrary body of mass. Using this formulation

one may be able to accurately represent the surface gravitational field of a small body and success-

fully navigate spacecraft during their landing or TAG operations. In the next chapter, we present

numerical analyses of an interior gravity field and compare its performance to that of an exterior

gravity field expansion. We further use this field to perform simulated navigation of a spacecraft

during a landing trajectory bound to the surface of a small body.



Chapter 8

Surface Proximity Gravitational Field Modeling and Estimation

Chapter 7 presented a formulation for the interior gravitational field expansion that is valid

in the surface proximity of irregularly shaped objects. This formulation may provide an alter-

nate way of representing the surface proximity gravitational field over the conventional exterior

spherical harmonics model. However, in order to utilize an interior gravity model one has to be

able to perform a reliable measurement and estimation of its coefficients. As it turns out, esti-

mating the coefficients of an interior field is very challenging. Previous research [86] developed

a method to compute the interior gravity field coefficients using a constant density polyhedron

model. While a powerful method for generating a priori values for these coefficients, this method

does not provide direct means to measure the uncertainty of the computed coefficients. One may

also estimate the interior field coefficients using an existing exterior gravitational field and a set of

sample field points that lie in a region of space that overlaps the convergent region of both of the

models [85, 86]. This method is able to provide an a priori measure of the values and uncertainties

for the interior gravity field coefficients. However, it requires an existing exterior gravity field of

an object and a sufficiently large area that overlaps the convergent regions of both models. De-

pending on the shape of an object and the size of the intended interior gravity field, a sufficiently

large overlapping region between an interior and an exterior field may not always exist.

A direct estimation of an interior field coefficients via orbit determination solution has not

been studied before. In this chapter, we examine the feasibility of directly estimating the coeffi-

cients of an interior gravity field via an orbit determination solution. First, via a covariance study,
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we evaluate the precision level that may be achieved for the interior gravity field coefficients. For

this work we analyze the surface proximity gravitational field of Eros. In particular, the study fo-

cuses on analyzing the gravitation field of the space immediately above the estimated landing site

of the NEAR spacecraft 1 . Following the covariance analysis, we present a simulation study of

tracking a spacecraft during a landing trajectory and utilizing an interior gravity field to perform

its navigation.

8.1 Estimating the Interior Gravity Field Coefficients - Covariance Studies

At the end of its mission, through a set of end mission maneuvers (EMM’s) 2 , the NEAR

spacecraft descended to the surface of Asteroid (433) Eros. The landing site is estimated to be

at about −36◦ latitude and +81◦ longitude. This point is inside a large depression in the eastern

hemisphere of the asteroid, called the Himeros 3 . The radius at this point is about 6.4 kilometers,

which is much smaller than the circumscribing radius of the object at about 17.6 kilometers [96].

In other words the landing site is well within the circumscribing sphere of the asteroid where the

exterior spherical harmonics expansion is not able to accurately represent the true gravity field. It

took the NEAR spacecraft about 4.5 hours to descend to the surface from the orbit it originated

from. In this section we implement a set of covariance analyses to measure the expected level of

estimation precision possible for the interior gravity field coefficients during a similar amount of

time when a spacecraft passes through the convergent region of an interior gravity field.

8.1.1 Simulation Setup

The truth trajectories used in this study are a set of simulated flyby trajectories that are de-

signed to fly over the NEAR landing site at a closest approach distance of 8 kilometers. The flyby

trajectory planes are designed to be close to the asteroid’s equatorial plane and their directions are

simulated to be in the same direction as the asteroid’s rotation. This way, the spacecraft is able to

1 http://near.jhuapl.edu/news/sci updates/01feb20.html
2 http://sbn.psi.edu/pds/resource/near/catalog/raderosds.cat
3 http://sbn.psi.edu/pds/resource/near/documents/msi/observation overview.txt
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Figure 8.1: Sample flyby trajectory through a 10 km Brillouin sphere of an interior gravity field.

spend more time flying within the Brillouin sphere of an interior gravity field that is also rotating

with the asteroid. Figure 8.1 shows a sample set of flyby trajectories as they pass through an inte-

rior gravity field Brillouin sphere with a radius of 10 kilometers. These trajectories are shown in

the asteroid body-fixed frame. The estimated state used in the covariance analysis is given by

X =
[
rT vT CSiℓ

]T
(8.1)

where vectors r and v are the position and velocity vectors of the spacecraft. The vector CSiℓ

contains a set of estimated interior gravity field coefficients up the degree and order ℓ. This is

given by

CSiℓ = [C̄i10 C̄i11 S̄i11 . . . C̄iℓℓ S̄
i
ℓℓ]

T. (8.2)

where the C̄i and S̄i are fully normalized versions of the interior gravity field coefficients. Equa-

tion 7.22 defines these coefficients. The a priori uncertainties of the spacecraft position and velocity

are assumed to be 100 meters and 1 m/sec at each direction, respectively. The a priori uncertainties

for the interior gravity field coefficients are derived using an existing exterior gravity field. This

method is described in the next section. The time evolution of the estimated state elements are
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given by

ṙ = v,

v̇ = a⊕ + aSRP + a3rd , and

ĊS
i
ℓ = 0,

(8.3)

where a⊕ is the acceleration due to the gravitation of the central body, which in this case is the

asteroid. The gravitational acceleration of the asteroid is computed using a constant density poly-

hedron model [93] of Eros for the generation of the truth trajectory. The accelerations due to SRP

and Sun’s third-body perturbation are given by aSRP and a3rd , respectively. The SRP acceleration

is computed using a cannonball model for this study. Table 8.1 summarizes the dynamical model

that is used in generating the truth trajectories.

Table 8.1: Truth Model Parameters

Simulation Epoch: 2020 Feb 1 00:00:00.000 TDB

Force Model
Central Body: (433) Eros (µ = 4.4621E − 4km3/s2) [59]

Gravitational Perturbations: Constant density polyhedron

Solar Radiation Pressure: Cannonball Model

Third body: Sun (point mass)

8.1.2 Derivation of the a priori Uncertainties for the Interior Gravity Coefficients

The a priori uncertainties of the interior gravity field coefficients are computed from an exist-

ing exterior gravity field and the derivation of a best fit solution between the acceleration values

given by the two gravity models in a region of space that overlaps the convergent region of the

both models. This method was used previously [86] to compute a best estimate coefficient values

for an interior gravity field. In this study we use this method to map the uncertainty of an existing

exterior gravity field onto an interior field. The idea behind this method is that in an overlapping

area inside the convergent regions of both of the exterior and interior gravity expansions, both
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Figure 8.2: An illustration of the overlapping area between an exterior and an interior gravity
field.

models have to converge to the same value of the field potential and gravitational acceleration.

Hence, one may derive a best fit solution that minimizes the difference between the field point

potential or gravitational accelerations computed by both models for a set of sample points. In

this study we use the gravitational acceleration for the derivation of such a solution. Figure 8.2

illustrates an overlapping region between an exterior and an interior gravity field and the sample

points that are used to generate the best fit solution.

The problem is formulated to minimize the cost function J given by

min J =
1

2

(
∂U e

∂r
−QiCSi

)T

W

(
∂U e

∂r
−QiCSi

)
, (8.4)

where ∂U e/∂r is the gravitational acceleration due to an exterior gravity field, Qi is the partial

derivative of the gravitational acceleration with respect to the interior gravity coefficients (Refer-

ences [85] and [92] present the derivation of these partials), and W is the sample point weighting

function given by

W = (QeP e[Qe]T)−1. (8.5)

Parameter Qe is the partial derivative of the gravitational acceleration with respect to the exterior
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gravity coefficients (see Appendix A for details) and P e is the covariance matrix for these coeffi-

cients. Based on the cost function defined by Eq. (8.4), the best estimate (least squares solution)

of the interior gravity coefficients ĈS
i

and their uncertainties (in the form a covariance matrix P
i
)

are given by

ĈS
i
k =

(
P
i
k

)−1
(

[Qi]T(QeP e[Qe]T)−1∂U
e

∂r
+ (P

i
k−1)

−1CSik−1

)
,

P
i
k =

(
(P

i
k−1)

−1 + [Qi]T(QeP e[Qe]T)−1Qi
)−1

.

(8.6)

The subscript k indicates that the solution is given after processing the information from k sample

points. The bar “ ¯ ” symbol over the covariance matrix signifies that what we get out of this

process is going to be an a priori uncertainty that is used by the subsequent covariance analysis.

At the step k = 0 the covariance matrix is set to an identity matrix of the correct size, i.e. P
0
i = I .

For the covariance study presented here we sample a total of 2, 000 field points equally

spaced inside the overlapping region between the interior Brillouin sphere that is being estimated

and an exterior Brillouin sphere. The exterior gravity field covariance matrix P e is formed as a

diagonal matrix, whose diagonal elements are populated by the squared values of the coefficients

uncertainties given by the NEAR15A model. This is a 15 × 15 spherical harmonics gravity field

representation of Eros provided by References [14] and [59]. After processing all of the sample

points, the square root of the values on the diagonal of the final P i are used as the a priori values

of the interior gravity coefficients in the covariance study.

In the absence of an exterior gravity field for an object, one may use a numerical method that

performs small variations to the polyhedron shape model and the density distribution of the object

and computes the interior gravity field coefficients for each instance in order to get a measure of

the uncertainty for these coefficients. Reference [57] performs a similar approach to measure the

uncertainties of the exterior gravity field coefficients for Bennu.
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8.1.3 Measurement Model

Similar to the other covariance studies presented thus far, the observations used in this co-

variance study are a combination of sample and line measurements from a set of simulated sur-

face landmarks as well as simulated radiometric measurements between three DSN antennas and

a spacecraft. Optical landmark observations are generated from a total of 100 landmarks that are

selected randomly on the surface of the asteroid in the close proximity of the landing site. A fairly

wide-angle camera is assumed to be mounted on the spacecraft with a focal length of about 12 mm

and a 30◦ field of view (FOV) with a 512×512 pixels array. A 2◦ limit above the horizon determines

when a landmark is in view of the camera, given that it falls within the FOV limit of the camera

and is illuminated by the sunlight. The camera is assumed to point towards the landing site dur-

ing the flybys. For the radiometric measurements we simulate range and range-rate observations

between DSN antennas and a spacecraft. Three DSN antennas are chosen for this simulation,

namely DSS14 in Goldstone, CA, DSS43 in Canberra, Australia, and DSS63 in Madrid, Spain. A

local antenna mask of 10◦ is applied to the DSN antennas when generating these measurements.

The observations are generated when the line-of-sight between a DSN antenna and the spacecraft

is not occulted.

All of the measurements are generated once every 1 minute during the time that the space-

craft is flying within the Brillouin sphere of an interior gravity field, as depicted by Figure 8.1.

Table 8.2 summarizes the a priori uncertainties and measurement errors that are used in the co-

variance study.

8.1.4 Covariance Analysis Results

Figure 8.3 shows the results from the covariance study for a 10 km interior gravity field

fixed above the landing site. This figure shows the uncertainty achieved from processing different

amounts of observations versus the degree of the gravity coefficients. The figure also shows the

actual values of the gravity coefficients and their a priori uncertainties that are derived from an
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Table 8.2: Summary of the estimated state a priori uncertainties and measurement errors

Parameter 1-σ a priori Uncertainty

Spacecraft position
X, Y, Z 100 m

Spacecraft velocity
Vx,Vy,Vz 1 m/sec

Interior gravity coefficients Derived from a 15 × 15 exterior
gravity field, (see Eq. (8.6)).

Measurements weighting
Pixel and Line 0.2 pixels
DSN Observations

Range 10 cm
Range-rate 0.5 mm/sec

exterior gravity field. These results show that for an interior gravity field with a radius of 10
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Interior gravity field coefficient values
A priori uncertainty from an exterior gravity field
Estimated uncertainty after 1 flyby pass ~ 1.4 hr
Estimated uncertainty after 3 flyby passes ~ 4.2 hrs
Estimated uncertainty after 5 flyby passes ~ 7.0 hrs
Estimated uncertainty after 10 flyby passes ~ 14 hrs

Figure 8.3: Estimated level of uncertainties achieved from processing different amounts of obser-
vations for an interior gravity field with a radius of 10 kilometers.

kilometers, one may be able to estimate up to degree and order 3 after processing 7 hours worth

of observations. After 4.2 hours, the estimation barely reaches to the degree and order of 3.

Based on these results, we analyze the performance of a 3 × 3 interior gravity field in com-
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parison to an exterior gravity field representation. For the exterior gravity field, we use a 12 × 12

spherical harmonics expansion generated from a constant density polyhedron model [91]. Fig-

ure 8.4 shows the results of this comparison. This figure shows two slices of a contour plot that

represent the percent error between the gravitational acceleration computed either by an exterior

or an interior gravity field and that computed by a constant density polyhedron model. Density

information of the asteroid is given by Reference [59]. Colors of the contour plots represent the

percent error in the gravitational acceleration in the log10 scale. The acceleration errors are com-

puted inside the Brillouin sphere of an interior gravity field with a radius of 10 kilometers. The

center of the sphere is along the surface normal above the NEAR landing site. Figure 8.4(a) shows

that using an exterior spherical harmonics expansion to compute the gravitational field results in

errors of up to 105% in the area that is close to the surface of the asteroid. However, using an

interior spherical harmonics expansion (see Figure 8.4(b)) results in errors on the order of about

10% − 20% (RMS of the error is about 17%) in the area close to the surface of the asteroid, while

yielding even smaller errors in the area closer to the center of the Brillouin sphere. These results

show that even a 3× 3 interior gravity field results in a significant improvement in representing a

surface proximity gravitations field.

Another important parameter that has a significant effect on the accuracy of an interior

gravity field is the size of the field radius. The larger the field radius is, the higher degree and

order coefficients are needed in order to accurately represent the gravitational field of the object in

the close proximity of its surface [85]. This is clear from Figure 8.6(a), where it shows the RMS of

the error in the gravitational acceleration computed by a 3 × 3 interior gravity field with different

radii compared to that computed by a constant density polyhedron model. On the other hand,

the larger the field radius is, the easier it is for spacecraft to fly through the field and sample

the gravity field for a longer period. We study this effect by repeating the covariance analysis

for interior gravity fields with the field radii of 8, 12, and 15 kilometers. For radii larger than 15

kilometers above the landing site, the surrounding mountain ridge penetrates significantly inside

the Brillouin sphere of the interior gravity field resulting in modeling errors. Figure 8.5 shows
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(a) A 12× 12 exterior field acceleration error

(b) A 3× 3 interior field acceleration error

Figure 8.4: Contour plots of the percent error in the gravitational acceleration of an exterior and
an interior spherical harmonics as compared to a constant density polyhedron model in an area
right above the −36◦ latitude and +81◦ longitude. Errors are shown in log10 scale.

the results from a similar covariance analysis for an interior gravity field with a field radius of 15

kilometers. Comparing these results with those presented in Figure 8.3 shows that the estimation
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precision is improved significantly for the same number of flyby passes for a larger gravity field.

Table 8.3 summarizes the size of the gravity field that one is able to resolve after 5 flyby passes

for different sizes of the gravity field radius. This table shows that after the same number of

flyby passes, the size of the gravity field that one is able to resolve increases with the increased

field radius. However, there is a caveat for these results, which is presented in Figure 8.6(b).

0 1 2 3 4 5 6 7 8 9 10
10

−4

10
−3

10
−2

10
−1

10
0

Coefficient degree

R
M

S
 o

f t
he

 c
oe

ff.
 a

nd
 th

ei
r 

un
ce

rt
ai

nt
y

 

 

Interior gravity field coefficient values
A priori uncertainty from an exterior gravity field
Estimated uncertainty after 1 flyby pass ~ 2.5 hrs
Estimated uncertainty after 3 flyby passes ~ 7.5 hrs
Estimated uncertainty after 5 flyby passes ~ 12.5 hrs
Estimated uncertainty after 10 flyby passes ~ 25 hrs

Figure 8.5: Estimated level of uncertainties achieved from processing different amounts of obser-
vations for an interior gravity field with a radius of 15 kilometers.

Table 8.3: Estimated interior gravity field size after 5 passes per field radius

Field radius (km) Gravity field size

8 2 × 2
10 3 × 3
12 3 × 3
15 4 × 4

This figure shows the RMS of the gravity field error due to the coefficient uncertainties after the

5th flyby pass of the estimation process versus different field radii. These results are generated

by adding a random Gaussian error of zero mean and a standard deviation equal to the level
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of uncertainty achieved by the estimation process after the 5th flyby pass to the actual value of

the interior gravity field coefficients. We repeat this process 100 times and compute the RMS of

the acceleration error computed from an interior gravity field. A constant density polyhedron

model is assumed to be the truth model for this comparison. These results show that when we
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(a) Acceleration error for a 3× 3 interior field
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(b) Acceleration error after the 5th flyby pass

Figure 8.6: RMS of the gravitational acceleration errors of an interior gravity field with different
field radii compared to a constant density polyhedron model.

consider the errors in the gravity field representation due to the uncertainties in the gravity field

coefficients, the accuracies of the interior gravity fields are degraded. After 5 flyby passes of the

estimation process, different field sizes show similar performances in terms of the accuracy of the

gravity field representation. However, an 8 km interior gravity field results in a relatively smaller

error despite the shorter amount of time spent by the spacecraft flying through this field compared

to the larger fields.

8.1.5 Interior Gravity Field Divergence Outside of its Brillouin Sphere

The interior gravity field Brillouin sphere is designed such that it is tangent to the surface of

the body of mass at one point, call it a contact point. As a result, points on the surface of the object

that are close to the contact point are not contained inside the Brillouin sphere of that field. The

interior gravity field expansion is not defined for those points and it will start to diverge from the
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true gravitational field value. This might potentially be an issue for using the interior gravity field

to track a spacecraft during its landing or TAG trajectory since such a trajectory may not end at

the nominally planned contact point and a portion of the trajectory may fall outside of the interior

Brillouin sphere. Therefore, it is important to characterize the divergence behavior of an interior

gravity field outside its Brillouin sphere.

Figure 8.7 shows the divergence characteristic of different interior gravity fields as a function

of the ratio of the distance of the field point from its origin over the field radius. These fields are

computed above the estimated NEAR landing site. The vertical axis of the plot shows the RMS

of the acceleration error of the interior gravity field compared to the acceleration computed by a

constant density polyhedron model. For this figure we use a 3 × 3 interior gravity field, whose

coefficients are derived from a constant density polyhedron model. Each marked point on the

curves shows the RMS of the field error for all the points that fall between that marker and the one

before it. This plot shows that the percent error increases exponentially as the field point moves

closer to the boundary of the convergent region and continues to increase in the same fashion

outside of this region. Also note that for a 3 × 3 gravity field error increases much faster for a

field with a larger radius compared to a field with a smaller radius. For a field radius of 8 km

the error is on the order of 25% around a distance of 1.1 times the field radius. This error is on

the order of 70% for a 15 km field. Figure 8.8 shows the similar results for different sizes of the

gravity fields that can be recovered after 5 flyby passes according to the covariance study in the

previous section. The error values shown on this plot are averaged from 100 sample fields whose

coefficient values are perturbed according to their estimated coefficient uncertainties after the 5th

flyby pass. These errors represent a more realistic picture of the field divergence compared to

Figure 8.7. Nonetheless, they show a similar divergence behavior for different fields.

8.2 Landing Trajectory Navigation

For the final analysis, we look at a simulation study that utilizes the interior gravity field

to navigate a simulated spacecraft during a landing trajectory. We choose the NEAR mission
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Figure 8.7: Divergence behavior of a 3×3 interior field derived from a constant density polyhedron
model.

0 0.5 1 1.5
0

50%

100%

150%

200%

250%

300%

Radius ratio (Distant from center / R
ref

)

R
M

S
 o

f t
he

 in
te

rio
r 

gr
av

ity
 fi

el
d 

er
ro

r

 

 

B
ril

lo
ui

n 
S

ph
er

e 
B

ou
nd

ar
y(2×2) 8 km field radius

(3×3) 10 km field radius
(3×3) 12 km field radius
(4×4) 15 km field radius

Figure 8.8: Divergence behavior of an estimated interior gravity field after the 5th flyby passes.

estimated landing spot as the target point for the lander. At the end of its mission, the NEAR

spacecraft descended down to the surface of Eros to touch down at a spot with estimated coordi-
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nates of −36◦ latitude and +81◦ longitude. The spacecraft performed 5 end of mission maneuvers

(EMM) to complete this trajectory. In this study, we simulate a similar trajectory for the lander.

8.2.1 Simulating the Landing Trajectory

The truth trajectory is generated starting from this target point and propagating the trajec-

tory backward in time after an initial liftoff velocity of 5.5 m/s that is in the normal direction to the

surface at the landing spot. Five other maneuvers in the form of impulsive ∆V ’s are designed to

carry the simulated spacecraft to an altitude of about 10 km above the surface at the landing spot.

Table 8.4 summarizes the list of the ∆V ’s are given in an asteroid centered inertial frame and their

execution times tm with respect to the touch down epoch, t0. The trajectory is designed to be con-

tained inside a 10 km interior Brillouin sphere that is tangent to the surface of the asteroid at the

landing spot. It takes the spacecraft about 4 hours to move across the 10 km Brillouin sphere. In

this simulation, we assume that the asteroid does not rotate about it’s rotation axis to simplify the

generation of the DSN measurements between the simulated spacecraft and the Earth. Figure 8.9

shows the designed landing trajectory as well as the interior Brillouin sphere that contains it.

Table 8.4: Summary of the maneuvers for the simulated landing trajectory

tm − t0 (min) ∆VX (m/s) ∆VY (m/s) ∆VZ (m/s) |∆V| (m/s)

-30 -2.185 4.002 -1.907 4.942
-60 -1.203 2.797 -1.168 3.261

-100 -1.025 3.382 -1.246 3.747
-160 -1.174 3.621 -1.375 4.048
-220 -0.485 1.044 -0.457 1.239

The force model that is used to generate the truth trajectory as well as the one used by the

estimation filter are summarized in table 8.5. For the gravity field attraction we use a 10 × 10

interior gravity field that is generated from a constant density polyhedron model. Other forces are

the SRP effect with a cannonball model assumption and the third body perturbation of the Sun.

The gravity field coefficients used in the filter are perturbed from their nominal values by a 5%

Gaussian error. The uncertainty on the coefficients is based on the 1−σ uncertainty level given by
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Figure 8.9: A view of the simulated landing trajectory with a 10 km interior field.

the 5th flyby pass through the 10 km radius field. This is shown in Figure 8.3 by the green curve

with the upsidedown triangle markers. We also include a 5% Gaussian error on the maneuver

components used in the filter force model.

8.2.2 Filtering Strategy

The estimated parameters are same as those shown in Eq. (8.7) with an addition of a list of

estimated maneuvers along the trajectory. Hence, the estimate parameters are given by

X =
[
rT vT CSiℓ ∆V

]T
, (8.7)

where ∆V = [∆VT
1 ∆VT

2 . . .∆VT
5 ] is the list of the impulsive changes in the velocity used in the

generation of the landing trajectory. The vector ∆Vi represents the ith impulsive maneuver. The

maneuver epochs are assumed to be known and are not estimated. The dynamics of the lander is
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Table 8.5: Truth and filter models

Truth Model Filter Model

Force Model
Central Body: Eros (µ = 4.4621E − 4km3/s2) [59] Same

Gravitational Perturbations: 10 × 10, 10 km interior field 5 × 5 field plus a 5% error

Solar Radiation Pressure: Cannonball Model Same

Third body: Sun (point mass) Same

Maneuvers: see Table 8.4 Same plus a 5% error

Filter Parameter Errors: 1-σ a priori Uncertainty Initial Error

Spacecraft position
X, Y, Z 10 m ∼ N(0, 102) m

Spacecraft velocity
Vx,Vy,Vz 10 cm/s ∼ N(0, 102) cm/s

Interior gravity coefficients Given by the 5th flyby through a
10 km field (see Figure 8.3). 5%

Maneuver components 5% of the maneuver magnitudes 5%
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given by

ṙ = v,

v̇ = a⊕ + aSRP + a3rd +
∑5

i=1 ∆Viδ(t− τi),

ĊS
i
ℓ = 0, and

∆V̇i = 0, i = 1, 2, . . . , 5.

(8.8)

where δ(t) is the Dirac delta function with the following properties

∫ ∞

−∞
δ(t)dt = 1, and

δ(t) = 0, for t 6= 0.

(8.9)

Using the Dirac delta function allows for the implementation of the impulsive ∆V in the dynami-

cal system defined above. In this simulation, we use the method laid out in Reference [80] to derive

the variational equations and to estimate the impulsive maneuvers. The observations are gener-

ated based on the truth trajectory and in accordance to the measurement model described in Sec-

tion 8.1.3. The OpNav observations are generated from 10 simulated landmarks that are randomly

scattered around the landing spot in a range of ±30◦. The camera is assumed to point towards the

landing site during the trajectory. The OpNav observations are generated once every 2 minutes,

while the DSN observations are generated once every 1 minute. The a priori uncertainties of the

estimated state elements are given in Table 8.5. Measurement weighting is the same as that given

in Table 8.2. The a priori uncertainties for the impulsive maneuvers are assumed to be equivalent

to the error magnitude on the maneuvers. We use a SRIF to sequentially process the observations.

Once a maneuver event is reached a batch filter is used to solve for the maneuver. Throughout the

estimation process a first-order Gauss-Markov process noise (see Eq.(2.29)) is included to offset

the inherent error in the dynamical model due to the truncated gravity field. We use an empirical

acceleration uncertainty of 2E − 9 km/s2 in the velocity direction and 3E − 10 km/s2 in the other

two directions perpendicular to the velocity vector.
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8.2.3 Estimation Results

We perform a Monte Carlo simulation using 500 cases whose dynamical model, observa-

tions, and state element errors are drawn randomly form the error distributions given in Tables 8.2

and 8.9. The performance statistics are computed for each filter run and their averaged values from

the 500 cases are summarized in Table 8.6. All of the metrics are computed after letting the filter

settle which is after about 1 hour from the start of the filter. These results show that the filter is

able to perform an accurate estimation of the truth trajectory and the landing site using an interior

gravity field model.

Table 8.6: Monte Carlo filter run statistics for the landing trajectory

Metric Parameter Value

3D-RMS
Traj. position 4.125 m
Traj. velocity 46.78 mm/sec
landing spot position 73.5 cm
landing spot velocity 9.5 mm/sec

Weighted RMS

sample 0.987
line 0.989
range 0.978
range-rate 0.862

Figure 8.10 shows an scatter plot of the estimated landing spots given by different filter

solutions. This figure also shows a 3 − σ uncertainty ellipse centered at the mean value of the 500

solution cases as well as the target landing spot shown by a red asterisk. This plot shows that

the filter is capable of estimating the targeted landing spot with a 3 − σ precision on the order

of 0.03◦ in latitude and 0.025◦ in longitude. This corresponds to a precision on the order of 3.5

meters (3 − σ) on the surface. Also, note that the minor axis of the uncertainty ellipse is oriented

towards the direction of the maximum information which is given by the direction of the Earth-

based observations shown on the plot.

Finally, Figure 8.11 shows the accuracy plot of the position and the velocity estimates along

the trajectory for one of the filter runs. It is shown that the estimated elements are contained

within the 3σ uncertainty envelopes, however the accuracy is corrupted at the maneuver epochs
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Figure 8.10: Scatter plot of the landing spot solutions.

which are clear by the increased uncertainty level for the velocity components.

8.3 Chapter Summary

In this chapter, we evaluate and characterize the performance of several interior spherical

harmonics expansions in modeling the gravitational field of Eros. In particular, we focus on the

surface proximity gravitational field above the estimated landing site of the NEAR spacecraft. The

regular exterior spherical harmonics expansion is very limited in accurately modeling the surface

proximity gravitational field of an irregularly shaped object. We find errors on the order of 105%

when using an exterior spherical harmonics to model the gravitational field of the asteroid in the

close proximity to the NEAR landing site. On the other hand, the interior spherical harmonics

expansion shows a significant improvement in modeling the gravitational field in this region. A

3×3 interior gravity field shows an error on the order of 10%−−20% compared to a field generated
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Figure 8.11: Accuracy plot of the position and velocity estimates.

by a constant density polyhedron model.

Furthermore, we implement a covariance analysis to measure the expected level of estima-

tion precision for the interior gravity field coefficients. Estimating the interior gravity field coef-

ficients are challenging. Previous research provided methods of estimating the field coefficients,

indirectly, from an exterior gravity field. This covariance analysis aims to evaluate the feasibility

of directly estimating the coefficients of an interior gravity field via OD solutions. We simulate

a spacecraft flying through the convergent region of an interior gravity field and process simu-

lated optical surface landmark measurements and radiometric measurements. The results of the

covariance analysis show that, for a 10 kilometer radius interior gravity field, one may resolve a

3 × 3 field after 3 to 5 flyby passes of a spacecraft through the Brillouin sphere of the field. For an

interior gravity field with 15 kilometer in radius, resolving a 4× 4 gravity field is feasible with the

same number of flyby passes. This is due to the fact that the spacecraft is able to spend more time

flying through a larger gravity field. However, the error analysis shows that a gravity field with a

smaller radius results in a slightly higher accuracy compared to a field with a larger radius. The
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larger the radius of an interior gravity field is, the higher degree and order coefficients are needed

to be able to accurately represent the gravitational field. As a result, when considering the errors

due to the uncertainties in the gravity field coefficients, a gravity field with a small radius tends

to result in better accuracy levels compared to a field with a larger radius.

Finally, the navigation of a simulated landing trajectory is performed. This simulation

presents the feasibility of utilizing an interior gravity field model to track a lander at the sur-

face proximity of an irregularly shaped object. The estimated NEAR spacecraft lading location on

the surface of Eros is chosen as the target for the simulated trajectory. This location is far inside

the exterior field Brillouin sphere, where the exterior field is not capable of accurately modeling

the gravitational field around this location. However, the simulation study shows that a filter that

uses an interior gravity model is capable of accurately estimating the truth trajectory of the lander.

The filter is also able to recover the target location with a 3 − σ precision on the order of 0.03◦ in

latitude and 0.025◦ in longitude, despite the existence of several maneuvers along the simulated

trajectory.



Chapter 9

Conclusion and Future Work

In this thesis, we investigated new techniques to perform precise orbit determination (OD)

of spacecraft orbiting in close proximity of small bodies. Orbital and surface proximity environ-

ment of small bodies present significant challenges to mission planners and navigation analysts

due to the existence of numerous strong perturbing forces, such as the non-spherical gravitational

perturbations, strong solar radiation pressure, small body surface thermal radiation pressure, etc.

The complex dynamical environment requires development of new techniques for the propaga-

tion of errors and uncertainties in the spacecraft orbital elements as well as the precise treatment

of the perturbing forces for the purpose of the spacecraft navigation.

Following some background material presented in Chapters 2 and 3, Chapter 4 presents a

comprehensive sensitivity analysis of the sun-terminator orbits around small bodies to maneuver

execution error and uncertainty. Understanding the complex dynamical environment around a

small body under a strong SRP perturbation is key to accurate modeling of spacecraft orbit and

the precise propagation of the orbit uncertainties over time. We derive a set of closed form solu-

tions that describe the secular evolution of the errors in the orbital elements of spacecraft in orbit

around small bodies. These equations are then utilized to perform a sensitivity analysis of the

sun-terminator orbits to small perturbations such as small maneuver errors. The results from this

study shows that in general a frozen type terminator orbit is less sensitive to small perturbations

and error compared to an initially circular terminator orbit of the same size. Large oscillations in

the orbital elements of an initially circular terminator orbit may present a challenge to the plan-
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ning and execution of mission events such as surface imaging campaigns or TAG maneuvers.

Asteroid’s heliocentric true anomaly is also found to have a significant effect on the progression

of the maneuver uncertainties with an important implication on the timing of orbit insertion and

targeting maneuver designs.

In Chapter 5, we present a model based on a Fourier series expansion for the precise repre-

sentation of SRP effects on spacecraft orbiting around small bodies with an example application

for the OSIRIS-REx spacecraft. We first derive analytical solutions that govern the secular dy-

namics of an orbit of a spacecraft that follows a specific attitude profile. The derived analytical

solutions show that there is a small set of prominent Fourier coefficients that contribute to the sec-

ular motion of the orbit elements. Following the analytical derivations, we implement a sensitivity

analysis that evaluates the effects of errors in the Fourier coefficients on errors in the spacecraft

trajectory. Results from the error analysis shows that a handful of the lower degree coefficients,

mainly those that result in the secular dynamics, result in the largest amount of the error in the

trajectory and the error magnitude diminishes rapidly for the higher degree coefficients. Finally,

in this chapter we expand the utilization of the Fourier series expansion to model TRP effects and

show that it is able to accurately represent TRP effects on spacecraft in close proximity of a small

body.

Chapter 6 utilizes the Fourier series representation of the SRP and TRP in generating pre-

cise orbit determination solutions for simulated spacecraft orbiting around a small body. First it

presents a complete set of equations for the computation of the partial derivatives necessary for

the use of this model in an estimation process. Then the laid out estimation formulation is used

in a covariance analysis to measure the expected level of estimation precision that is possible for

each SRP fourier coefficient via an orbit determination solution. The results show that while one

may be able to estimate the SRP Fourier coefficients with a high level of precision, there are cer-

tain precautions to consider when estimating SRP coefficients and the gravitational parameter of

the central body, simultaneously. Strong correlations between the A0(1) coefficient and the grav-

itational parameter during the nadir-pointing attitude generates an ill-conditioned systems for



207

the estimation of this particular coefficient in the nadir-pointing attitude. However, this coupling

is removed for the other two attitude profiles, namely the Sun-pointing and the Earth-pointing

attitudes.

The simulation studies presented in Chapter 6 show that the proposed Fourier series ex-

pansion is able to produce precise OD solutions. Even though its effect is relatively small, the

mis-modeled TRP is shown to have a notable effect on the orbit determination solution especially

for a trajectory that is close to the surface of the central body. The Fourier series representation

of the TRP removes such mis-modeling and produces precise OD solutions that are valid for long

propagation times. This chapter concludes the discussion on the SRP and TRP modeling.

Chapters 7 and 8 focus on improved modeling of the surface proximity gravitational field

of an irregularly shaped object. Chapters 7 presents a discussion on the derivation of two types

of gravitational field expansions, namely the exterior and the interior fields. The derivation estab-

lishes a convergent region for both of the expansions called the Brillouin sphere. Since the exterior

field expansion is valid anywhere outside of its Brillouin sphere, it is limited in accurately repre-

senting the gravitational field on the surface proximity of irregularly shaped objects. For instance,

very large errors on the order of 105% are observed when using the exterior field in modeling

the gravitational field in the neck area of Asteroid (433) Eros. An interior gravity field expansion,

however, is valid inside its Brillouin sphere that extends all the way down to the surface of an

arbitrary body of mass. Using this formulation one may be able to accurately represent the sur-

face gravitational field of an irregularly shaped object and successfully navigate spacecraft during

their landing or TAG operations.

Finally, in Chapter 8 we utilize the interior gravity field expansion in a set of covariance and

simulation studies. We characterize the surface proximity gravitational field of Eros immediately

above the estimated landing site of the NEAR spacecraft. Via a covariance analysis we show

that it is feasible to directly measure and estimate the interior gravity field coefficients via an

orbit determination solution. This method is advantageous over other indirect methods for the

estimation of these coefficients. Finally, a simulation study is performed to utilize the interior
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gravity field to track a simulated lander on the surface of Eros. The simulation study shows that a

filter that uses an interior gravity model is capable of accurately estimating the truth trajectory of

the lander and recover the target location of the lander with a high level of precision.

There are several avenues of future research on the topics covered in this thesis. On the

concept of the secular dynamics of the orbit elements under the strong SRP effect, we presented

three special solutions, namely the frozen-nodes orbits, the frozen-terminator orbits, and the ini-

tially circular terminator orbits. Other special solutions are shown to exist for this system [77].

Due to the simple periodic nature of this system, we suspect the existence of several other spe-

cial solutions each leading to a family of orbits that may be of interest to future missions to small

bodies.

On the topic of the estimation of the SRP Fourier coefficients via OD solutions we made

the assumption that the SRP coefficients are single valued parameters during our observation

arcs. This is a valid assumption for the particular attitude profiles that are studies in this work.

However, recall that these coefficients are a function of the solar latitude in the spacecraft body-

fixed frame. For attitude profiles for which the solar latitude changes significantly over time, the

single valued assumption of for the coefficients may not be valid anymore as their functional form

is not constant along different solar latitude values. For such attitude profiles, one may estimate

the actual functional form of a Fourier coefficient rather than a single point along that function.

Further studies may implement such mechanism.

Lastly, on the topic of the surface proximity gravitational field, one avenue of further re-

search may be to utilize the localized interior gravity field to infer improved information on the

localized density distribution and the internal structure of an object. The interior gravity field is

suspected to have more sensitivity to small density inhomogeneities close to the surface of an ob-

ject compared to the conventional exterior gravity field. Another avenue of further research is to

utilize the interior gravity field to process the actual observations from the landing of the NEAR

spacecraft to gain improved understanding of the surface gravitational field of the neck region of

Eros that may provide an improved constraint on its density distribution around that region.
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Appendix A

The Fully Normalized Partial Derivatives of an Exterior Gravity Field Expansion

This section summarizes the first and second partial derivatives of the exterior gravity

field represented by a spherical harmonics expansion. The derivation follows Cunningham’s

method [17] with the difference that here we derive the fully normalized version of this method.

We can rewrite Eq. (3.7) as the following

U e = µℜ
{

∞∑

n=0

n∑

m=0

Rn⊕V̄n,m[C̄enm − iS̄enm]

}
, (A.1)

where R⊕ is the reference radius of the expansion, ℜ{·} refers to the real part of the enclosed

complex function and the fully normalized basis function V̄n,m is given by

V̄n,m = Πnm
1

rn+1
b

Pn,m(sinφ) exp(imλ). (A.2)

The vector rb = [x y z]T is the field point position vector expressed in the body-fixed frame of

the central attracting body, while φ and λ are the latitude and longitude of the field point position

in this frame. Function Pnm is the well known associated Legendre polynomial of degree n and

order m. With this definition we have

x = rb cos(φ) cos(λ),

y = rb cos(φ) sin(λ), and

z = rb sin(φ).

(A.3)

The variable Πn,m is the normalization factor that is given by

Πn,m =

√
(2 − δ0,m)(2n + 1)(n −m)!

(n+m)!
, (A.4)
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where δi,j is the Kronecker delta and is equal to 1 if i = j and 0 otherwise. There exists a set of

recursive relationships for computing the basis function of difference degrees and orders. These

are given by

V̄n,n =

√
(1 + δ1,n)(2n + 1)

2n

(x+ iy)

r2b
V̄n−1,n−1 ,

V̄n,m =

√
4n2 − 1

n2 −m2

z

r2b
V̄n−1,m , for n = 1,

V̄n,m =

√
4n2 − 1

n2 −m2

z

r2b
V̄n−1,m −

√
(2n + 1)((n − 1)2 −m2)

(2n− 3)(n2 −m2)

1

r2b
V̄n−2,m , for n ≥ 2.

(A.5)

The recursion starts with V̄0,0 = 1/rb. From Eq. (A.1) we have

∂ℓU e

∂ℓ
= µ ℜ

{
∞∑

n=0

n∑

m=0

Rn⊕
∂ℓV̄nm
∂ℓ

[C̄enm − iS̄enm]

}
. (A.6)

The idea behind this formulation is that one can that advantage of the fact that the partial deriv-

atives of the basis function V̄n,m is given by a simple linear combination of the basis functions of

different degrees and orders, much like the recursive formula stated earlier. Using such recursive

expressions, one can simply compute the first and second partial derivatives of the gravitational

potential function directly in cartesian coordinates. The recursive formula for the first and the

second partial derivatives are given below.

A.1 The Fully Normalized First Partial Derivatives

The recursive formula for the first partial derivatives are given by

∂V̄nm
∂x

= −K1V̄n+1,1 m = 0,

= −1

2
K2V̄n+1,m+1 +

1

2
K3V̄n+1,m−1 m ≥ 1,

∂V̄nm
∂y

= K1 i V̄n+1,1 m = 0,

=
1

2
K2 i V̄n+1,m+1 +

1

2
K3 i V̄n+1,m−1 m ≥ 1, and

∂V̄nm
∂z

= −K4V̄n+1,m, m ≥ 0,

(A.7)
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where

K1 =

√
(n+ 2)(n + 1)(2n + 1)

2(2n + 3)
,

K2 =

√
(n+m+ 2)(n +m+ 1)(2n + 1)

2n+ 3
,

K3 =

√
2(n−m+ 2)(n −m+ 1)(2n + 1)

(2 − δ1,m)(2n + 3)
, and

K4 =

√
(n−m+ 1)(n +m+ 1)(2n + 1)

(2n+ 3)
.

(A.8)
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A.2 The Fully Normalized Second Partial Derivatives

The recursive formula for the second partial derivatives are given by

∂2V̄nm
∂x2

=
1

2
K′

1V̄n+2,2 −
1

2
K′

2V̄n+2,0 m = 0,

=
1

4
K′

3V̄n+2,3 −
1

4
K′

4(3ℜ{V̄n+2,1} + ℑ{V̄n+2,1}) m = 1,

=
1

4
K′

5V̄n+2,m+2 −
1

2
K′

6V̄n+2,m +
1

4
K′

7V̄n+2,m−2 m ≥ 2,

∂2V̄nm
∂x∂y

= −1

2
K′

1 i V̄n+2,2 m = 0,

= −1

4
K′

3 i V̄n+2,3 −
1

4
K′

4 i V̄
∗
n+2,1 m = 1,

= −1

4
K′

5 i V̄n+2,m+2 −
1

4
K′

7 i V̄n+2,m−2 m ≥ 2,

∂2V̄nm
∂y2

= −1

2
K′

1V̄n+2,2 +
1

2
K′

2V̄n+2,0 m = 0,

= −1

4
K′

3V̄n+2,3 −
1

4
K′

4(ℜ{V̄n+2,1} + 3ℑ{V̄n+2,1}) m = 1,

= −1

4
K′

5V̄n+2,m+2 −
1

2
K′

6V̄n+2,m − 1

4
K′

7V̄n+2,m−2 m ≥ 2,

∂2V̄nm
∂x∂z

= K′
8V̄n+2,1 m = 0,

=
1

2
K′

9V̄n+2,m+1 −
1

2
K′

10V̄n+2,m−1 m ≥ 1,

∂2V̄nm
∂y∂z

= −K′
8 i V̄n+2,1 m = 0,

= −1

2
K′

9 i V̄n+2,m+1 −
1

2
K′

10 i V̄n+2,m−1 m ≥ 1,

∂2V̄nm
∂z2

= K′
6V̄n+2,m m ≥ 0,

(A.9)

where the asterisk “∗” indicates the complex conjugate of a complex function and ℑ{·} returns the

imaginary part of the enclosed complex function. The basis functions used in the second partial
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derivatives are given by

K′
1 =

√
(n+ 4)!(2n + 1)

2n!(2n + 5)
,

K′
2 =

(n+ 2)!

n!

√
2n+ 1

2n+ 5
,

K′
3 =

√
(n+ 5)!(2n + 1)

(n+ 1)!(2n + 5)
,

K′
4 =

√
(n+ 3)!(2n + 1)

(n− 1)!(2n + 5)
,

K′
5 =

√
(n+m+ 4)!(2n + 1)

(n+m)!(2n + 5)
,

K′
6 =

√
(n−m+ 2)!(n +m+ 2)!(2n + 1)

(n −m)!(n +m)!(2n + 5)
,

K′
7 =

√
2(n −m+ 4)!(2n + 1)

(n−m)!(2 − δ2,m)(2n + 5)
,

K′
8 =

√
(n+ 3)!(n + 1)(2n + 1)

2n!(2n + 5)
,

K′
9 =

√
(n+m+ 3)!(n −m+ 1)(2n + 1)

(n+m)(2n + 5)
, and

K′
10 =

√
2(n −m+ 3)!(n +m+ 1)(2n + 1)

(n−m)!(2 − δ1,m)(2n + 5)
.

(A.10)

To perform estimation of the spherical harmonics coefficients themselves or for using them

in a covariance study, one also needs to compute the partial derivative of the gravitational accel-

eration with respect to those coefficients. The derivation of these equations is straightforward as
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the gravitational acceleration is a linear combination of the spherical harmonics coefficients. Let

ag =
∂U e

∂rb
be the gravitational acceleration derived from the spherical harmonic expansion us-

ing Eq. (A.6). Therefore, the partial derivative of this acceleration with respect to the spherical

harmonics coefficients are simply given by





∂ag
∂C̄enm

= µRn⊕ ℜ
{
∂V̄nm
∂rb

}
, and

∂ag
∂S̄enm

= µRn⊕ ℑ
{
∂V̄nm
∂rb

}
.

(A.11)



Appendix B

Orbital Elements for Asteroid (101955) Bennu

Table B.1 summarizes the relevant orbital and physical parameters for Bennu [15] as well as

the other related astronomical constants [19].

Table B.1: Summary of the orbit parameters for Bennu

Gravitational parameter (µ): 5.2 ± 0.6m3/s2

Semi-major axis (A): ≈ 1.126 AU

Orbit eccentricity (E): ≈ 0.2037

Rotation period: 4.29746±0.002 hr.

Thermal inertia (Γ): 310 ± 70 J m−1s−0.5K−1

Surface emissivity: 0.90 ± 0.05

Bond albedo: 0.017 ± 0.002

Geometric albedo: 0.04 ± 0.002

Astronomical Constants

Sun’s gravitational parameter (µS): 132, 712, 440, 041.939 km3/s2

Astronomical unit (AU): 149597870.700 km



Appendix C

Derivation of Perturbed Trajectories about Targeted Circular Terminator Orbit

Here we present the derivation of the dynamical equation of perturbed trajectories about a

targeted circular terminator orbit. For a trajectory that naturally evolves into a circular terminator

orbit, the position and velocity vectors of the spacecraft at the time of the targeting maneuver are

given by

rtm = rtm

(
− 1

e⊥tm

cos Λ sinψtm sin ftmd̂ +
1

e⊥tm

(
1 − cos2 Λ(1 − cosψtm)

)
sin ftm ŷ ∓ cos ftm ẑ

)
,

vtm =
√

µ

a−(1 − e2tm)

(
− 1

e⊥tm

cos Λ sinψtm(etm + cos ftm)d̂

+
1

e⊥tm

(etm + cos ftm)
(
1 − cos2 Λ(1 − cosψtm)

)
ŷ ± sin ftm ẑ

)
,

(C.1)

where etm = (1 − cosψtm) sin Λ cos Λ, rtm = a−(1 − e2tm)/(1 + etm cos ftm), and

e⊥tm
=

√
cos2 Λ sin2 ψtm +

(
1 − cos2 Λ(1 − cosψtm)

)2
. We may now substitute the position and

velocity vectors inside Eq. (4.33) to arrive at the following expression for the partial derivative of

the state elements with respect to maneuver error δvtm :
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∂e

∂v

∣∣∣∣
tm

=

√
a−(1 − e2tm)

µ

1

e2⊥tm

(1 + etm cos ftm)

{
(
cos2 Λ sin ftm sin2 ψtm(etm + cos ftm)

)
d̂d̂

−
(
cos Λ sin ftm sinψtm((cosψtm − 1) cos2 Λ + 1)(etm + cos ftm)

)
d̂ŷ

−e⊥tm
(± cos Λ sinψtm(etm cos ftm − cos2 ftm + 2))d̂ẑ

−(cos Λ sin ftm sinψtm((cosψtm − 1) cos2 Λ + 1)(etm + cos ftm))ŷd̂

(sin ftm((cosψtm − 1) cos2 Λ + 1)2(etm + cos ftm))ŷŷ

e⊥tm
(±(cos2 Λcosψtm − cos2 Λ + 1)(etm cos ftm − cos2 ftm + 2))ŷẑ

e⊥tm
(± cos Λ sinψtm(cos2 ftm + 2etm cos ftm + 1))ẑd̂

−e⊥tm
(±(cos2 Λcosψtm − cos2 Λ + 1)(cos2 ftm + 2etm cos ftm + 1))ẑŷ −

e2⊥tm
sin 2ftm

2
ẑẑ

}
,

,

(C.2)

∂h

∂v

∣∣∣∣
tm

=

√
a−(1 − e2tm)

µ

1

e2⊥tm

(1 + etm cos ftm)

{
± e⊥tm

cos ftm

√
1 − e2tm d̂ŷ

+(sin ftm((cosψtm − 1) cos2 Λ + 1)
√

1 − e2tm )d̂ẑ ∓ e⊥tm
cos ftm

√
1 − e2tm ŷd̂

(cos Λ sin ftm sinψtm

√
1 − e2tm )ŷẑ − (sin ftm((cosψtm − 1) cos2 Λ + 1)

√
1 − e2tm )ẑd̂

−(cos Λ sin ftm sinψtm

√
1 − e2tm )ẑŷ

}
.

(C.3)
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Fourier Series Expansion of a Radius Function

In taking the average of the orbit elements in the eccentric orbit case, we encounter quadra-

tures of a radius function of the form

K(cos(θ)) =
1

(1 + e cos(θ))p
. (D.1)

A general Fourier series expansion for a function of this form is given in Reference [77] as the

following

1

(1 + e cos(θ))p
=

∞∑

m=0

bpm cos(mθ), (D.2)

where

bp0 =

√
1 − e2

(1 − e2)p
fp0 , and

bpk = (−1)k2
( e

2

)k √
1 − e2

(1 − e2)p
fpk .

(D.3)

The coefficients fpk are given by

f1
k =

(
2

1 +
√

1 − e2

)k
,

fp+1
k =





(p − k)!(p + k)!

p!2
∑⌊(p−k)/2⌋

l=0

p!

l!(l + k)!(p − k − 2l)!

(e
2

)2l
p+ 1 > k

p− k

p
(1 − e2)fpk + 2fp+1

k−1 p+ 1 ≤ k

(D.4)

where “⌊ ⌋” denotes the floor of the enclosed quantity. It turns out that the value of the coefficients

drop very rapidly as the order of the expansion increases. This is especially true for the small



226

values of e. For p = 2 and p = 3 the first couple of the terms of the expansion are given by

1

(1 + e cos(θ))2
=

1

(1 − e2)3/2
− 2e

(1 − e2)3/2
cos(θ) + HOT, (D.5)

1

(1 + e cos(θ))3
=

2 + e2

2(1 − e2)5/2
− 3e

(1 − e2)5/2
cos(θ) + HOT. (D.6)



Appendix E

Basis Functions for the Secular Equations

This section summarizes a set of basis functions that are used in the derivation of the secular

dynamics of the orbit elements for an eccentric orbit.

E.1 Double Primed Secular Equations Basis Functions

The basis functions used in the secular equations for the eccentricity vector shown in Eq. (5.35)

are given by

F1
0 = 6b30 + 4eb31 + b32

F1
1 = 8eb30 + 7b31 + 4eb32 + b33

F2
1 = −4eb30 − 5b31 − 2eb32 + b33

F1
2 = 2b30 + 4eb31 + 6b32 + 4eb33 + b34

F2
2 = 2b30 − 2eb31 − 6b32 − 2eb33 + b34

G1
n = b3n−2 + 4eb3n−1 + 6b3n + 4eb3n+1 + b3n+2 n ≥ 3

G2
n = b3n−2 − 2eb3n−1 − 6b3n − 2eb3n+1 + b3n+2 n ≥ 3,

(E.1)
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Z1
1 = b33 − b31

Z2
1 = 4eb30 + b31 − 2eb32 − b33

Z3
1 = Z1

1 + Z2
1

Z1
2 = −2b30 + b34

Z2
2 = 2b30 + 2eb31 − 2eb33 − b34

Z3
2 = Z1

2 + Z2
2

Y1
n = b3n+2 − b3n−2 n ≥ 3

Y2
n = b3n−2 + 2eb3n−1 − 2eb3n+1 − b3n+2 n ≥ 3

Y3
n = Y1

n + Y2
n n ≥ 3,

(E.2)

where the quantity bpk is defined by Eq. (D.3). For the angular momentum equation shown in

Eq. (5.36), the basis functions are

cn = (b3n−1 + b3n+1), and

dn = (b3n−1 − b3n+1), for n ≥ 2.

(E.3)

Finally, the following basis functions are used for the energy expression shown in Eq. (5.37) are

given by

ǫ1 = 2b20 + 2eb21 + b22,

ǫn = b2n−1 + 2eb2n + b2n+1, n ≥ 2

ζ1 = 2b20 − b22,

ζn = b2n−1 − b2n+1, n ≥ 2.

(E.4)
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E.2 Single Primed Secular Equations Basis Functions

The basis functions for the secular equations of the eccentricity vector shown in Eq. (5.38)

are given by

F ′1
0 = 4b30e+ 8b31 + 6b32e,

F ′2
0 = 4b30e− 4b31 − 6b32e,

F ′1
1 = 8b30 + 5b31e+ 4b32 + 3b33e,

F ′2
1 = −4b30 − 3b31e− 4b32 − 3b33e,

F ′1
2 = 6b30e+ 4b31 + 2b32e+ 4b33 + 3b34e,

F ′2
2 = −6b30e− 2b31 + 2b32e− 2b33 − 3b34e,

G′1
n = 3b3n−2e+ 4b3n−1 + 2b3ne+ 4b3n+1 + 3b3n+2e n ≥ 3,

G′2
n = −3b3n−2e− 2b3n−1 + 2b3ne− 2b3n+1 − 3b3n+2e n ≥ 3.

(E.5)

Z ′1
1 = 4b30 + 3b31e− 2b32 − 3b33e,

Z ′2
1 = 8b30 + 5b31e− 2b32 − 3b33e,

Z ′3
1 = Z3

1 ,

Z ′1
2 = 6b30e+ 2b31 − 2b33 − 3b34e,

Z ′2
2 = 6b30e+ 4b31 − 4b33 − 3b34e,

Z ′3
2 = Z3

2 ,

Y ′1
n = 3b3n−2e+ 2b3n−1 − 2b3n+1 − 3b3n+2e n ≥ 3,

Y ′2
n = 3b3n−2e+ 4b3n−1 − 4b3n+1 − 3b3n+2e n ≥ 3,

Y ′3
n = Y3

n n ≥ 3.

(E.6)

For the energy expression given by Eq.(5.40), the basis functions are
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ǫ′0 = 2eb21 + 2b22,

ǫ′1 = 2eb20 + b21 + eb22 + b23,

ǫ′2 = 2b20 + eb21 + eb23 + b24,

ǫ′n = b2n−2 + eb2n−1 + eb2n+1 + b2n+2,

ζ ′1 = 2eb20 + b21 − 2b22 − b23,

ζ ′2 = 2b20 + eb21 − eb23 − b24,

ζ ′n = b2n−2 + eb2n−1 − eb2n+1 − b2n+2 n ≥ 2.

(E.7)



Appendix F

Partial Derivatives of the Geometric Range and Range-rate Measurements

The partial derivatives of the range and the range-rate measurements (see Eq. (6.50)) with

respect to the spacecraft position and velocity vector are given by

∂ρi
∂r

= −(ri − r)T

|ri − r| ,

∂ρi
∂v

= [0]1×3 ∀ i.

(F.1)

∂ρ̇i
∂r

= −(vi − v)T

|ri − r| + (ri − r) · (vi − v)
(ri − r)T

|ri − r|3 , and

∂ρ̇i
∂v

= −(ri − r)T

|ri − r| ,

(F.2)

where ri and vi are the position and velocity vectors of the ith antenna expressed in an inertial

coordinate frame and r and v are the position and velocity vectors of a spacecraft expressed in the

same coordinate frame.


