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a word and its pair consistently. The more production patterns are alike across 

speakers, and the bigger the measurement difference between AE and NE, the higher 

the ML confidence would be in its classification. This is the case for instance, with the lip 

horizontal measurement differences in the context of [æ] where the horizontal 

measurement is smaller in the articulation of AEs and larger in the production of NEs. 

The ML categorized AEs + [æ] with 90% accuracy as opposed to COIs in the [u] 

context, that were identified with 50% correctness. This is also reflected in the 

perceivers’ better recognition of emphasis in the context of [æ] versus [u]. In a perfect 

world where the differences between AE and NE for each speaker were similar, the 

machine would have been correct 100% of the time because it would have been able to 

infer from more examples across speakers the relationship between measurement 

differences and the kind of word they are associated with; perceivers also would have 

had more success in identifying emphasis correctly because their own production would 

have been more consistent with the speaker, and they would have to make fewer 

adjustments to different speakers’ idiosyncrasies. Considering the variation in emphasis 

production, machine learning confidence in classification varied as a function of speaker 

and vocalic environment. Humans’ performance also depended on these same 

variables plus many others including phonetic information. 

The perceivers’ task was harder because they had to deal not only with speaker 

variability but also with their own experience regarding the production of AEs and NEs. 

Perceivers may have often been confronted with contradictory information between their 

preconceived idea of what the contrast between AEs and NEs should look like, based 

on their own production of emphasis as native speakers, and what they saw in the 

videos. It is likely that perception is best when the articulation of the speaker perceivers 
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Even though perceivers were a little better at identifying gutturals spoken by 

speaker 4, the influence of speaker on the perception of AGs didn’t quite reach 

significance. The small speaker effect was next investigated for each pair. 

 Speaker Effect on Perception of / ħ, h/ 

 
Table 7-3 shows that the numbers of correct and incorrect answers and 

percentages in the /ħ, h/ pair for speakers 1, 2, and 4 reached about 55%. Speaker 3 

was significantly less-well perceived in the /ħ, h/ contrast as perceivers were not able to 

distinguish between his /ħ/- and /h/-words at better than chance.  

Table 7-3: / ħ, h/ - % and Number of Correct Answers by Speaker  
 

/ ħ, h/ Incorrect Correct % Correct 

Speaker1 475 580 55% 

Speaker2 378 486 56% 

Speaker3 420 422 50% 

Speaker4 391 497 55% 

Chi-square: X2(3, N = 7292) = 8.43, p = .03 

 

 Speaker Effect on Perception of /ʕ, ʔ/ 
 

Table 7-4: /ʔ, ʕ/- % and Number of Correct Answers by Speaker  
 

/ʔ, ʕ/ Incorrect Correct % Correct 

Speaker1 447 579 56% 

Speaker2 360 441 55% 

Speaker3 404 536 57% 

Speaker4 348 528 60% 

Chi-square: X2(3, N = 7292) = 5.144, p = .16 
 
As reflected in Table 7-4, perceivers were better at correctly identifying the   /ʔ, ʕ/ 

contrast and reached 60% accuracy when watching speaker 4. Even speaker 3 was 

much better perceived in this pair than in the / ħ, h/ contrast. In fact, he was easier to 

understand than speakers 1 and 2. The difference between speakers however was not 
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significant for /ʔ, ʕ/. The graph in Figure 7-1 shows the effect of speakers on perception 

of AGs. 

Fig. 7-1: Perception of AG by Speaker 

 

 

 Perception by Consonant Quality  
 

Even though the overall accuracy in identifying each guttural consonant 

individually does not exceed 60% for any of the COIs, the Chi-Squared statistics shows 

a significant difference in the correct recognition of each COI individually. Table 7-5 

indicates that the /h/ and /ʕ/ have the highest ratio of correct answers; in interpreting 

these results, we have to keep in mind the possibility that the seemingly better 

perception of /h/ and /ʕ/ could be the result of a bias towards these two consonants 

when perceivers were uncertain of the answer.  
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Table 7-5: % and Number of Correct Answers by Consonant 
 

With S4 Incorrect Correct %Correct 

/ ħ / 912 906 49.83 

/h/ 752 1079 58.92 

/ ʔ/ 805 1018 55.84 

/ ʕ / 754 1066 58.57 

Chi-Square: X2(5, N = 10,916) = 39.168, p < .001 
 

 Perception by Position 
 

Table 7-6 reports the percentages of correct and incorrect counts of 

responses based on the COI position word-initial or word final. 

Table 7-6: Effect of Consonant Position on Perception of /ħ, h/ and /ʕ, ʔ/ 
 

Position /ħ, h/ initial /ħ, h/ end /ʕ, ʔ/ initial /ʕ, ʔ/ end 

Number correct 859 1019 1014 1070 

Number incorrect 966 805 802 757 

Percent correct 53% 56% 56% 59% 

Chi-Square-/ħ, h/: X2(1, N = 3,649) = 3.05, p < .08 
Chi-Square-/ʕ, ʔ/: X2(1, N = 3,643) = 2.77, p =0.102 

 
COI position appears to have a marginal effect on the perception of /ħ, h/ where 

word-final consonants were slightly better perceived than word-initial consonants.  

 

 Perception by vowel quality of the / ħ, h/ contrast 
 
Tables 7-7 and 7-8 examine the effect of vowel quality on the perception of each pair / 

ħ, h/ and /ʕ, ʔ/. 

Table 7-7: Effect of Vowel Quality on Perception of /ħ, h/ 
 

/ħ, h/   Incorrect Correct %Correct 

[æ] 534 683 56% 

[i] 574 641 53% 

[u] 556 661 54% 

Chi-Square:  X2(2, N = 3649) = 2.77, p = 0.24 
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Table 7-8: Effect of Vowel Quality on Perception of /ʕ, ʔ/ 
 

/ʕ, ʔ/ Incorrect Correct %Correct 

[æ] 554 653 54% 

[i] 450 772 63% 

[u] 555 659 54% 

Chi-Square:  X2(2, N = 3643) = 26.77, p <0.01 
 

Based on Tables 7-7 and 7-8, /ħ, h/ is better perceived in the [æ] context, but 

overall, vowel quality does not appear to significantly modulate the perception of this 

contrast. On the other hand, the vowel [i] seemed to have a significant effect on 

distinguishing between /ʕ/ and /ʔ/.  

 Perception by Vowel Length 
 

Tables 7-9 and 7-10 show the impact that vowel length might have on the 

perception of each pair /ħ, h/ and /ʕ, ʔ/. 

Table 7-9: Effect of Vowel Length on Perception of /ħ, h/ 
 

/ħ, h/ Incorrect Correct %Correct 

Short vow 840 976 54% 

Long vow 824 1009 55% 

Chi-Square:  X2(2, N = 3649) = 0.57, p =0.44 

 

Table 7-10: Effect of Vowel Length on Perception of /ʕ, ʔ/ 

/ʕ, ʔ/ Incorrect Correct %Correct 

Short vow 830 991 54% 

Long vow 729 1093 60% 

Chi-Square:  X2(2, N = 3643) = 11.309, p<0.01 

Perception of /ʕ, ʔ/ is sensitive to vowel duration. Generally, AGs were better 

perceived in the context of long than short vowels. As shown in Table 7-11, COIs in the 

/ʕ, ʔ/ contrast had the highest overall rate of correct responses at 68%, followed by [i] at 
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59%. /ʕ/ and /ʔ/ were better identified in the long [æ:]-context than short [æ] (56% vs 

52%), and better with [u:] than [u] (55% vs 53%): 

Table 7-11: Long and Short Vowel Effect on Perception of /ʕ, ʔ/ 

 Incorrect Correct %Correct 

[æ] 288 314 52% 

[æ:] 266 339 56% 

[i] 257 353 58% 

[i:] 193 419 68% 

[u] 285 324 53% 

[u:] 270 335 55% 

Chi-Square:  X2(2, N = 3643) = 43.21, p<0.01 
 
While the effect of vowel quality on perception of /ħ, h/ was not meaningful, there was a 

significant effect of vowel over all as reflected in table 7-12. The results also reflect a 

difference in vowel duration in the [u]-context only. 

Table 7-12: Long and Short Vowel Effect on Perception of /ħ, h/ 
 

 Incorrect Correct %Correct 

[æ] 264 335 56% 

[æ:] 270 348 56% 

[i] 346 417 54% 

[i:] 278 329 54% 

[u] 230 224 49% 

[u:] 276 332 55% 

Chi-Square:  X2(2, N = 3649) = 25.01, p<0.01 

The graph in Figure 7-2 illustrates the vowel effect on perception for both pairs: 
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Fig. 7-2: Vowel Effect on Perception 
 

 
 

 Perception of AGs by Consonant + Vowel 
 

Table 7-13 indicates a significant difference in perception between /ħ, h/ based on 

the consonant-vowel combinations: 

Table 7-13: Effect of CV/VC on Perception of /ħ, h/ 
 

vowel Initial/short V Initial/long V End/short V End/long V 

[i,i:] [ħi] [hi] [ħi:] [hi:] [iħ] [ih] [i:ħ] [i: h] 

 21% 85% 53% 54% 58% 40% 51% 59% 

[æ,æ:] [ħæ] [hæ] [ħæ:] [hæ:] [æħ] [æh] [æ:ħ] [æ:h] 

 69% 46% 38% 68% 53% 56% 62% 57% 

[u,u:] [ħu] [hu] [ħu:] [hu:] [uħ] [uh] [u:ħ] [u: h] 

 54% 40% 65% 42% 54% 68% 71% 41% 

X2(23,N = 3649)=256.74, p < 0.01 

Huge discrepancies such as the one between /ħi/ and /hi/ are very suspicious 

and suggest a strong bias towards /hi/. The arrow plots in chapter 8 confirm this 

hypothesis.  If true, then these results indicate that perceivers can’t tell based on visual 

information alone, the difference between /ħi/ and /hi/. The same might apply to other 
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consonant-vowel combinations such as [ħæ] and [hæ], as well as their long cognates 

[ħæ:] and [hæ:]. 

Similar observations apply to perception of CV/VC in the [ʔ, ʕ] data shown in 

Table 7-14, especially in the [i]-context: 

Table 7-14: Effect of CV/VC on Perception of /ʔ, ʕ/ 
 

vowel Initial/short V Initial/lonʕ V End/short V End/long V 

[i,i:] [ʕi] [ʔi] [ʕi:] [ʔi:] [iʕ] [iʔ] [i:ʕ] [i:ʔ] 

 47% 74% 57% 68% 71% 39% 75% 74% 

[æ,æ:] [ʕæ] [ʔæ] [ʕæ:] [ʔæ:] [æʕ] [æʔ] [æ:ʕ] [æ:ʔ] 

 49% 57% 65% 49% 57% 45% 62% 48% 

[u,u:] [ʕu] [ʔu] [ʕu:] [ʔu:] [uʕ] [uʔ] [u:ʕ] [u:ʔ] 

 47% 51% 43% 64% 67% 65% 62% 53% 

X2(23,N = 3649)=166.48, p < 0.01 

      

Taking those numbers at face value, the higher percentages of correct 

identification seem to be associated with the vowel [i].  [ʔi] is favored in initial position 

and its pair in the final position. The same appears to be true in the [u] context where 

[ʔu] and [ʔu:] are better identified in the coda and [uʕ] and [u:ʕ] word-initially.  

These raw data are difficult to interpret. It remains to be seen whether the higher 

percentages in many pairs can be correlated with better identification or perceiver bias.  

 Perception by Face Condition 
 

Similar to the emphatic category, the Chi-Square analysis shows that face 

condition does not impact perception of AGs, even though in the condition where the 

whole face is visible (AF), guttural identification is better. Table 7-15 shows the results 

of perception by face across speakers: 
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Table 7-15: % and Number of Correct Answers by Face  
 

/ħ, h/ Incor Cor %Cor /ʕ, ʔ/ Incor Cor %Cor 

AF 255 354 58%  251  362 59% 

LoF 278  328 54%  260  351 57% 

L 291  316 52%  285  320 53% 

LCkLn 284 325 53%  245  361 60% 

LCk 270  336 55%  264  338 56% 

LCh 286  326 53%  254  352 58% 

Chi-Square with : X2(5, N = 3,649) = 5.61, p = 0.34 
Chi-Square with : X2(5, N = 3,643) = 7.31, p = 0.19 

In short, statistical tests indicate that the AGs were overall perceived significantly 

better than chance; however, the uvular pair /χ, ʁ/ was dropped from the analysis due to 

its poor visual appearance. Out of the two pairs left, /ʔ, ʕ/ was better identified than /ħ, 

h/. Unlike the AEs and NEs where speaker effect was highly significant, there was no 

systematic difference in how well the AG production of each speaker was perceived.  

In the perception of / ħ, h /, speakers 1, 2, and 4 were perceived with about 55% 

accuracy; the /ħ/ and /h/ of speaker 3 were indistinguishable based on the visual signal 

alone. The /ʕ, ʔ/ contrast was better identified, especially with speakers 4 and 3. 

Overall, /h/ and /ʕ/ were better perceived than their pairs /ħ/ and /ʔ/, but it is 

unclear whether this was due to a bias towards the /h/ and /ʕ/ or whether these two 

consonants contain optical cues that make them easier to recognize. Consonant 

position was found to be marginally significant for the / ħ, h / pair with the COIs at the 

end of the word significantly better perceived than at the beginning of the word. No 

position effect was found for the /ʕ, ʔ/ pair.  

Vowel quality and length only impacted recognition of /ʕ, ʔ/ especially in the 

context of [i]; COIs in the /ʕ, ʔ/ contrast were better recognized next to all three long 

vowels than their short counterparts. Different CV and VC combinations also appear to 
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have an influence on the perception of gutturals, but generalizable patterns were not 

found.  No face effect was found either.  

The significant variables such as length and vowel appear to have an influence 

over one of the two pairs and not the other. The next section will explore in more depth 

the relationships and interactions between variables. 

2. Variable Interactions 

 
 The goal of this section is to investigate in depth how variable interactions 

modulate the accuracy of perceivers’ identification of AGs within each pair. The binomial 

multi-linear regression models were fitted using maximum likelihood estimation, Mle4, in 

R. For the sake of comparison, the variables included to model perception of AGs were 

the same as the ones used with AEs and NEs, namely: 

 vowel quality (long and short [æ], [i], [u])  

 vowel length (short or long)  

 consonant quality /ħ, h/, and /ʔ, ʕ/ 

 consonant position (word-initial, word-finally) 

 speaker (S1,S2, S3, S4) 

 face (AF: all face, LwF: from bottom of eyes to neck, L: lips only, LCkCn: lips, 

cheeks, and chin, LCk: lips and cheeks, LCn: lips and chin).  

All models included ‘Perceivers’ and ‘Words’ as random variables. 

 /ħ, h/ models 
 

After building a comprehensive model that included all the variables (vowel 

quality and length, consonant quality and position, consonant-vowel combinations, 
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speaker, and face), ‘Speaker’ and ‘Face’ were the only two meaningful effects that were 

found to influence the perception of /ħ, h/. Consonant quality was marginally significant 

and was part of the best /ħ, h/ model which only included the significant effects. The 

best /ħ, h/ model is summarized in Table 7-16. 

Table 7-16: Best /ħ, h/ Model 
 

Number of obs: 3,649; Groups: Word, 24; Perceiver, 53 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) -0.11306 0.15492 -0.730 0.46554 

Speaker1 0.22602 0.09672 2.337 0.01945 * 

Speaker2 0.28615 0.10115 2.829 0.00467 ** 

Speaker4 0.26229      0.10061    2.607 0.00914 ** 

/ħ/ -0.40096 0.22355 -1.794 0.07287 . 

AF 0.25294 0.11940    2.112 0.03471 * 

LwF 0.10341     0.078973 0.866   0.38642    

LCkCn 0.05676     0.11934    0.476   0.63434    

LCk 0.13678     0.11932    1.146   0.25166    

LCn 0.07096     0.11916    0.596   0.55154   

   

The default values in the multi-linear regression are speaker 3, COI /h/, and Face 

/L/. Compared to the reference speaker, when controlling for Face and Consonant 

Quality, subjects 1, 2 and 4 were significantly better perceived; /h/ was a little better 

identified than /ħ/. The positive coefficients associated with all face conditions indicate 

that lips alone don’t have enough information to accurately differentiate between /h/ and 

its pair; the whole face (AF) was significantly better perceived than L; in fact, all facial 

conditions were better perceived than L.  

Post hoc models were developed for a closer look at speaker effect. The model 

summarized in Table 7-17 has speaker 3 and /h/ set as defaults values. It shows that in 

the /ħ, h/ contrast, speaker 3 is better perceived than speaker 4, /h/ is significantly better 

identified than /ħ/, but compared to the perception of speaker 3 in the /h/-context, 

speakers 1, 2, and 4 are significantly more intelligible.  
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Table 7-17: Effect of Speaker*Consonant Interaction on Perception of /ħ, h/ 
 

Number of obs: 3649; Groups: word ID, 24; User ID, 53 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.46806 0.18030    2.596 0.009430 ** 

Short vowels 0.009896    0.310502    0.032    0.9746     

Speaker1 -0.06188     0.13835 -0.447 0.654696 

Speaker2 0.01279     0.14453    0.088 0.929489 

Speaker4 -0.26848     0.14264    -1.882 0.059806 . 

/ħ/ -0.95933     0.25528   -3.758 0.000171 *** 

/ħ/*Speaker1 0.57957     0.19534    2.967 0.003007 ** 

/ħ/*Speaker2 0.54886     0.20399    2.691 0.007133 ** 

/ħ/*Speaker4 1.06430     0.20277    5.249 1.53e-07 ***   

  

A model examining the speaker-face interaction in the perception of /ħ, h/, 

showed only one significant effect: relative to speaker 3 in the L condition, perception of 

speaker 1 in the LCkCN condition was significantly better identified (p-value = 0.01).   

A post-hoc model showed some significant effects of position in the perception of 

/ħ/-alone. Based on the Chi-square tests, /ħ, h/ pairs were better perceived when the 

COI was at word offset than at word onset. This effect was obscured when other factors 

were introduced. However, constricting the data to the /ħ/ words, the Chi squared 

results concerning consonant position were confirmed as seen in Table      7-18: 

Table 7-18: Position Effect on Perception of /ħ/ 
 

Number of obs: 1818, groups:  Perceivers, 52; Words, 12 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.4100      0.1572 2.608 0.00911 ** 

Initial Position -0.8413 0.2076 -4.053   5.06e-05 *** 

 
The negative coefficient associated with initial position /ħ/ indicates that words ending 

with /ħ/ were much better perceived than word-initial. 
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 /h/-only Models 
 

Several models were developed exploring interactions and significant effects in the 

/h/-context. Constricting the data to /h/ words only, the only meaningful effect found was 

related to /h/ position within the word. 

Table 7-19: Position Effect on Perception of /h/ 
 

Number of obs: 1831, groups:  Perceivers, 52; Words, 12 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.09427     0.20633    0.457    0.6477   

Initial Position 0.62986     0.27953    2.253       0.0242 * 

 
Model 7-20 was built to examine whether the Consonant-vowel interactions can 

be attributed to goodness of perception or to a bias towards one COI or the other. The 

results summarized in Table 7-20 confirm the bias theory. The only significant effect 

found in the CV and VC is in the [ħi] syllable that was the least well-perceived compared 

to the default [hæ]. The /ħ, h/ contrast is indeed very difficult to perceive, and in a forced 

choice task, perceivers tended to choose /h/ over /ħ/. 

Table 7-20: Vowel Consonant Effect on Perception of /ħ, h/ 
 

Number of obs: 3,649; Groups: Word, 24; Perceiver, 53 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.50800     0.34460    1.474    0.1404   

[hæ:] 0.02517     0.48673    0.052    0.9588   

[hi] 0.16154     0.44654    0.362      0.7175   

[hi:] -0.41595        0.48594   -0.856 0.3920   

[hu] -0.36304     0.59454   -0.611    0.5414   

[hu:] -0.39402     0.48664   -0.810    0.4181   

[ħæ] -0.52143        0.48615   -1.073 0.2835   

[ħæ:] -0.51051     0.48641   -1.050    0.2939   

[ħi] -0.98531     0.48874   -2.016      0.0438 * 

[ħi:] -0.26140     0.48620   -0.538    0.5908   

[ħu] -0.62099     0.48633   -1.277    0.2016   

[ħu:] -0.23297     0.48711   -0.478    0.6325    
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In sum, upon examining the perception of the /ħ, h/ pair, the significant effects 

were few. Speakers 1, 2, and 4 were found to be significantly better perceived in the 

context of /ħ, h/ than speaker 3; the /ħ/-only and /h/-only models suggest that this 

significance was driven by the perception of /ħ/ which also showed a strong speaker 

effect; on the other hand, the accuracy of the answers associated with /h/ was not 

impacted by who the speaker was. Searching for the source of the significance found in 

the Chi-square with regards to consonant position, the regression Models showed that 

/ħ/ was significantly better perceived at the end than the beginning of the word; the 

opposite was true for its pair /h/, but the effect was not as strong. The whole face and 

the lips, cheeks, and chin, seemed to have informative speech information that aided 

perceivers in the recognition of the /ħ, h/ contrast. The model examining the CV 

interactions confirmed the difficulty perceivers had in distinguishing between /h/ and /ħ/ 

and their tendency to click on the /h/ answer when uncertain. Even though /ħ/ was 

associated with more significant effects such as face, speaker, and position, it was not 

as easy to recognize as its cognate /h/. 

The next section explores meaningful effects on the perception of the /ʔ, ʕ/ 

contrast which according to the Chi-Square test was better perceived than /ħ, h/. 

 /ʔ, ʕ/ Models 
 

The comprehensive model that included all the variables on the perception of, 

returned no meaningful vowel or speaker effects on the perception of /ʔ, ʕ/.  There was 

a face effect showing that the whole face (AF) significantly improved correct 

identification of the /ʔ, ʕ/ contrast, and seeing the lips and cheeks also helped (p=.03 for 
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both AF and LCk). The Chi-squared analysis however, revealed a consonant quality, a 

vowel quality and vowel length effects that were not revealed by the regressions.  

To further explore these effects, The Best /ʔ, ʕ/ Model summarized in Table 7-21 

was developed that includes the variables “Face”, “Vowel Quality”, “Vowel Length”, and 

“Consonant Quality”.  

Table 7-21: Best /ʔ, ʕ/ Model 
 

Number of obs: 3,643; Groups: Word, 24; Perceiver, 52 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.188809    0.195257    0.967    0.3336 

[æ] -0.009077    0.194405   -0.047    0.9628 

[i] 0.390070    0.195285    1.997      0.0458 * 

Short Vowels -0.235077    0.159203   -1.477    0.1398 

/ʔ/ -0.107457    0.159222   -0.675    0.4997   

AF 0.243865    0.118703    2.054      0.0399 * 

LwF 0.173968    0.118359    1.470    0.1416 

LCkCn 0.250162    0.119129    2.100      0.0357 * 

LCk 0.119769    0.118657    1.009    0.3128 

LCn 0.166265    0.118921    1.398    0.1621 

 

The model still shows no evidence of significant effects of vowel length and 

consonant quality. It does show however that the /ʔ, ʕ/ contrast was best perceived in 

the context of [i]. The face effect associated with improved perception in the AF and 

LCkCn conditions persists. A model examining the speaker-face interaction did not 

show any speaker effect. 

Since the vowel [i] was found to significantly impact perception, a model was run 

to explore whether this effect was restricted to certain consonants. The regression 

summarized in Table 7-22 shows that relative to the default [ʕi:], [ʔi] and [ʔi:] were not 

significantly better perceived. The regressions indicates that [ʕi:] was better identified 

than [ʔæ:] and [ʔu], and to a lesser extent, [ʔæ]. 
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Table 7-22: Vowel Consonant Effect on Perception of /ʔ, ʕ/  
 

Number of obs: 3,643; Groups: Word, 24; Perceiver, 52 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.6803      0.2526     2.693    0.00707 ** 

[ʕæ] -0.5583      0.3533   -1.580   0.11402    

[ʕæ:] -0.1185 0.3541   -0.335   0.73787    

[ʕi] -0.2902      0.3538   -0.820   0.41201    

[ʕu] -0.3986      0.3532   -1.128   0.25915    

[ʕu:] -0.5717      0.3534   -1.618   0.10567    

[ʔæ] -0.6312      0.3527   -1.790     0.07353 . 

[ʔæ:] -0.7419      0.3529   -2.103     0.03551 * 

[ʔi] -0.3947      0.3548   -1.113   0.26590    

[ʔi:] 0.2285      0.3563      0.641   0.52124    

[ʔu] -0.7016      0.3528   -1.988     0.04677 * 

[ʔu:] -0.3476      0.3532   -0.984   0.32500    

 

 /ʕ/-alone effects 
 

Additional models investigated the effect of /ʕ/ alone on perception. No face, 

vowel quality, or vowel length meaningful effects were found, however, speaker 4 was 

significantly better perceived in the context of /ʕ/ (p=0.04). Table 7-23 shows the effect 

of /ʕ/ position on perception.  /ʕ/-final words were significantly better perceived than /ʕ/-

initial words.  

Table 7-23: Position Effect on Perception of /ʕ/ 
 

Number of obs: 1820, groups:  Perceivers, 51; Words, 12 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.7061      0.1477    4.780 1.76e-06 *** 

Initial Position -0.6484      0.1783   -3.636 0.000277 *** 

/ʔ/ only Models 

Looking at accuracy of perception applied to /ʔ/ only, the facial effects noticed in 

the identification of the pair as /ʔ/ or /ʕ/ is replicated in the /ʔ/ only model. AF and to a 
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certain degree, LCk contributed to better distinguishing /ʔ/ from /ʕ/. The model is 

summarized in Table 7-24: 

Table 7-24: Face Effect in /ʔ /-only Model 
 

Number of obs: 1,823; Groups: Word, 12; Perceiver, 52 

Fixed effects Estimate Std. Error z value Pr(>|z|) 

(Intercept) 0.09556     0.18249    0.524    0.6005 

AF 0.35996     0.17201    2.093      0.0364 * 

LwF 0.07992     0.16812    0.475    0.6345 

LCkCn 0.29303     0.16866    1.737       0.0823 . 

LCk 0.13658     0.16638    0.821    0.4117 

LCn 0.07856     0.17154    0.458    0.6470 

 

No other effects were uncovered in the /ʔ/-alone models. Table 7-25 provides a   

summary of all the effects found in relation to the AGs individually, and in pairs: 

 
Table 7-25: Summary of AGs Effects on Perception 

 

 /ħ, h/ /ħ/ /h/ /ʔ, ʕ/ /ʔ/ /ʕ/ 

Face AF, LCkCn AF, LCkCn none AF, LCk AF, LCk none 

Speaker S1,2,4>3 S1,2,4>3 none none none S4 

Consonant /ʔ,ʕ/> /ħ,h/ /ħ/</h/ /h/>/ħ/ none none none 

Position none End>Start none none none End>Start 

Vow Quality none none none [i] [i] [i] 

Vow Length none none none none none none 

 
Compared to AEs and NEs, speaker effect was not as robust in the AG category. 

Speaker 3 was not intelligible enough for perceivers to tell the difference between /ħ, h/, 

but he was better understood in the /ʔ, ʕ/ videos, and speaker 4 was more intelligible 

than other speakers in the context of /ʕ/ only. Vowel effect was also not present except 

when [i] was associated with the /ʔ, ʕ/ pair. The lack of vowel effect may have an 

articulatory explanation: the pharyngeal constriction can be produced with hardly any 

movement involving the lips which are usually salient in the articulation of vowels. [i] is a 

front high vowel, the furthest of the three from the pharyngeal cavity. The articulators, in 
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anticipation of the trajectory from the pharynx to the front of the oral cavity, partly take 

the configuration of [i] for a seamless transition from the guttural COI to the front vowel. 

When /ʔ/ or /ʕ/ follows /i/, the reverse trajectory must happen when the articulators 

move from an /i/ configuration in anticipation of a backward movement towards the 

pharynx. As plausible as this explanation may seem, it fails to apply to the /ħ, h/ contrast 

that is submitted to similar articulatory conditions.  

Both /ħ/ and /ʕ/ were significantly better perceived word-finally. Based on my own 

observations as a native speaker, the differences are acoustically very subtle and the 

pharyngeal frication or approximation associated with them tends to be held a little 

longer word- finally for the sounds to be audible, especially in the case of /ħ/. It may be 

that the lengthening of the consonants contributes to better visual perception.  

No facial condition was found to affect the perception of emphatics most likely 

because the lips contain most of the speech information. On the other hand, 

identification of AGs appears to be consistently better when the whole face was visible 

and when the cheeks could be seen. Combined with the lack of vowel effect, the lips 

alone are not sufficient to visually differentiate between the AGs.  

Overall, there were very few variables that impacted the visual perception of 

AGs. Maybe measurements will inform what parts of the face, if any, enhance the 

optical information associated with AGs. The next chapter explores measurements of 

lips, cheeks, and chin in the production of AGs and their connection to perception. 
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CHAPTER 8: PERCEPTION-PRODUCTION CONNECTION IN ARABIC 
GUTTURALS 

 
 

Following a similar procedure to the one applied to the emphatic category, three 

different approaches that complement or validate one another, were adopted to tie 

measurements to perception of AGs. As an exploratory tool, the decision tree function 

was run on the AG data to get a general idea of the potentially relevant measurements 

to the perception of the gutturals. The arrow plots provide a visualization of the 

differences in measurements between a COI and its pair, and the ‘single_best’ and best 

forward build models were used to depict the best measurement based on 

measurements on the lips, cheeks, and chin.  

1 Decision Trees 

 
 To review, the decision tree function is an algorithm designed for classification. In 

the context of this study, the algorithm cycles through all the measurements taken 

during the production of AGs by all four speakers, and selects the best one that is 

associated with the most accurate identification between an AG consonant and its pair. 

The machine continues to refine its selection by adding more variables that improve the 

model. The trees are pruned or trimmed to avoid overfitting.  

 Figures 8-1 and 8-2 represent the /ħ, h/ and  /ʔ, ʕ/ decision trees respectively, 

generated across vowels on scaled measurements.   
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Fig. 8-1: /ħ, h/ Decision Tree by Scaled Measurements 
 

 

*In Fig. 8-1, /H/ represents the pharyngeal /ħ/. 

 

The best scaled measurement selected by the algorithm for the identification of 

the /ħ, h/ contrast is the vertical measurement between the outer lips. When the vertical 

dimension was smaller than -1.2, the machine selected the /h/ answer with 86% 

accuracy, and that was the case on 8% of the /ħ, h/ data. On 23% of the instances, 

accurate perception of /h/ reached 58% when the vertical measurements of the inner 

lips and the off center lip opening were added. No measurements in the cheeks and 

chin were found to enhance perception of /h/. In 92% of the utterances with the /ħ, h/ 

contrast, the vertical inner lip opening was larger than -1.2., and the machine picked the 

/ħ/ answer with 53% accuracy. By adding other lip measurements, such as the opening 



127 

 

between the inner lips in the center and off center vertical dimension, correct 

identification of /ħ/ was boosted to about 88% but only in 10% of the cases. Most of the 

/ħ/s (43%) were recognized with 67% accuracy. The branching of the tree into several 

leaves indicates that no measurement stood out as the one measurement perceivers 

could rely on, to accurately discriminate between /ħ/ and /h/.  The low percentage of the 

cases when the machine reached better than 80% correct recognition of /ħ/, suggests 

that correctness in these cases was driven by one, or maybe two speakers.  

The multi linear regressions performed on the /ʔ, ʕ/ contrast data suggested that 

perception significantly improved when perceivers saw the whole face and the LCkCn 

condition where the lips, cheeks, and chin were visible. Figure 8-2 shows the function’s 

best selected measurements for /ʔ, ʕ/’s correct identification. The decision tree provides 

cross validation to the output of the regression in Table 7-21 as both the width of the 

lower cheeks and lower chin were selected as informative measurements that help 

discriminate between /ʔ/ and /ʕ/. The tree having fewer branches than the /ħ,h/ tree, 

reflects that the /ʔ, ʕ/ contrast is better perceived than the /ħ, h/ pair. 
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Fig. 8-2: /ʔ,ʕ/ Decision Tree by Scaled Measurements 
 

 

 

The arrow plots in the following section provide a visualization that will allow us to 

better understand the difficulty perceivers had in seeing the difference between each 

COI and its pair.  

2 Arrow Plots 

 
 Two sets of Arrow Plots were selected as a sample. The lower cheeks plot was 

chosen to represent the best measurement differences between each COI and its pair, 

and the cheek horizontal, the worst. The selection of the plot in figure 8-3 was informed 
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by the evidence provided by the regressions and decision tree, indicating the positive 

effect that the lower cheeks have on perception of the /ʔ, ʕ/ contrast. /j/ stands for the 

glottal stop /ʔ/, and /g/, for the pharyngeal /ʕ/. Each arrow represents the difference in 

the lower cheeks measurement per vowel, once in the initial position, and the other in 

the final position. The longer the arrows are the wider is the lower cheek measurement 

during the production of /ʔ/ or /ʕ/. The bigger measurement is associated with the 

consonant that is on top. Generally speaking, the lower cheeks are wider during the /ʕ/ 

articulation (represented as a /g/ in the plot, and the long arrows, especially in speakers 

2 and 4 plots, are associated with the vowel [i]. 

  

Fig. 8-3: Lower Cheek Measurement Differences Between /ʕ/ and /ʔ/
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The plot in Figure 8-4 illustrates the lack of information offered by the lip 

horizontal measurement in helping to differentiate between /ʕ/ and /ʔ/: 

 

Fig. 8-4: Lip Horizontal Measurement Differences Between /ʕ/ and /ʔ/

 

 

With a few exceptions, the arrows representing the difference in the lip horizontal 

width are very short, indicating that the measurement that was the most informative in 

the AE category has probably no effect on perception in the AG category.  
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3 Forward-Build Models 

 
In addition to decision trees and arrow plots, forward-build models were 

developed to select the single best measurement that predicts answer correctness.  

The single best models were run for each pair of AGs per vowel. A likelihood 

ratio (lr) test was performed to compare two models and obtain the p-value for the 

improvement of one model over the other; the basic model consists of an intercept, and 

‘Word’ and ‘Perceiver’ as random variables.  The model it is being compared to includes 

the single-best measurement variable. Table 8-1 provides summaries of the best 

models of the forward build. The p-values are an assessment of the improvement that 

adding a measurement variable brings to the basic model.  

Table 8-1: /ʔ,ʕ/ Best Single Variables Selected by the ‘Single-Best’ Function 
 

/ʔ,ʕ/ Single-Best Variable p-value 

[æ] High Cheeks 0.456 

[æ:] Upper Lip Thickness 0.006 

[i] Lower Lip Thickness 0.005315  

[i:] Cheek High 0.001861  

[u] Lip Vertical Inner-Square 0.05917  

[u:] Open Area 0.14 

 

Based on the p-values, the only models that showed significant improvement 

over the basic intercept only model, included the lower lip thickness and cheek high, in 

the [i:]-context. Furthermore, upper lip thickness in the [æ] environment and lip-vert-

inner-square in the context of [u] marginally contributed to the perception of the /ʔ, ʕ/ 

contrast. 

Table 8-2 reports the summaries of the single best-models by vowel, on /ħ, h/. 
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Table 8-2: /ħ,h/-Best Single Variables Selected by the ‘Single-Best’ Function 
 

/ħ,h/ Single-Best Variable p-value 

[æ] Low Chin Width 0.02 

[æ:] High Chin Width 0.02 

[i] Lip Horizontal & Chin Width High 0.005  

[i:] NA NA 

[u] Cheek High 0.01  

[u:] Lip Horizontal 0.04 

 
No measurement contrast was found to be a significant predictor of correctness in the 

context of long [i:]. We notice that most of the informative contrasts are in the chin and 

cheeks, and only a few were in the lips. Overall, the single best models were 

comparatively weak with only a couple of measurements potentially contributing to the 

correct identification of /ʔ, ʕ/ and /ħ, h/. 
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CHAPTER 9: DISCUSSION AND CONCLUSIONS 

1. Summary and Comparison of Emphatics and Gutturals 

 
This study has sought to explore visual speech perception of Arabic emphatics 

and gutturals as modulated by phonetic variables and differences in facial feature 

measurements. The first stated hypothesis concerns the vowel effect on the perception 

of AEs and AGs. This hypothesis was accepted when applied to emphatics. AEs were 

much better perceived in the [æ:]-context and the effect was robust and rather 

consistent across speakers. NEs were better perceived in the [i] context but emphatics 

in the [u]-environment were generally poorly identified. However, the vowel effect was 

not as robust in the AG category. The only significant effect was found when [i] was 

coarticulated with /ʔ/ or /ʕ/. 

I also hypothesized that there were visual cues associated with AGs and AEs in 

the lips, chin, and cheeks, and that native Lebanese speakers attended to these cues to 

better perceive visually AEs and AGs. These two hypothesis were supported but not 

without reservation. I indeed found visual cues in the lips, chin, and cheeks, but most of 

the information native speakers attended to in the perception of emphatics was in the 

lips. On the other hand, cheeks and chin were more informative than the lips in the 

perception of AGs. 

The corpus used to test these hypotheses comprised 72 minimal pairs each 

containing an AE and its NE cognate. The AG corpus was composed of 24 /ħ-h/ pairs, 

24 /ʔ-ʕ/ pairs, and 24 /χ, ʁ/ pairs.  The /χ, ʁ/ pairs were excluded from the analyses due 

to the participants' inability to tell the two consonants apart based on optical information 

alone. As in the emphasis analysis, fifty three perceivers watched two randomly 
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selected speakers in 432 silent videos edited to fit one of six facial conditions, each with 

only some parts of the face showing (AF, LwF, L, LCkCn, LCk, and LCn). With each 

video, perceivers saw two words in a minimal pair and were asked to identify the talker’s 

utterances in a forced-choice identification task.  

Both the emphatics and gutturals that perceivers were tested on are 

characteristic of Semitic languages and share a common place of articulation involving 

a constriction in the pharynx, with one major difference; while AEs are produced with a 

primary coronal articulation in combination with the secondary pharyngeal articulation, 

the AGs are produced with a single constriction in the pharynx. Perceivers trying to 

visually identify a word as an AE have an advantage given by visibly salient articulatory 

gestures formed in the front of the mouth. On the other hand, since all the action 

happens deep in the throat, visual identification of AGs is a lot more challenging and 

has to rely on some subtle movements of the cheeks and jaw that are a result of the 

activities in the pharynx and the tongue. In other words, the movement of the 

articulators as they produce a guttural sound is not transparent; all perceivers have at 

their disposal are the consequences of the inner movements happening deep in the 

throat. 

Words forming minimal pairs in both categories in this study are homophenous, 

meaning words that sound different but have very similar facial configuration (Berger, 

1972); however, there are some differences in most contrasts that cue the native 

speaker in identifying one utterance over its pair. These differences appear to be a lot 

more subtle for AGs than AEs as evidenced by the lower accuracy means associated 

with the AGs. Chelali and colleagues (2012) examined 20 images for each of the 28 

Arabic consonant phonemes and were able to collapse them into 11 visemes; all the 
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gutturals were found to be visually indistinguishable and were grouped together. 

Nonetheless, Chi-Square tests performed on both categories of sounds in the current 

study revealed that both AEs and AGs were recognized optically at better than chance, 

even though AEs were considerably better identified than AGs.   

Broken down by category, Chi-Square models provided quick and simple 

overviews exploring the predictability of correct identification based on phonetic and 

facial features. From this overview, strong speaker and vowel effects and a marginal 

vowel length effect emerged in connection with the AE set, but these variables except 

for vowel length had a more subdued influence on the perception of AGs. The [æ]-

context, and especially long [æ:], presented significant improvement in the perception of 

AEs; in the AG category, [i] and long vowels exerted the greatest coarticulation 

influence on the recognition of [ʕ] versus [ʔ]. In terms of consonant quality, the 

difference between the emphatic [dʕ], [tʕ], and [sʕ], was not significant perhaps because 

all three consonants are articulated around the same area in the vocal tract and what 

distinguishes them acoustically, due to manner of articulation and voicing, is not visually 

available, or attended to by native speakers; results however trended towards a better 

perception associated with [dʕ]. In contrast, there was a meaningful difference in the 

perception of AGs with identification correctness of the COIs going in this order: 

/h/=/ʕ/>/ʔ/>/ħ/. Also, participants were better at recognizing the COI within the /ʕ, ʔ/ 

contrast than the /h, ħ/ one.  

Consonant position was found to be significant for both emphatics and AGs. For 

some of the COIs onset NEs were better recognized than at codas, but the opposite 

was true for AEs. Perceivers were better at perceiving word- finally /h, ħ/, and position 

of /ʕ, ʔ/ had no significant effect on perception.  
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Chi-Square tests were also used to explore the contribution of face conditions on 

perception. The effect for of emphatic COIs was negligible, but apparent in the AG 

category. These results strongly suggest that the lips, present in all conditions, carried 

enough speech information when associated with AEs and NEs. Cheeks and chin’s 

influence in most cases was not noticeable compared to the lips alone. On the other 

hand, lips alone were not sufficiently distinguishable to significantly impact correct 

identification of AGs. In fact, AGs were best identified when the whole face (AF 

condition) was seen. Additionally, perception of AGs improved significantly when 

perceivers’ attention was focused on the lips, cheeks, and chin (LCkCn). That LCkCn 

was better than the lower face (LwF) which included the neck, suggests that the 

movements in the pharynx are not visible in the neck.  

Multi-linear logistic regressions provided a more refined look at the Chi-Square 

tables. By setting perceivers and words as random variables, the regressions allowed 

controlling simultaneously for perceiver variation and variables in the words beyond the 

ones accounted for.  

The regression models examined how variables interacted together to modulate 

perception of AEs and AGs. Concurring with the Chi-Square models, speaker effect was 

impactful among emphatic contrasts. Speaker 4, being the investigator, was often 

removed from the analysis. All meaningful results were a bit attenuated, but they 

remained significant even without speaker 4.  

In the emphatic category, the Best-Model included speaker, vowel and vowel 

length as explanatory variables. The meaningful factors in the [ħ, h]-Best-Model that fits 

the AG category were consonant quality, speaker, and face; the significant variables in 

the [ʔ, ʕ]-Best-Model were vowel quality, vowel length, consonant quality, and face. 
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Post hoc analyses were performed on subsets within categories and other small 

significances were found that allowed us, at least in the AE set, to create a profile for 

each speaker: speaker 4 was highly intelligible across vowels, unlike speaker 3. 

Speaker 2’s NEs were not as well identified as his AEs; on the contrary, speaker 1’s 

NEs were much better recognized than her AEs. This big variability between speakers 

was not apparent in the AG category. This is not to say that all speakers produce AGs 

in the same manner, but rather, the absence of a meaningful speaker effect indicates a 

lack of visually distinctive speech-related movements that help perceivers differentiate 

between AG consonants.  

The vowel effect was uncontentious on the emphatics, but only significant in the 

context of [i] for the guttural category. AEs provide perceivers with a lot more visual 

information due to the front primary gestures in the production of emphatics. 

Furthermore, emphasis changes the vowel quality and accentuates the roundness of 

the lips in /i/- and particularly /ɑ/-context. Lip roundedness is a very visually salient 

feature that exploits the natural synergy between all the lips parameters and their effect 

on the cheeks and chin; a protrusion of the lips happens when the corners of the lips 

are drawn closer together, and modifies the open area. But roundedness is not 

contrastive enough in the context of [u] which is already produced with rounded 

protruded lips. This explains why AEs and NEs were poorly perceived in the context of 

the high back vowel; even the best machine learning models employed more chin and 

cheek variables, in addition to lip thickness in the [u]-context. 

The only vowel that helped identification of AGs was the [i], likely due to 

anticipatory coarticulation and the distance between the high front vowel place of 

articulation and the pharynx. Literature provides evidence of coarticulation patterns in 
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the lower pharynx. Ultrasound studies reported narrowing of the lower pharynx and 

lateral and inward movements when pharyngeals coarticulate with lower back vowels 

such as /ɑ/ (Kelsey et al.,1969b; Parush & Ostry ,1993; Zagzebski, 1975). This is no 

surprise considering that the lowering and retraction of the tongue dorsum changes the 

configuration of the pharyngeal cavity. However, the visual speech signal is not 

structured by all the movements in the pharynx to help perceivers distinguish between 

an AG and its pair.  

Referring back to the fitted faces in Figure 2-1, a description of the differences 

between the two images would most likely elicit a comparison in the shape of the lips, 

and for the more observant observers, of the chin and cheeks. To fit such descriptions 

into statistical models, different horizontal and vertical measurements of the lips, cheeks 

and chin were taken for each word and differences in the dimensions were compared 

for each item and its pair. The premise is that if in the perceiver’s mind the chin drops 

more in the /ʔ/ than /ʕ/- context, then an utterance pronounced with a larger distance 

between the tip of the nose and the chin would cue /ʔ/. Speakers who don’t exhibit 

sufficient distinctive movements between a word and its pair would be difficult to 

perceive. Furthermore, native speakers are well-aware of speakers’ variations and are 

really adept at adjusting to their interlocutor’s idiosyncrasies (Bertelson et al., 2003). But 

in order to do that, they need to see consistency within the speaker’s articulation, 

especially when unfamiliar with the speaker. Barring within speaker consistency, the 

task of identifying an already ambiguous signal in the visual identification of AGs and 

AEs, becomes very difficult.  

The arrow plots by vowel and by speaker were the first qualitative exploratory 

data analysis tool that was used to examine at a glance if measurements were 
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informative predictors of perception accuracy. Long arrows indicated a distinctive 

difference in the displacement of the facial features when the speaker produced two 

contrasting words within a minimal pair. Arrows of the same color signified speaker 

consistency. Many of the plots generated from AEs data showed long, same color 

arrows pointing in the same direction, especially when associated with speaker 4. On 

the other hand, the arrows in the plots generated from AGs data, were generally very 

short and inconsistent within and across speakers reflecting the difficulty perceivers had 

in distinguishing between AGs. There were however a few plots where differences were 

apparent; for example, the low cheek measurement associated with speakers 1, 3, and 

4 shows more salient articulation of /ʕi:/ over /ʔi:/. 

The other exploratory tool was the decision trees that were used to select the 

best predictive measurements of accuracy. A simple tree with fewer branches typically 

reflects the machine’s confidence in the measurement as a good predictor of the COI 

type. For example, lip horizontal was the feature that cued the computer in selecting AE 

or NE with high level of confidence. The trees associated with AGs were generally more 

complicated with many levels, pointing at the difficulty the function had in finding a few 

best measurements that contributed to the correct classification of a syllable. The 

decision tree function performed poorly in finding the most informative measurements 

related to AGs. Regressions were informed by successful classification of AEs based on 

measurement differences selected by the decision trees. It also alerted to variables that 

might have a non-linear relationship to emphasis. Such was the motivation for the lip 

vertical inner square addition.  

Emphasis data could easily be analyzed in terms of two distinctive classes, AEs 

and NEs. However, the statistics of AGs were done separately for each pair, and one of 



140 

 

the initial three pairs was dropped. Consequently, the dataset for each AG pair was not 

big enough and did not lend itself to ML which was not applicable to AGs.  

The quest for a simple effective model to predict correct identification of 

emphasis led to the development of the machine learning and the best-subset logistic 

regressions on emphasis that were purely based on scaled differences contrasts 

between the AE and NE measurements without perceivers’ involvement. The best 

subset regressions outputted by the machine learning process, picked out the contrasts 

that were most informative, correcting for over fitting using the AIC criterion. The 

machine overwhelmingly selected horizontal and vertical lip measurements that are in 

reality highly correlated; when the lips are stretched horizontally, the vertical opening 

and the open area between the inner lips are smaller. On the other hand, rounded lips 

are associated with a smaller lip horizontal opening. The machine’s classification 

performance exceeded in accuracy the perceivers’. In fact, the computer was 100% 

accurate in its classification of AEs and NEs in the context of [æ:]. In addition to lips, the 

machine also selected informative measurements found in the chin and cheek areas, 

especially in the [i] and [u] environments.  

I also investigated the perception-production connection as reflected in the 

measurements of AEs and AGs. The question related to how measurements that are a 

consequence of a speaker’s production, inform perceivers’ correct identification of a 

word and its pair. For example, when perceivers expected the AE measurement on the 

lip vertical opening in a specific word to be larger than the NE measurement, a positive 

coefficient (AE – NE) associated with lip vertical opening would predict the selection of 

the correct AE answer. On the other hand, if the perceiver in his or her mind estimates 

that the cheeks are wider in the production of [ʕi] than [ʔi], a negative coefficient would 
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predict the wrong response. The perceivers’ models based on measurement differences 

were forward build models also selected by the AIC information criterion. The process 

consisted of recycling through all the measurements and adding each time the variable 

that would result in the most improvement to the previous model.  For AEs, most of the 

measurements were in the lips except in the [i:]-context where cheeks were selected as 

most informative. On the other hand, most measurements selected to add to AG models 

were in the chin and cheeks. This was reflected in the perception regression models 

where the LCkCn condition was found to be significant.  

The final stage of this analysis was an investigation of correlations comparing 

whether the machine’s certainty of classification was related to the probability of 

perceivers’ accuracy. As reflected in the correlation plots, the relationship between 

machine and human confidence was not a straight up standard linear regression type, 

but the correlations for several of them were highly significant indicating a level of 

consistency that machine and perceivers share.  

2   Discussion 

 
It is amazing that with so few clues, perceivers could still identify the emphatic 

and especially the guttural consonants better than chance. Perceivers were faced with a 

number of different challenges that made their identification task rather difficult. Some of 

these challenges have to do with the perceivers themselves, others with speaker 

variability, the constraints caused by different vocalic environments of the COIs, the 

deprivation of subjects from the acoustic signal, and the truncated visual signal. 

Perceivers have different perceptual sensitivities modulated by their own 

background. The speaker variability no doubt has an effect on the perceivers who are 
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themselves native speakers of Lebanese Arabic and did not approach the task as 

naïve, uninformed participants. They had their own bias as to how, for example, an 

AE/NE contrast should look.  If the articulation of a speaker for a particular contrast 

matches their own, it is likely they will perceive the speaker accurately. In addition to 

their own linguistic background, there are some speakers who are not visually very 

intelligible. The following videos illustrate the point. Analysis after analysis has shown 

the poor visual perception associated with speaker 3, and the high accuracy mean 

associated with speaker 2’s production of AEs. Videos 1 and 2 show speaker 2 uttering 

the words [tʕifəl] and [tifəl]; videos 3 and 4 show speaker 3 saying the same two words.  

Fig. 9-1: Comparison of Speakers 2 and 3 in [tʕifəl] and [tifəl] 

  
                                    Speaker 2: [tʕifəl]              Speaker 2: [tifəl] 

   
                                      Speaker 3: [tʕifəl]     Speaker 3: [tifəl] 
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 Even though [i] blocks emphasis, the front [i] almost looks like a back [u] in 

speaker 2’s production. Psychologically, speaker 2 feels compelled to make a clear 

distinction between the two words. Lindblom (1990) reports that speakers tend to alter 

their speech production, in an effort to increase intelligibility and address the 

communicative needs of their perceiver. According to Green and colleagues (2010), 

adults also tend to modify their facial movements to enhance the visual cues in visual 

speech. But apparently, not all of them do; even for a native speaker, it would be very 

hard to tell [tʕifəl] and [tifəl] apart visually when spoken by speaker 3. 

Moreover, perceivers were not given any feedback and had no idea about the 

accuracy of their answers. There is a lot of research to support the native perceiver’s 

ability to adjust to speaker variability. Bertelson et al. (2003), showed how listeners 

retune their phonetic category boundaries when listening to ambiguous sounds. It is 

plausible that they would also retune their perception of speech gestural boundaries to 

adjust to the speaker’s idiosyncrasies. However, in this study, perceivers had no idea 

where adjustments were needed.  

Other challenges facing the perceivers were related to the vocalic environment of 

the COI. Sanker (2016) studied patterns of misperception of Arabic gutturals. Her 

results indicated that the phonetic environment did not have as strong an effect on 

accuracy of guttural identification as other consonants did, probably because of the 

pseudoformants that characterize the guttural sounds. In line with the findings in the 

current study, Sanker noted significantly higher accuracy in codas than onsets. She also 

pointed out directionality in perceivers’ responses where participants selected /h/ more 

than /ħ/ and /ʕ/ more than /ʔ/.    
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On the other hand, the vowel environment of the emphatics is important for AE 

identification. Vowels generally have a raised F1 in the vicinity of AEs; F1 is associated 

with tongue height which affects the dimensions of the resonating cavities. The tongue, 

mostly visible in the [æ]-context may partially explain why AEs are best perceived in the 

vicinity of [æ]. In the [i]-context, there is a conflict between the gesture of the front vowel 

that wants to thrust the tongue forward and the pharyngealization effect that wants to 

pull the vowel backwards. This conflict constrains the movement and makes AEs a little 

harder to identify in the [i]-context. Furthermore, the tongue is not visible in the [i] and [u] 

environments. The rounded lips configuration of [u] makes it hard to distinguish between 

AEs and NEs.  

Liberman (1985), in his theory of speech perception claimed that when subjects 

listen to a word, they recognize the gestures associated with the production of the 

stimulus. If so, would perceivers recognize the movements related to the word they 

see? Yehia et al. (1998) stated that neuromuscular activity controlling the vocal tract 

configuration has audible and visual consequences that are visible in the motion of the 

face. If Liberman is right, then the motion of the face would cue the native listener in 

recognizing the sounds associated with the gestures.  

In modern neurolinguistics, researches have taken special interest in mirror neurons. 

Mirror neurons activate the motor cortex of a person who is watching the action of 

another individual. According to Rizzolatti and Craighero (2004), actions belonging to 

the motor repertoire of the observer are mapped onto his or her motor system. So, in 

the context of this study, the perceivers being native speakers of Arabic, must have 

gestures associated with the production of Arabic speech sounds in their motor 

repertoire since they have produced these sounds multiple times in their lives. 
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Consequently, seeing the facial motion of the speaker should activate the motor cortex 

triggering in the perceiver recognition of the sound. Unfortunately, it is not as simple as 

that. As a native speaker, I may be able to describe what my lips and to a lesser extent, 

my tongue is doing when I produce an emphatic. However, I have no awareness of 

what is exactly going on in my pharynx, and even less so in someone else’s pharynx. 

Moreover, seeing a salient gesture such as lip rounding and lip spreading may trigger 

an association between the motor action and the corresponding sound; but 

undistinguishable movements are unlikely to elicit strong associations, especially if the 

same movement is connected to more than one sound. 

 The question remains, what in the speaker’s face informs the perceiver? Facial 

conditions revealed two important facts: (1) in sounds involving a front articulation the 

lips encode most of the information. (2) When the mouth does not contain enough 

speech information, then the perceiver will direct his gaze to other regions of the face. 

Watching an impoverished speech signal, perceivers only have time to focus on the 

most informative part of the face. AGs’ pharyngeal actions are not encoded in the lips 

and consequently, perceivers need all the cues they can get to identify the sound, 

hence the significant effect of the whole face, the cheeks, and the chin. In other words, 

perceivers focus their attention on the critical information that has the higher probability 

of leading them to correct identification. Lusk and Mitchel (2016) studied differential 

gaze patterns during audiovisual speech segmentation. They concluded that perceivers 

direct their gaze mostly to the most informative features. Barenholtz and colleagues 

(2016) reported on the highly flexible system of attention allocation during speech 

encoding. Even 8 to 10 month old babies in their babbling stage will fixate on the 

speaker’s mouth (Lewkowicz, 2012). Humans strive to communicate, that is, to convey 
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their message as speakers and receive someone else’s message as perceivers, and 

they are very skillful at accomplishing this goal even when given nothing more than 

cropped up videos of moving faces.  

3 Concluding Remarks and Future Direction 

 
In conclusion, it is not clear how the outcomes generated by this investigation 

would generalize to a general population. The sample was limited to Lebanese 

speakers and perceivers, which was a necessary starting point in order to control for 

dialectal variations. However, the study needs to be expanded to all Arabic dialects. 

Also, reliability of the study would increase with the introduction of more speakers and a 

greater variety of words. I would probably have an easier time recruiting more 

participants if the experiment was limited to about 20 minutes. More words, distributed 

randomly across more participants would increase the generalizability of the 

investigation.   

In future work, I would like to use principle component analysis. Many of my 

measurements are correlated; for example, lip horizontal changes as a function of 

vertical lip opening and open area; chin vertical is connected to vertical lip opening. 

Principle component analysis would allow the creation of a smaller pool of variables or 

principle factors, by combining all the correlated variables without losing any of the 

information. A smaller set of principle factors would have more predictive power and 

would make results more interpretable. 

In spite of some limitations, results were still meaningful, and results of all 

analyses congruent were with each other and with the literature overall. Furthermore, 

the use of speaker 4 may be counted as one of the downfalls, but it has good 
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unintended consequences. In setting up for a future study involving second language 

learners of Arabic (L2), the results have confirmed that I would be an adequate speaker 

to present the training sets for L2 learners since I was the most intelligible speaker. This 

investigation also helped in deciding which class of words would be best to start training 

on, namely, emphatics in the [æ:]-context. Once distinguishing AEs from NEs in the [æ:] 

environment becomes easy, gradually training would expand to [æ], then [i:], [i], and [u] 

saving [u:] for last since it was determined that AEs are least intelligible in the [u:]-

context. Also, L2 learners will first train on the lips-only condition before gradually 

adding the chin and cheeks. Based on this study, gutturals don’t appear to be suitable 

for visual training. Hopefully, learners would develop sensitivity to pharyngeal sounds 

after extensive exposure to pharyngealized phonemes.
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Appendix  

Corpus: minimal pairs – The correct answer that corresponds to the odd number is the 

AE and the correct answer that corresponds to the even numbers is the NE. 

correct correct incorrect incorrect 

w1s1f1c1  َْْطَبع w2s1f1c1  َْْتبَع
w2s1f1c1  َْْتبَع w1s1f1c1  َْْطَبع
w3s1f1c1  ْْطاب w4s1f1c1  ْْتاب
w4s1f1c1  ْْتاب w3s1f1c1  ْْطاب
w5s1f1c1  ْطِفِل w6s1f1c1  ِْتفِل 
w6s1f1c1  ِْتفِل w5s1f1c1  ْطِفِل 
w7s1f1c1  ْطين w8s1f1c1  ْتين 
w8s1f1c1  ْتين w7s1f1c1  ْطين 
w9s1f1c1  ُْطن w10s1f1c1  ُْتن 
w10s1f1c1  ُْتن w9s1f1c1  ُْطن 
w11s1f1c1  ْطوم w12s1f1c1 توما 
w12s1f1c1 توما w11s1f1c1  ْطوم 
w13s1f1c1  ْصَب w14s1f1c1  ْسَب 
w14s1f1c1  ْسَب w13s1f1c1  ْصَب 
w15s1f1c1  ْصاب w16s1f1c1  ْساب 
w16s1f1c1  ْساب w15s1f1c1  ْصاب 
w17s1f1c1  ْصِب w18s1f1c1  ْسِب 
w18s1f1c1  ْسِب w17s1f1c1  ْصِب 
w19s1f1c1  ْصين w20s1f1c1  ْسين 
w20s1f1c1  ْسين w19s1f1c1  ْصين 
w21s1f1c1  ِْصُلب w22s1f1c1  ِْسُلب 
w22s1f1c1  ِْسُلب w21s1f1c1  ِْصُلب 
w23s1f1c1  ْصور w24s1f1c1  ْسور 
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w24s1f1c1  ْسور w23s1f1c1  ْصور 
w25s1f1c1  ْضَرَس w26s1f1c1  ْدَرَس 
w26s1f1c1  ْدَرَس w25s1f1c1  ْضَرَس 
w27s1f1c1  ِْضائر w28s1f1c1  ِْدائر 
w28s1f1c1  ِْدائر w27s1f1c1  ِْضائر 
w29s1f1c1  ْضِب w30s1f1c1  ْدِب 
w30s1f1c1  ْدِب w29s1f1c1  ْضِب 
w31s1f1c1 ضيق w32s1f1c1  ْديك 
w32s1f1c1  ْديك w31s1f1c1 ضيق 
w33s1f1c1 ضُروب w34s1f1c1  ْدُروب 
w34s1f1c1  ْدُروب w33s1f1c1 ضُروب 
w35s1f1c1  ْضوم w36s1f1c1  ْدوم 
w36s1f1c1  ْدوم w35s1f1c1  ْضوم 
w107s1f1c1  ْشَمَط w108s1f1c1  ْشَمَت 
w108s1f1c1  ْشَمَت w107s1f1c1  ْشَمَط 
w109s1f1c1  ْباط w110s1f1c1  ْبات 
w110s1f1c1  ْبات w109s1f1c1  ْباط 
w111s1f1c1  ْمِشِط w112s1f1c1  ْمِشِت 
w112s1f1c1  ْمِشِت w111s1f1c1  ْمِشِط 
w113s1f1c1  ْفرَيط w114s1f1c1  ْفرَيت 
w114s1f1c1  ْفرَيت w113s1f1c1  ْفرَيط 
w115s1f1c1  ْبزُِط w116s1f1c1  ْبزُِت 
w116s1f1c1  ْبزُِت w115s1f1c1  ْبزُِط 
w117s1f1c1  ْسُقوط w118s1f1c1 وتْ سُك 

w118s1f1c1 وتْ سُك w117s1f1c1 وطْ سُق 
w119s1f1c1  َْبص w120s1f1c1  َْبس 
w120s1f1c1  َْبس w119s1f1c1  َْبص 
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w121s1f1c1  ْناص w122s1f1c1  ْناس 
w122s1f1c1  ْناس w121s1f1c1  ْناص 
w123s1f1c1  ِْلابص w124s1f1c1  ِْلابس 
w124s1f1c1  ِْلابس w123s1f1c1  ِْلابص 
w125s1f1c1  ْرَفيص w126s1f1c1  ْرَفيس 
w126s1f1c1  ْرَفيس w125s1f1c1  ْرَفيص 
w127s1f1c1  ْيخَُص w128s1f1c1  ْيخَُس 
w128s1f1c1  ْيخَُس w127s1f1c1  ْيخَُص 
w129s1f1c1  ْبوص w130s1f1c1  ْبوس 
w130s1f1c1  ْبوس w129s1f1c1  ْبوص 
w131s1f1c1  ْخَض w132s1f1c1  ْخَد 
w132s1f1c1  ْخَد w131s1f1c1  ْخَض 
w133s1f1c1  ْفاض w134s1f1c1  ْفاد 
w134s1f1c1  ْفاد w133s1f1c1  ْفاض 
w135s1f1c1  ِْرَفض w136s1f1c1  ِْرَفد 
w136s1f1c1  ِْرَفد w135s1f1c1  ِْرَفض 
w137s1f1c1  ْفرَيض w138s1f1c1  ْفرَيد 
w138s1f1c1  ْفرَيد w137s1f1c1  ْفرَيض 
w139s1f1c1  ْيعَُض w140s1f1c1  ْيعَُد 
w140s1f1c2  ْيعَُد w139s1f1c1  ْيعَُض 
w141s1f1c1  ْفوض فودْ  w142s1f1c1 مَر   مَر 
w142s1f1c1  ْفود فوضْ  w141s1f1c2 مَر   مَر 
 ْ  ْ
Gutturals ْ  ْ
w143s1f1c2  َْعَلم w144s1f1c2  َْألَم 
w144s1f1c2  َْألَم w143s1f1c2  َْعَلم 
w145s1f1c2  ْعاجِل w146s1f1c2  ْآجِل 
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w146s1f1c2  ْآجِل w145s1f1c2  ْعاجِل 
w147s1f1c2  ْعِرِف w148s1f1c2  ْإرِف 
w148s1f1c2  ْإرِف w147s1f1c2  ْعِرِف 
w149s1f1c2  ْعيد w150s1f1c2  ْإيد 
w150s1f1c2  ْإيد w149s1f1c2  ْعيد 
w151s1f1c2 عُصُور w152s1f1c1 أصُُور 
w152s1f1c1 أصُُور w151s1f1c2 عُصُور 
w153s1f1c2 عوُم w154s1f1c2 أوم 
w154s1f1c2 أوم w153s1f1c2 عوُم 
w155s1f1c2  ْخاص w156s1f1c2  ْغاص 
w156s1f1c2  ْغاص w155s1f1c2  ْخاص 
w157s1f1c2  ْخَر غَرْ  w158s1f1c2 خَر   غَر 

w158s1f1c2  ْغَر خَرْ  w157s1f1c2 غَر   خَر 
w159s1f1c2  ْخِيار w160s1f1c2  ْغِيار 
w160s1f1c2  ْغِيار w159s1f1c2  ْخِيار 
w161s1f1c2 ِْيبْ خ w162s1f1c2  ْغِيب 
w162s1f1c2  ْغِيب w161s1f1c2  ْخِيب 
w163s1f1c2  ْخُموض w164s1f1c2  ْغُموض 
w164s1f1c2  ْغُموض w163s1f1c2  ْخُموض 
w165s1f1c2  ْخوُت w166s1f1c2  ْغوُت 
w166s1f1c2  ْغوُت w165s1f1c2  ْخوُت 
w167s1f1c2  ْحَل w168s1f1c2  َْهل 
w168s1f1c2  َْهل w167s1f1c2  ْحَل 
w169s1f1c2  ْحان w170s1f1c2  ْهان 
w170s1f1c2  ْهان w169s1f1c2  ْحان 
w171s1f1c2  ْحِر w172s1f1c2  ْهِر 
w172s1f1c2  ْهِر w171s1f1c2  ْحِر 
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w173s1f1c2  ْحين w174s1f1c2  ْهين 
w174s1f1c2  ْهين w173s1f1c2  ْحين 
w175s1f1c2  ْحُبوب w176s1f1c2  ْهبُوب 
w176s1f1c2  ْهبُوب w175s1f1c2  ْحُبوب 
w177s1f1c2  ْحود w178s1f1c2  ْهود 
w178s1f1c2  ْهود w177s1f1c2  ْحود 
w245s1f1c2 ْ َدَفأ w246s1f1c2  َْدَفع 
w246s1f1c2  َْدَفع w245s1f1c2 ْ َدَفأ 
w247s1f1c2  ْجاء w248s1f1c2 جاع 
w248s1f1c2 جاع w247s1f1c2  ْجاء 
w249s1f1c2 شارِيء w250s1f1c2  ْشارِع 
w250s1f1c2  ْشارِع w249s1f1c2 شارِيء 
w251s1f1c2  ْييء ييعْ  w252s1f1c2 تدَ   تضَ 
w252s1f1c2  ْييع ييءْ  w251s1f1c2 تضَ   تدَ 
w253s1f1c2  ْء عْ  w254s1f1c2 تبَرَُّ  تبَرَُّ
w254s1f1c2  ْع ءْ  w253s1f1c2 تبَرَُّ  تبَرَُّ
w255s1f1c2  ْبفِوء w256s1f1c2  ْبفِوع 
w256s1f1c2  ْبفِوع w255s1f1c2  ْبفِوء 
w257s1f1c2  ْضَخ w258s1f1c2  ْضَغ 
w258s1f1c2  ْضَغ w257s1f1c2  ْضَخ 
w259s1f1c2  ْداخ w260s1f1c2  ْداغ 
w260s1f1c2  ْداغ w259s1f1c2  ْداخ 
w261s1f1c2  ِْنفَخ w262s1f1c2  ِْنفَغ 
w262s1f1c2  ِْنفَغ w261s1f1c2  ِْنفَخ 
w263s1f1c2  ْسيخ w264s1f1c2  ْسيغ 
w264s1f1c2  ْسيغ w263s1f1c2  ْسيخ 
w265s1f1c2  ُْتنَخ W266s1f1c2  ُْتنَغ 
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W266s1f1c2  ُْتنَغ w265s1f1c2  ُْتنَخ 
w267s1f1c2  ْنوخ w268s1f1c2  ْنوُغ 

w268s1f1c2  ْنوُغ w267s1f1c2  ْنوخ 
w269s1f1c2 نهى w270s1f1c2 نحى 
w270s1f1c2 نحى w269s1f1c2 نهى 
w271s1f1c2  ْفاه w272s1f1c2  ْفاح 
w272s1f1c2  ْفاح w271s1f1c2  ْفاه 
w273s1f1c2  ْشَرِه w274s1f1c2  ْشَرِح 
w274s1f1c2  ْشَرِح w273s1f1c2  ْشَرِه 
w275s1f1c2  ْنبَيه w276s1f1c2  ْنبَيح 
w276s1f1c2  ْنبَيح w275s1f1c2  ْنبَيه 
w277s1f1c2  ْكُرُه w278s1f1c2  ْقرُُح 
w278s1f1c2  ْقرُُح w277s1f1c2  ْكُرُه 
w279s1f1c2 أبَوه w280s1f1c2 أبَوح 
w280s1f1c2 أبَوح w279s1f1c2 أبَوه 

 


