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In addition to the 180 experimental stimuli, 60 well-formed filler sentences were 

also included to obscure my design from the subjects. Each of these filler sentences was 

followed by a True/False comprehension question, the purpose of which was twofold: (1) 

To provide an additional criterion apart from raw EEG quality to determine whether or 

not subjects provided high quality data and should be included in the final analysis; (2) 

To force subjects to actively attend to the stimuli throughout the entire recording session. 

(2) was ensured by dispersing the filler sentences randomly among the experimental 

items so that subjects could not predict when a comprehension question would be 

presented next. These questions were worded as declarative statements to which subjects 

replied either ‘True’ (i.e., ‘Given the previous sentence, this statement is most likely 

true.’) or ‘False’ (i.e., ‘Given the previous sentence, this statement is most likely false.’). 

Because there was often not a single unequivocally correct answer, in order to respond 

appropriately to these comprehension questions, subjects were required to make non-

trivially difficult inferences from the content of the preceding filler sentence in order to 

provide accurate responses (e.g., Sent.: ‘Bill jumped in the lake and made a big splash.’ 

CompQ.: ‘Bill didn’t know how to swim.’ Ans.: ‘False’ – because we can assume that if 

Bill did not know how to swim, he would not have jumped into the lake in the first place). 

 

c. Sentence ending assignment and norming 

Once this cloze condition assignment was complete, each sentence was given a 

semantically anomalous ending in addition to the well-formed control ending that had 

been provided by the workers on Amazon Mechanical Turk. The semantically anomalous 

endings were chosen by recycling well-formed control endings of sentences that had not 
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been selected for this study and arbitrarily attaching them to one of the 180 experimental 

items. I then double-checked each sentence to ensure that none of the pseudo-randomly 

assigned completions actually resulted in a semantically well-formed control sentence; in 

these cases, another word was arbitrarily selected. Next, heeding the findings of previous 

studies that word frequency and length can affect ERP component latency and amplitude 

(Osterhout et al., 1997; Assadollahi & Pulvermüller, 2001; Assadollahi & Pulvermüller, 

2003), the control and semantically anomalous ending pairs were normed for both 

frequency and length. Frequency norming was accomplished by calculating the frequency 

of each completion’s occurrence in the 425 million-word Corpus of Contemporary 

American English (COCA). Because several endings were extremely high frequency (e.g., 

‘her’), natural log transformed frequency measurements were used, which greatly reduce 

the effect of these outlier words during frequency averaging. Frequency information was 

calculated first for the well-formed control completions, as these completions were 

provided by the cloze norming process on Amazon Mechanical Turk described above and 

thus could not be modified. The same process was then undertaken for the semantically 

anomalous completions, and when the resulting mean natural log transformed frequencies 

was not matched across anomaly and control endings within a condition, I selected new 

anomalous endings where necessary to match with the normed well-formed control 

endings. The final frequency information is summarized in Table 2 below. A similar 

norming process was undertaken for mean length (defined as number of characters) of the 

well-formed control and semantically anomalous endings between the three cloze groups. 

Namely, the length of each unalterable control ending was calculated and then averaged 

for each condition, followed by the semantically anomalous endings; where additional 
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tweaking was necessary to match anomaly and control within and across conditions, new 

anomalous endings were chosen to shift the average in the desired direction. 

Cloze 
condition 

Control vs. 
anomaly 

Natural log frequency 
(COCA): mean, range 

Length (no. of characters): 
mean, range 

High Control 10.2781, 7.9848-12.0893 4.550, 4-5 
Anomaly 10.22251, 7.8782-12.5459 4.683, 3-7 

Mid Control 9.9337, 5.7430-12.3000 4.917, 3-8 
Anomaly 9.9692, 7.8555-13.0819 5.083, 3-10 

Low Control 9.8204, 4.3820-13.8271 5.800, 3-13 
Anomaly 9.9230, 7.1678-12.6420 5.717, 3-9 

Table 2. Natural log transformed frequency and length information for the 180 experimental sentence 
completions. 

 

3. Procedure 

a. Experimental procedure 

Subjects sat in a comfortable chair in a silent, soundproof booth with the lights off 

to prevent any sensory distraction from the experimental task. They were positioned 

approximately 100 cm from a screen that displayed experimental stimuli one word at a 

time in rapid visual serial presentation (RSVP), each preceded by a fixation cross which 

lasted for 750 ms. Each word was presented for 200 ms, with a stimulus onset 

asynchrony (SOA) of 450 ms (stimulus presentation: 200 ms; inter-stimulus interval 

(ISI): 250 ms). Instructions were standardized so that each subject would receive the 

same information regarding how to take the experiment. Each subject was then presented 

with the 180 experimental sentences discussed above plus the 60 filler sentences (total = 

240 sentences), broken up into four blocks of 60 sentences each. All subjects saw the 

same 180 experimental sentence contexts, but not all subjects saw the same endings. The 

endings of 30 of the 60 sentences within each of the three cloze groups were well-formed 

(control), while the remaining 30 within each group were semantically anomalous. Thus, 
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each subject saw a total of 90 well-formed and 90 semantically anomalous sentences, 

balanced equally across the cloze conditions. These lists of 240 experimental stimuli and 

filler sentences were initially ordered completely randomly, then after a visual inspection 

of the resulting randomization, any chunks of three or more consecutive stimulus items of 

the same condition were broken up by an arbitrarily selected item from a different 

condition. This effort was taken to prevent subjects from correctly identifying one of the 

experimental manipulations. Following this pseudo-random ordering of the lists of 

stimuli, each list was then counterbalanced by presenting half of the subjects with the 

stimuli in a forward order and half of them in a backwards order to avoid order effects. 

For their behavioral responses to the comprehension questions following filler sentences, 

subjects were given a button box that they held on their laps and were instructed to 

operate with both hands to minimize accidental incorrect button presses. True/False 

behavioral responses were balanced for both right and left hand bias. Because subjects 

were in control (via the button box) of when to proceed onto the next stimulus sentence, 

the experiment was effectively self-paced, which gave subjects the ability to rest their 

eyes between sentences and only continue onto the next item once they were ready. 

 

b. EEG recording 

Continuous EEG was recorded from 64 sintered Ag/Ag-Cl electrodes embedded 

in a plastic cap (NeuroScan Quik-Caps) arranged according to the extended 10-20 system 

(see Figure 1 on the following page). Blinks and vertical eye movements were recorded 

by two electrodes attached above and below the left eye, with horizontal movements 

recorded by electrodes placed at the outer canthi of each eye. EEG was also recorded 
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over the mastoid bones 

behind the left and right 

ears. Impedances were kept 

below 10 k# throughout the 

recording. EEG was 

referenced online to an elec- 

  trode at the vertex of the 

scalp, and later re-

referenced offline to linked mastoid channels. 

EEG was amplified and digitized at 1000 Hz (NeuroScan Systems). Following the 

recording, all offline EEG data was decimated to 200 Hz and subjected to a bandpass 

filter of 0.1-50 Hz. Ocular artifacts were corrected using a subject-specific regression-

based algorithm (Semlitsch et al., 1986). Any remaining voltages in excess of ±100 µV 

were rejected. ERPs were averaged across all subjects in epochs of activity spanning -200 

ms to 1450 ms relative to the antepenultimate word of each sentence6, and -200 ms to 

1000 ms relative to the sentence-final target. 

 

c. Analysis 

ERPs were time-locked to the presentation of individual words within the 

stimulus sentences. ERPs were quantified as mean voltages within three time windows, 
                                                
6 Because this study seeks to directly identify an effect of anticipatory processing located in the 
pre-target region, and because prior literature does not address the issue of where within this 
region such an effect may occur, the relatively long time window (1650 ms total) was selected for 
epoching. One hypothesized shape for this yet unidentified pre-target effect is drift occurring over 
several words, and thus this time window (which encompasses the presentation and immediately 
subsequent neural activity of the antepenultimate word, the penultimate word and the sentence-
final target at a single glance) was deemed most appropriate to view such a multiword effect. 

 

Figure 1. Electrode  sites  comprising  the  two  ROIs  (see Footnote 7  
for a definition of ROIs) used for the calculation of ERPs. 
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taken from (1) 140-340 ms after the presentation of the antepenultimate word of the 

sentence (hereafter referred to as Target–2, or ‘target minus two’), (2) 190-290 after the 

presentation of the penultimate word of the sentence (hereafter referred to as Target–1, or 

‘target minus one’), and (3) 300-500 ms after the presentation of the sentence-final target 

(hypothesized N400 effect). Lacking any previous studies with similar goals to use as a 

guide for what to expect, the first two time windows (140-340 ms after Target–2 and 190-

290 ms after Target–1) were selected on the basis of a visual inspection which consisted 

of viewing grand averaged data at each electrode individually and attempting to identify 

where in time the largest, most robust, and most widely-distributed cloze probability-

dependent pre-target effect(s) appeared to be located. Upon this identification, the 

durations of the Target–2 and Target–1 time windows were selected to be the specific 

slice of time where the effect seemed clearest between the cloze conditions. Although the 

latency of the post-Target–1 time window is slightly later (+50 ms) than the post-Target–

2 window, I assume that the same component is being measured in both cases, as 

previous studies have shown that the latency of a single component can vary greatly both 

between and within subjects (Luck, 2005). Thus, the 50 ms discrepancy in the latency of 

these two time windows is not a source of great theoretical concern. In contrast, the 

hypothesized N400 time window (300-500 ms after the target) was chosen on the basis of 

prior N400 research (Deacon, et al., 1995; Kim & Lai, In Press; Kutas & Hillyard, 1980). 

Mean voltages within the three time windows were measured from centro-parietal 

channels collapsed into two separate regions of interest (ROIs)7. The ROI used for the 

                                                
7 In neuroimaging studies, an ROI is an area of the brain where “the effects of interest [are] 
present” (Luck, 2005). Because of the ever-present need in ERP research to average across large 
amounts of EEG data, ROIs are calculated by averaging the mean activity of several electrodes 
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measurements of the two pre-target time windows was comprised of the electrode sites 

C1, CZ, C2, CP1, CPZ, and CP2, while the ROI used for measuring the post-target N400 

time window was comprised of electrode sites CZ, CP1, CPZ, CP2, and PZ, as is typical 

in the literature for N400 analysis; Figure 1 on page 20 shows these specific electrodes. 

Subjects who provided behavioral data (i.e., responses to the True/False 

comprehension questions that followed all filler sentences) with a mean accuracy of 

below 80% were removed from this study. The rationale for this relatively low level of 

criterion (many studies set criterion at or above 90%) was that the comprehension 

questions were purposefully designed to be somewhat difficult, and it was therefore 

expected that throughout the entire 1.5-2 hour recording session, subjects would 

inevitably respond incorrectly to several items, even if by accident. 

 

 

III. Results 

1. Behavioral data 

The average accuracy of the responses to comprehension questions following 

filler sentences was 92.39% with a range of 83.33-98.33%; thus the data of all 17 subjects 

was included in the analyses of Section II.3.c. All but three subjects performed with mean 

accuracies at or above 90%. No subject performed at 100%, but again this was to be 

expected due to the difficulty of some of the comprehension questions involved. 

 

 

                                                                                                                                            
within a particular region to arrive at a single central tendency that characterizes the activity of 
that entire region within a certain span of time. 
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2. ERP data 

a. Post-target N400 data 

Analyses were repeated measures analyses of variance (ANOVA) with the factors 

condition (high cloze, mid cloze, and low cloze) and the difference between semantic 

anomaly and well-formed control (baseline). Following a 2 (anomalous vs. control) x 3 

(high cloze, mid cloze, low cloze) ANOVA of ERP data in the post-target N400 region 

(i.e., 300-500 ms following the presentation of the sentence-final target), a significant 

main effect of cloze probability was observed [F(2, 32) = 8.6, p < 0.05]. There was also a 

main effect of semantic anomaly [F(1, 16) = 34.636, p < 0.05], revealing the N400 

amplitudes to be significantly different between anomaly and control within each 

condition,  as  hypothesized (see  

Figures  2-5).  However, no  

significant  interaction was 

observed between the cloze 

conditions and the presence or absence of semantic anomaly [F(2,  32)   =   1.0467,   p   = 

0.3628]. In response to this lack of significant cloze-by-anomaly interaction, paired t-tests 

were conducted to see if the voltage differed significantly between anomaly and control 

across any two of the cloze conditions. Surprisingly, no significant differences were 

found between of any of the conditions. The results are summarized in Table 3 above. 

Two more important observations can be made regarding this time window. First, 

the differences in N400 amplitude between anomaly and control elicited across the cloze 

conditions were correlated with cloze probability. The high cloze condition produced the 

largest N400, followed by the mid and then the low cloze conditions (see Figures 2-5 

Conditions compared t df p 
High-Mid -1.1404 16 0.2709 
High-Low -1.2998 16 0.2121 
Mid-Low -0.2835 16 0.7804 

Table 3. Paired t-test results for the N400 time window. 
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below and on the following page). Consequently it can be said in accordance with 

Hypothesis 1 that N400 effect size is positively correlated with cloze probability. Second, 

a visual inspection of the data reveals that the peak amplitude of the N400 effect of 

semantic anomaly appears to remain fairly stable across all cloze conditions, while the 

amplitude of the well-formed control (baseline) appears to decrease with constraint (see 

Figures 2-4 for a comparison of the electrode CPZ across the conditions – CPZ will be 

used as the representative electrode throughout due to its central position in both ROIs, 

however the patterns observed there are similar at all electrodes that constitute the ROIs). 

These differences are not significant, but the apparent visual trend is curious and merits 

further discussion (see Section IV.3). 

 
Figure 2. Comparison of the high anomaly vs. high control conditions for the post-target N400 time 
window. 

 

 
Figure 3. Comparison of the mid anomaly vs. mid control conditions for the post-target N400 time window. 
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Figure 4. Comparison of the low anomaly vs. low control conditions for the post-target N400 time window.  
 

Figure 5. Mean voltages of semantic anomaly vs. control within the cloze conditions, and the differences 
between them. 

 

b. Target–2 

One large positive-going wave was observed following both Target–2 and 

Target–1 at the time windows specified in Section II.2.c. First, a repeated measures 

ANOVA of this component (collapsed across the anomalous and control conditions in 

order to increase power, as the anomalous/well-formed distinction only applied after the 

target had been presented) following the presentation of Target–2 (140-340 ms) revealed 

no significant main effect of cloze probability [F(2, 32) = 1.272, p = 0.2941]. As with the  

 post-target N400 data just described, following this lack of statistical significance, paired 

t-tests  were conducted to investigate  the statistical  relationship  between  the mean  vol- 
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tage of each condition 

individually (again, collapsed 

across anomaly and control 

conditions). Again, none of these means were found to be significantly different, though 

the difference between the mid and low conditions is quite close for what it is worth. The 

results are summarized in Table 4 above. See Figures 6 and 7 below for a comparative 

graph of the means of each condition and a snapshot of the pre-target EEG, respectively. 

 
Figure 6. Mean voltage of cloze conditions within time window following Target–2 (140-340 ms). 

 

 
Figure 7. Pre-target EEG9 (see Footnote 9 for details on the proper interpretation of this graph of EEG). 

                                                
8 The symbol † here denotes a finding with marginal statistical significance (i.e., 0.05 > p < 0.1). 
 
9 This snapshot of EEG activity is taken -200 ms to 1450 ms relative to the presentation Target–2. 
Thus, in addition to Target–2, the presentations of both Target–1 and the sentence-final target are 
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Conditions compared t df p 
High-Mid -0.833 16 0.4171 
High-Low 0.6263 16 0.54 
Mid-Low† -1.9828 16 0.06483 

Table 4. Paired t-test results for the Target–2 time window8. 
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c. Target–1 

 A repeated measures 

ANOVA (again, collapsed 

across semantic anomaly and 

well-formed control) was 

also conducted for this 

same component following 

the presentation of Target–

1 (190-290 ms). Unlike the 

previous time window, a 

significant main effect of 

cloze probability was 

observed [F(2, 32) = 

3.9967, p < 0.05]. More-

over, paired t-tests of the 

mean voltages of each 

condition revealed that the 

difference between the high and low cloze conditions was significant and that the 

difference between the high and mid cloze conditions was nearly significant, however no 

significance was found between the mid and low conditions. This informa-tion is 

summarized in Table 5 above. Figure 8 above represents the scalp distribution of the 

                                                                                                                                            
also captured in this snapshot along with all the electrophysiological activity in between. The red 
crosshairs on the x-axis represent the points of presentation of Target–2 (0 ms), Target–1 (450 
ms), and the target (900 ms), with a 450 ms SOA separating each. 

Conditions compared t df p 
High-Mid† -1.8785 16 0.07886 
High-Low* -02.2168 16 0.04147 
Mid-Low -1.4427 16 0.1684 

Table 5: Paired t-test results for the Target–1 time window 

Figure 8. The scalp distribution of t-scores between the high and low 
cloze conditions plotted over time (A = 200-210 ms; B = 210-220 ms; 
C = 220-230 ms; D = 230-240 ms). The 200-240 ms range following 
the presentation of Target–1 was characterized by the greatest 
difference between the high and low conditions. Note that this 
difference is primarily localized within the pre-selected ROI (Figure 1). 
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significant difference over time between the 

high and low conditions (the only two 

conditions found to be statistically different 

enough to be worth visualizing) during the 

peak of the anticipatory component. 

 Note importantly the relative order of 

the means between the conditions (see Figures 

9 and 10). Crucially, following the 

presentation of Target–1, the voltage of each 

condition within our time window appears to 

be ordered with respect to cloze probability – 

high cloze being the most negative, low cloze 

being the most positive, and mid cloze being 

between the two. To put it differently, the high 

cloze  condition yielded  the lowest  amplitude  

 

 
Figure 10. Mean voltage of cloze conditions within time window following Target–1 (190-290 ms). 
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Figure 9. The scalp distribution of the 
correlation between post-Target–1 pre-target 
ERP effect size and cloze probability. After 
taking the mean voltage of each electrode within 
the 190-290 ms time window, the values of the 
three cloze conditions were input into a line 
graph at each electrode site. The slope of this 
line was then multiplied by r2 to yield a 
measurement of the linear increase of the line 
with cloze condition. Though this topomap does 
not relate any information about statistical 
significance, regions closest to ±1 thus 
represent the most significant ordering of effect 
size with respect to cloze probability. 
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ERP (as defined both by the absolute value of the peak and also the mean voltage of the 

wave throughout the 190-290 ms time window) following Target–1, while the low cloze 

condition yielded the highest amplitude ERP. Thus, within this time window, the effect 

size is inversely correlated with cloze probability. The paired t-tests reported in Table 5 

confirm that of these three conditions, the difference between high and low is statistically 

significant, and the difference between high and mid is marginally significant. These 

mean voltage differences are thus likely a result of the manipulation of context constraint. 

 

 

IV. Discussion 

1. Direct pre-target evidence of anticipatory processing 

a. Anticipatory activation and rapid semantic access 

By manipulating context constraint, this study tested whether or not evidence of 

anticipatory processing could be directly observed in the pre-target region of EEG. The 

results suggest that context constraint does in fact affect pre-target processing, and does 

so by roughly 200 ms following the word immediately before the predicted element in a 

sentence. This finding is significant for two reasons: (1) As far as I am aware, no study 

has been previously conducted with the goal of identifying pre-target components 

directly (see Section I.5); (2) This provides evidence for early semantic access around 

roughly 200 ms post-stimulus onset, supporting the findings of some of the studies 

discussed in Sections I.1 and I.3. 

Regarding (1), the anticipatory activation of element x in a discourse necessarily 

entails activating this entity prior to its actual utterance by the speaker, and consequently 
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the main processing effects of this prediction will occur prior to actually encountering the 

entity. As a result, in addition to the many extant studies that exclusively observe post-

target ERP components to infer characteristics of pre-target neural activity, this study’s 

primary focus on directly investigating the pre-target region allows it to make an 

important and original contribution towards understanding the precise mechanism behind 

the anticipatory processing of language; this in and of itself represents a significant first 

step in the direction classifying pre-target components that directly index aspects of 

predictive behavior important for language comprehension. While the design of this study 

has not revealed much in terms of the specific functional characteristics of the pre-target 

component identified here, it is important enough to show decisively that context 

constraint can influence the processing of elements downstream in the discourse, 

demonstrating that prediction on the basis of context constraint does indeed occur. This 

could segue directly into future research investigating this topic, as discussed more 

concretely in Section VI below. 

Regarding reason (2) above, the findings of this study can be added to those 

introduced in Section I.3 which suggest that semantic processing may in fact be more 

rapid than previously thought to be the case. Specifically, at roughly 200 ms prior to 

encountering an item strongly predicted by a highly constraining context, semantic 

elements of this item may be anticipatorily activated, facilitating rapid integration into the 

discourse once this item is actually encountered. It is mechanisms such as this that may 

be the real reason behind why language processing, considering the tremendous 

computational complexity involved, is so rapid. 
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b. Temporal localization of the pre-target effect 

The pre-target effect observed between the conditions was highly temporally 

localized. That is to say, in the entire pre-target region investigated here (i.e., Target–2 

and Target–1), statistically significant differences between the cloze conditions were only 

observed to occur approximately 200 ms after the onset of Target–1, and this significance 

was lost again by about 300 ms. One may be tempted to ask in response to this 

distribution, if anticipatory activation supposedly represents the build up of linguistic 

constraint for a particular item, why is the distribution of this effect not more durable or 

widespread in time? Put differently, why do my data suggest that the context-dependent 

predictive mechanism seems active for only a 100 ms time window following the 

presentation of Target–1? Does it not seem more realistic to suppose that the resting 

activation level of a predicted item would remain elevated (and possibly even increase) 

from the beginning of the anticipatory processing period until the item is actually 

encountered, rather than dropping back to normal again after only 100 ms as these data 

seem to suggest? In fact, my original thinking was that the effect of increasingly 

constrained linguistic prediction would manifest itself in EEG in the form of cloze-

correlated drift occurring throughout the presentation of multiple words. This is not what 

the data appear to show, and consequently the narrowly distributed temporal localization 

of the pre-target effect that actually was observed begs an explanation. 

My account for this curious distribution relies on a feature of my experimental 

design, namely, the rapid SOA (i.e., presentation rate) of stimulus items. Each word in 

my stimulus sentences was on the screen for 200 ms with a 250 ms ISI (i.e., blank 

between words). This means that 450 ms after the presentation of one word, the following 
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word was displayed. As a result, post-stimulus onset activity that is approaching the 450 

ms mark will be interrupted by the presentation of the subsequent word (or perhaps even 

by the anticipation that a word will be displayed, after subjects have become habituated 

to the presentation rate10). This could account, for example, for the discrepancy in the 

ordering of cloze conditions in the N400 region (300-500 ms) following Target–1 and 

that of the sentence-final target (see Figure 7 on page 26); namely, the post-target N400 

region is characterized by a ranking of the voltages of each condition according to cloze 

probability (inversely mirroring the 190-290 ms window of Target–1), while the 

corresponding N400 region following Target–1 does not demonstrate any such ordering. 

It may have been the case that this orderly, cloze-determined pattern of activation after 

the target did in fact also characterize the post-Target–1 activity as well, but that after 

Target–1 this pattern was interrupted by the presentation (or rather the anticipation) of the 

target, and the otherwise clear anticipatory effect following Target–1 would have thus 

been muddied by the early prediction and subsequent sensory processing of the target. 

This would explain in Figure 7 why the context-constrained anticipatory effect appears 

localized to the 190-290 ms time window following Target–1. This concern could 

presumably be addressed by a future study that mimicked the one reported here but with 

a slower rate of presentation. This topic is explored further in Section VI. 

 

                                                
10  The possibility that a subject’s anticipation of an upcoming stimulus after becoming 
accustomed to the rate of presentation is an interesting thought. Moreover, it could have 
significant implications for the study of early components and predictive processing in that it may 
be difficult in the case of studies with regular (i.e., non-random) SOAs to tease apart EEG activity 
resulting from this anticipation and from activity resulting from the experimental manipulation. 
No studies were found that addressed this topic however, so currently the role of SOA habituation 
appears to be an open question and must be kept in mind when considering any interpretation of 
the components of anticipatory processing. 
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c. Post-Target–2 activity 

Thus far all of the discussion in this section has dealt with the cloze-dependent 

EEG activity found to occur after Target–1. However, I have not yet addressed the issue 

regarding Target–2. The same component was observed to occur after both pre-target 

words, however the differences between the conditions were only statistically significant 

following Target–1. The question remains then, why was the same pattern of activation 

not found following Target–2? Part of this issue was implicitly addressed in Section 

IV.1.b above regarding the lack of a drift-like effect, namely that part of the explanation 

may lie in the rapid SOA of my experimental design. This does not fully explain the lack 

of significance still more than 200 ms in advance of Target–1 however, the time period 

around which the post-Target–1 activity is in fact significantly different between the 

conditions. Perhaps a more satisfying explanation may be that the anticipatory activation 

of a specific item or set of items in context may become maximal immediately before this 

item is predicted by the language processor to occur. It is at this point in an utterance 

when the semantic constraints not only call most strongly for the predicted item to occur, 

but may also maximally converge to this effect with the syntactic (McRae et al., 1998) 

and prosodic expectations (Grosjean & Hirt, 1996) as well, perhaps in addition to other 

sources of information not yet well understood. This integration of multiple sources of 

constraint immediately before the target word would account for why the effect is much 

more clearly manifested after Target–1 than Target–2. Moreover, this observation 

regarding the immediately pre-target integration of several kinds of predictive 

information may have considerable implications for the functional significance of this 
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component, however a detailed discussion of this possibility is beyond the scope of this 

study. 

 

2. Directionality of the effect 

a. Ordering of cloze conditions in the pre-target region 

In addition to the statistically significant difference between the mean voltages of 

the high and low cloze conditions within the effect following Target–1, it was also 

observed that these conditions were ordered with respect to cloze probability. Specifically, 

the high cloze condition yielded the lowest amplitude, followed by the mid and then the 

low cloze conditions. This numerical trend is quite significant for the interpretation of my 

results, in that it demonstrates that increasing levels of contextual constraint lead to lower 

levels of activation in the pre-target region (that is, that contextual constraint and 

anticipatory activation are inversely related). This finding accords with my hypotheses.  

Increased amplitudes of an ERP component are commonly taken in the cognitive 

neuroscience literature to signify increased levels of activation, whether this activation 

represents either feature detection or difficulty of processing11. Applying these insights to 

the findings of this study, because low cloze sentences were characterized by higher 

amplitudes of the anticipatory component in the pre-target region, it can thus be argued 

                                                
11 ‘Feature detection’ here refers to any neurocognitive system that activates in response to 
detecting certain preferred features of a stimulus. The amplitude of an ERP component that 
exemplifies feature detection logic will increase in the presence of one of these preferred features, 
and decrease in its absence. For example, the electrophysiological response to facial recognition 
is characterized by feature detection logic, because recognized faces beget strong levels of 
activation (Bentin et al., 1996). ‘Difficulty of processing’ logic is the reverse of this, namely, a 
pattern of electrical activation in the brain whereby increased amplitudes correspond to the 
difficulty of processing certain information. To put it trivially, feature detection systems respond 
more strongly to what they ‘like’ to see, while difficulty of processing systems respond more 
strongly to what they ‘don’t like’ to see. In either case, higher ERP amplitudes are interpreted as 
higher levels of activation of these systems. 



 

 35 

that weakly constraining sentential contexts require the listener to hold a larger number of 

possible completions active in the brain until the appropriate completion is actually 

encountered. Another  way  of stating this  interpretation is  that as the set of semantically 

appropriate completions decreases in size with increasing contextual constraint (i.e., as 

anticipatory activation becomes more specific), the total amount of neural network 

activation should also decrease as irrelevant nodes are sequentially pruned from the 

network (see Figure 11 above for a graphical representation of this process). This would 

High constraint context 
 

 

 
Low constraint context 

 

 

Figure 11. Graphical representation of semantic activation decreasing as pre-sentential context strength 
increases. As context strength increases, irrelevant items are sequentially deactivated (or become less 
active). This is contrasted with low constraint environments such as open-ended sentences, which result in 
greater net activation as a larger set of items remains relevant to the task. ERP amplitude is assumed here 
to be positively correlated with net activation, thus low constraint environments yield higher amplitudes. 
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result in an overall lower level of activation for highly constraining contexts, which 

ultimately manifests itself in lower ERP amplitude. This is precisely what has been 

observed in the data reported here. 

 

b. Relationship between N400 size and the pre-target effect 

It was stated above several times that across the cloze conditions, the relationship 

between the amplitude of the pre-target anticipatory effect following Target–1 was 

observed to be inversely related to the size of the corresponding post-target N400 effect. 

This inverse relationship is in line with Hypothesis 2 as introduced in Section I.5.c. This 

is an interesting observation, but is not of much utility by itself. What it implies however 

is that, given a sufficiently specific model of the mechanisms behind anticipatory 

activation, and given a measurable N400 effect (i.e., the difference between a baseline 

and a semantically anomalous condition), one should be able to predict from the 

amplitude of the N400 effect alone the level of constraint that had characterized the 

preceding context. The converse should also be possible, in that given the cloze 

probability of a particular item within a sentence, one should be able to predict the size of 

the N400 effect that will result when the expectation of this item is violated. This 

relationship has potentially serious implications for the functional significance of the 

N400 effect, as discussed in the following section. 

 

3. Reinterpretation of the N400 effect 

When comparing N400 amplitude across both cloze and anomalous/control 

conditions, N400 amplitude for semantic anomaly appears following a visual inspection 
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to remain roughly constant between all three cloze conditions, while the amplitude of the 

well-formed control baseline varies markedly (see Figures 2-4). In fact, well-formed 

control amplitude increases as the semantic constraint of the pre-sentential context 

decreases, with the high cloze condition yielding the lowest amplitude, followed by the 

mid and then the low cloze conditions. Admittedly, no statistically significant interaction 

effects were observed between cloze condition and anomaly type, however the fact that 

the trend visually appears quite clearly to be maintained throughout all three conditions 

(that is, baseline N400 amplitude: high < mid < low) is curious, and begs the question of 

whether the lack of significance may be due to a flaw in the design of the experiment, or 

simply due to low amounts of data. These possibilities and others are discussed in Section 

V.1 below. Nevertheless, if this trend can be replicated with higher numbers of 

participants it may have considerable implications for the functional interpretation of the 

N400, and thus it will be preemptively included in the discussion here. 

The N400 effect has traditionally been thought to index the integration of – or 

perhaps more accurately, the difficulty of integrating – new semantic information with 

the preceding context (Kutas & Federmeier, 2011). This view of the component has been 

reached by a wealth of studies for which semantically anomalous stimuli resulted in 

elevated N400 amplitudes relative to the baseline. Because anomalous items yielded 

relatively higher N400s, this pattern of activation was seen as suggesting that N400 size 

indexes the amount of difficulty for the language processor of integrating semantic 

information, with higher amplitudes reflecting greater processing difficulty. 

Consequently this understanding of the N400 effect has become the orthodoxy among 

contemporary cognitive neuroscientists. 
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However, the pattern of data reported here suggests a different interpretation of 

this effect. The fact that the level of the brain’s response (i.e., N400 amplitude) to the 

presence of semantic anomaly does not seem to index the level of pre-sentential 

constraint or the subsequent degree of violation does not support the orthodox view of the 

N400. Rather, the fact that the baseline alone is what varied in response to changes in 

cloze probability suggests instead that the N400 effect may reflect not semantic 

integration or anomaly, but context strength, that is, the level of semantic constraint 

experienced by the language processor. This gets back to the point made in Section 

IV.2.b regarding the mutual predictability of cloze probability and N400 amplitude that is 

suggested by these data. Because one can approximately predict the N400 amplitude 

following well-formed utterances based on cloze probability, and conversely because one 

cannot predict N400 amplitude following semantically anomalous utterances, this implies 

that the N400 may more directly reflect the level of context constraint during normal (i.e., 

non-anomalous) language use than semantic processing difficulty. 

 

 

V. Drawbacks and limitations 

1. Low number of subjects 

This simple experiment has provided a handful of suggestive insights into the 

nature of anticipatory language processing and the physiology of the N400 effect. 

However, like many studies, it also suffers from a number of drawbacks which merit 

candid discussion here. First, the number of subjects recruited for this study was 

unfortunately low. Although statistically significant results were found, 17 subjects is 
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quite a low number for an ERP experiment, as larger numbers of subjects are generally 

required in order for findings to be confidently generalizable over large populations. 

Moreover, some of the results that are approaching significance (e.g., the differences 

between the high and mid conditions and the mid and low conditions during the time 

window following Target–1) may have achieved it if the number of participants had been 

greater. 

 

2. Insufficient control of Target–2 and Target–1 

A second problem with the study is in the experimental design, namely, that the 

words in positions Target–2 and Target–1 were not controlled across sentences for 

variables known to affect online processing; such variables include grammatical class 

such as the noun/verb distinction (Federmeier et al., 2000; Hasting et al., 2008; Koenig & 

Lehmann, 1996) or the open/closed class distinction (Dikker et al., 2009; Dikker et al., 

2010; Neville et al., 1992; Pulvermüller et al., 1994), semantic category such as 

animate/inanimate (Paczynski & Kuperberg, 2001; Phillipp et al., 2008; Szewczyk & 

Schriefers, 2011), as well as word length and frequency (Assadollahi & Pulvermüller, 

1992; Osterhout et al., 1997). This is why cognitive neuroscientists and psycholinguists 

go to great lengths to rigorously control their stimuli prior to running an experiment. It is 

hoped that any potentially confounding effects of the linguistic inconsistency of the 

words in the Target–2 and Target–1 positions have been effectively washed out by the 

sheer variety of these words, and that what might otherwise be considered a confounding 

influence could be considered simply noise. However I cannot be certain of this 

assumption until further scientific investigation is conducted into the issue. This is 
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admittedly therefore a potentially significant flaw in my experimental design, however it 

could not be avoided here because, due to the time constraints of putting together this 

study, the stimuli sentences were largely borrowed from other studies (Bloom & Fischler, 

1980; Hamberger et al., 1996; Block & Baldwin, 2010; Kim & Lai, In Press) which did 

not share the same experimental objectives. 

 

3. Mean length between cloze conditions 

A third potential drawback, intimately related in origin to the design flaw just 

described, is that the majority of the prefabricated stimulus sentence contexts may not 

have been sufficiently controlled for length between the cloze conditions. Table 1 

summarizes the length means and ranges for each condition; high cloze sentences are on 

average the longest, with low cloze sentences being on average the shortest. Some 

readers of this report may be tempted to object in response that context constraint tends to 

increase with the length of a sentence. This particular argument should not be of major 

significance to my study, because although sentences in the high cloze condition are on 

average longer than those in the low cloze condition, this trend corresponds with the 

cloze conditions, and thus should not confound the conclusions drawn here. However, 

there may be other problems for my study associated with improperly controlled sentence 

length that are currently unclear, and this possibility must be kept in mind when 

pondering the results of this experiment.  
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4. Underspecification of findings 

Finally, while not a drawback per se, this study is limited in terms of the specific 

conclusions it is able to draw regarding the precise nature of the anticipatory processing 

mechanism or of the information that is actually being anticipatorily activated during 

online language comprehension. That the pre-target cloze-dependent component 

tentatively identified may be involved in the integration of multiple sources of prediction 

(as discussed in Section IV.1.c) is a fascinating possibility, however this study alone is 

insufficient to make this determination. Because the issue addressed by this study appears 

to be truly unprecedented in the literature, I began with essentially the most basic 

question: Can we identify any direct evidence of anticipatory processing in the pre-target 

region, rather than relying exclusively on post-target activity? The answer to this question 

now appears to be a tentative yes, however at the moment the issue is inchoate and 

underspecified, and it will be up to future research to apply the findings reported here to 

ask narrower and more informative questions. 

 

 

VI. Directions for future research 

In response to both the findings and the limitations of the experiment reported in 

this paper, two directions for future research which build off of this study are readily 

apparent. First, an experiment could be conducted which tries to replicate these same 

findings but with a slower presentation rate, as suggested in Section IV.1.b. This design 

would help uncover more completely the physical form of the pre-target anticipatory 

effect reported here, and specifically it would address the question discussed in several 
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places above as to whether this effect truly is as temporally localized as these data 

suggest (i.e., 190-290 ms after the pre-target word only) or if it may actually be more 

appropriately characterized as drift over a longer period of time as was hypothesized. In 

this case, presumably the entire design of this study can be borrowed and recycled with a 

longer SOA, however one may wish to seriously consider the second and third drawbacks 

of my design discussed previously in Section V. 

Second, because this study suggests that anticipatory activation can be directly 

observed in the pre-target EEG but is too premature to tell us anything about the actual 

details of this mechanism, a series of experiments needs to be designed to help uncover 

the specific details of this predictive mechanism. This could be done by rigorously 

controlling stimuli along various dimensions to determine more precisely which semantic 

features (or other kinds of features for that matter) are anticipatorily activated and in what 

time course. This would help us learn, for instance, whether there was only one 

anticipatory processing mechanism or several that operate along different linguistic 

dimensions (e.g., the pre-activation of syntactic vs. semantic vs. phonological structures), 

or to what degree predictive information about an item was integrated prior to actually 

encountering that item rather than after its presentation as has traditionally been the 

object of study. It would also be interesting to launch an investigation into the types of 

information structures that facilitate the performance of this anticipatory processor. That 

is to say, what features of language maximally facilitate or disrupt the normal functioning 

of this anticipatory processor, and what does this tell us about the way language is 

processed more generally? 
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VII. Conclusion 

This study manipulated context constraint in order to uncover direct evidence of 

anticipatory processing in the pre-target EEG. Both hypotheses introduced in Section 

1.5.c were confirmed by the data, namely (1) that N400 amplitude is directly proportional 

to context strength, and (2) that the amplitude of the pre-target ERP effect of anticipatory 

processing is inversely proportional the amplitude of the post-target N400. Beyond this, a 

number of other findings were discussed which are of significance to the study of 

anticipatory processing and to the interpretation of the N400 effect. Drawbacks of this 

study were also touched upon, as well as ways in which future research can build off of 

the results reported here. 

I feel that the outcome of this experiment, while admittedly tentative and 

underspecified at present, contributes by pointing in useful directions for a heightened 

understanding of the ways in which linguistic structures are anticipatorily activated 

during online sentence comprehension. In particular, these results have begun the 

identification of roughly what the pre-target ERP components of anticipatory activation 

look like, where in the pre-target EEG researchers should concentrate their investigations 

to find the clearest components, and what the directionality of these components may 

imply (i.e., that more prediction leads to lower levels of pre-target activation). 

The methodology of this experiment is unprecedented in that it appears to be the 

first to directly investigate the pre-target EEG directly for evidence of anticipatory 

processing, however such a focus is absolutely necessary in order to fully characterize the 

nature of the anticipatory processing mechanism. My findings alone are insufficient for a 

full characterization, however when applied in tandem with the many other studies that 
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have asked similar questions by utilizing only post-target neural activity, I feel that a 

more productive dialogue can begin to occur between these distinct yet mutually 

informative methodologies. 
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Appendix: Experimental stimuli and filler sentences 
 
 

 
High Cloze 

 
Context Control Anomaly Cloze 

1 His breakfast came with eggs and three strips 
of bacon states 1.000 

2 The vampire tried to bite the girl's neck to suck 
her blood law 1.000 

3 The librarian searched the shelf for the book barrel 1.000 

4 The patient was unconscious for too long and 
might have damage to his brain home 1.000 

5 After the prisoner ate lunch he was led back to 
his cell air 1.000 

6 At the end of dinner the customer paid the bill 
by writing a check car 1.000 

7 The third grade teacher Mrs. Smith has twenty 
students in her class gift 1.000 

8 
The student wondered what time it was and 
looked to the back of the classroom to glance at 
the 

clock moves 1.000 

9 Half-&-half is a mixture of milk and cream hotels 1.000 
10 On his head the king wore a crown bottle 1.000 
11 Many cancer researchers are trying to find the cure hat 1.000 

12 After gathering his courage he asked the girl 
out on a date trout 1.000 

13 In his speech Martin Luther King said he had a dream market 1.000 

14 The boy scouts forgot to bring matches so they 
rubbed sticks together to start a fire nurse 1.000 

15 Apples and oranges are two different kinds of fruit news 1.000 
16 His cute niece said goodbye with a wave of her hand pillow 1.000 

17 Using a stethoscope the doctor can hear the 
beating of his heart sink 1.000 

18 The cowboy put a saddle on the horse percent 1.000 
19 He can't bend his leg because he injured his knee kind 1.000 

20 Nine months into the pregnancy the mother 
went into labor man 1.000 

21 When the man walked into the dark room he 
turned on the light disease 1.000 

22 In order to buy the car he went to the bank to 
get a loan class 1.000 

23 At first sight he fell in love olive 1.000 

24 To catch up on the day's events Mary's parents 
watched the news gods 1.000 
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25 During the removal of the wisdom tooth the 
dentist gave him a shot to ease the pain book 1.000 

26 He wrote down his thoughts on a piece of paper trouble 1.000 
27 His mom told him to eat all the food on his plate ceiling 1.000 

28 The shop needed to sell the item so they 
reduced the price ropes 1.000 

29 He proposed marriage with the diamond 
engagement ring face 1.000 

30 Racists judge people by the color of their skin oil 1.000 
31 After the blizzard all the cars were buried in snow meat 1.000 

32 The main course comes with either a salad or a 
bowl of  soup trash 1.000 

33 At the end of the play the actors all came back 
on stage prison 1.000 

34 After the other boy told his account of what 
happened they let her tell her side of the story tub 1.000 

35 She sipped the iced tea through a straw test 1.000 

36 After visiting the dentist he promised to always 
brush his teeth songs 1.000 

37 While visiting the college the students and 
parents were taken on a tour seat 1.000 

38 When John's parents thought he was lying they 
asked him to tell the truth bar 1.000 

39 He opened an unknown application that 
infected his computer with a virus cloud 1.000 

40 Before going into the bathtub she tested the 
temperature by dipping her toes into the water murder 1.000 

41 The guy had a weird look on his face ink 0.981 

42 The teenager's parents were not around last 
weekend so he threw a party line 0.981 

43 The kid built a sand castle on the beach money 0.980 

44 The prosecutor provided evidence that 
convinced the jury beyond the shadow of a doubt head 0.980 

45 By crossing the finish line the car driver 
finished the race charge 0.979 

46 The outfielder dove and caught the ball car 0.977 
47 As to where he left his keys he hasn't got a clue bush 0.977 
48 The janitor whistled while he mopped the floor wall 0.977 
49 The mother bird laid eggs in the nest shelf 0.977 

50 The old porch looked completely new with a 
fresh coat of paint pork 0.977 

51 He didn't have time for an entire meal so he 
had crackers and cheese for a snack port 0.977 

52 The backpacker finally found a camp site and 
set up the tent search 0.977 
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53 At the wedding reception the best man raised 
his glass for a toast screen 0.977 

54 After the funeral they laid him to rest plane 0.977 

55 He grew up in the country but would like to 
live in the city card 0.976 

56 The basketball players were told not to stay up 
late the night before the game step 0.976 

57 After hearing the ridiculous question Janet 
smiled and shook her head plane 0.976 

58 She gambled online and lost a lot of money glasses 0.976 
59 The crying baby kept her parents up all night mouse 0.976 
60 She hung the picture on the wall risk 0.976 
     
     
     

 
Mid Cloze 

 
Context Control Anomaly Cloze 

61 Forks and knives are kinds of utensils days 0.625 
62 The doctor solemnly told Joshua that he had cancer laundry 0.625 
63 Cakes are the most delicious kind of dessert skill 0.625 
64 Jack stealthily snuck out of the room without a sound duty 0.610 
65 The boy and his girlfriend went on a date to a movie printer 0.600 
66 He was way off of the main road golf 0.600 

67 The fish jumped right out of the water and into 
my boat work 0.600 

68 A large stone blocked the entrance to the cave idea 0.600 
69 After seeing the movie she felt sad federal 0.600 
70 The doorman hailed Mrs. Jones a cab court 0.600 
71 There were only three days until his birthday phone 0.600 

72 People at the next table came over and asked if 
someone was sitting in that chair cancer 0.579 

73 He wondered whether it was coincidence or fate dessert 0.567 
74 Of all her favorite people Betsy liked Andy the best sound 0.567 
75 The swimmer dove into the pool mustard 0.567 

76 The sweater was not worn much because it 
collected lint pizza 0.567 

77 The crazy girl destroyed her boyfriend's car marathon 0.567 

78 The snowboarder jumped from the helicopter 
and began his descent cheese 0.550 

79 The sandwich wasn't very good without a slice 
of cheese gum 0.550 

80 He put his feet up on the table script 0.550 
81 The child went even higher on the swing towel 0.550 
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82 By betting all her money on the new company 
she took a risk fury 0.547 

83 He bought a new car and took the family for a ride plan 0.542 
84 The couple was seated at the table by the window dirt 0.533 
85 The hungry owl searched the field for its prey lamp 0.533 
86 She did not have the right key for the door mouth 0.533 
87 The boy asked his teacher for extra credit glass 0.533 
88 Software is rigorously tested before it is released eaten 0.533 
89 She took a picture with her camera guard 0.533 
90 The recipe calls for two tablespoons of sugar sand 0.525 
91 Eating lots of ice cream gave me a headache store 0.525 
92 Cleopatra was a beautiful woman porch 0.525 
93 Jumping rope can be a fun activity bread 0.525 

94 
The cruiseship didn't foresee the change of 
weather near the tropical island and was hit by 
a 

storm child 0.516 

95 He became deeply absorbed in the novel after 
reading the first chapter judge 0.500 

96 After parking behind the condo the movers 
unloaded the furniture out of the van tree 0.500 

97 Renewed fighting has broken out near the border fingers 0.500 
98 The squirrel scurried away from the tree bone 0.500 

99 Since the year 2000 LA has seen a steady rise 
in crime food 0.500 

100 The best remedy for the common cold is rest state 0.500 
101 Marissa was still tired so she went back to sleep heaven 0.500 
102 Lois is taller than most women years 0.500 
103 The Jones children wanted a house with a large yard pride 0.500 

104 When the employee was hired he began his 
new job fact 0.500 

105 Sarah spent all summer lounging at the pool horse 0.500 

106 For thousands of years people have used 
animals for food snow 0.500 

107 The cabin was made of logs dishes 0.500 
108 Bob was unhappy because his new raise was so small purple 0.500 

109 The prince prepared for his coronation by first 
putting on his crown habit 0.475 

110 Before it got dark the cowboys herded those ten 
cows back into the  barn toast 0.472 

111 They were startled by the sudden noise barn 0.467 
112 Many books have pictures and words butter 0.467 
113 She was late so she hoped the bus would come soon especially 0.467 
114 Not even the cast liked the play health 0.467 
115 The river ended three hundred miles from its source room 0.467 
116 The taxi driver waited impatiently for his fare skirt 0.467 
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117 The friends skated across the frozen pond drug 0.467 
118 The editor allowed the final draft to go to print rock 0.467 
119 The cheerleaders were part of the popular crowd lake 0.467 

120 In the play, Romeo and Juliet shared a 
passionate kiss beer 0.467 

     
     
     

 
Low Cloze 

 
Context Control Anomaly Cloze 

121 The sail came loose, so they tightened the ropes branch 0.250 
122 Hiding in the tall grass, the lion spotted a gazelle president 0.250 

123 When making a stir fry, the most important 
ingredient is oil news 0.250 

124 The most terrifying animal in the world is the shark bridge 0.250 
125 He used a screw driver to open the box world 0.233 
126 The state prison is where the killer was incarcerated looked 0.233 
127 Disney is famous for its cartoons speed 0.233 

128 The gym teacher knew the rope would be a 
good challenge spoon 0.233 

129 People often express their emotions through song cups 0.233 
130 The husband saved his wife a seat land 0.233 
131 This song was written for her beans 0.233 
132 The airplane went into a cloud noise 0.225 
133 Afghanistan has one of the highest rates of murder light 0.225 
134 Police found the body in a ditch plate 0.225 
135 The little girl's favorite food was pizza shoes 0.225 

136 The internet has made it much easier for people 
to find information cabbage 0.225 

137 Ample food was made for the party fate 0.225 
138 David's car is broken so he has to go buy a bike mile 0.225 

139 The director was committed to his artistic 
ideals and refused to change the script friends 0.224 

140 One of my favorite hobbies is reading breathing 0.200 
141 Credit cards are often used to buy stuff whales 0.200 
142 The elderly sometimes lose their memory puzzles 0.200 
143 This weekend I really want to go to the movies weather 0.200 

144 Dinner needed serious rethinking after Shelly 
overcooked her chicken machine 0.200 

145 Family reunions are important functions for families bushes 0.200 
146 The suspect was last seen wearing a red jacket picture 0.200 
147 I saw a raccoon last night in the garbage job 0.200 
148 The ruby was so big it looked like a strawberry shelf 0.200 
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149 Ants were seen all over the ground direction 0.200 

150 Boarding the ship, the old woman said goodbye 
to her family size 0.200 

151 Kim wanted to give the workout class a try language 0.200 
152 The main source of pollution today is cars salmon 0.200 
153 Ordinary people could not afford to buy gold death 0.200 
154 After failing he realized he needed a new plan beach 0.200 
155 Nobody knows who made the first wheel potato 0.200 
156 Let's go sit by the fire pepper 0.200 
157 The boy stole a pencil because of a dare hair 0.200 
158 The bouquet of flowers was pretty and smelled sweet popular 0.200 
159 Mr. Hall hoped that the appointment would be short hungry 0.200 
160 Scotland is famous for its bagpipes fiber 0.175 
161 For an athlete Ted is rather small united 0.167 
162 As time goes on computers are becoming more advanced blue 0.167 
163 There are many different kinds of people internet 0.167 

164 The boy refused to finish his dinner because he 
didn't like the vegetables nails 0.250 

165 Countries like Brazil have many people floors 0.150 
166 The Anderson's had never visited that museum math 0.150 
167 Jazz music is often characterized by saxophones candy 0.133 
168 Combing my hair makes me look like a girl race 0.133 
169 The stars at night are very bright in Texas murder 0.133 
170 Most people prefer not to eat worms tea 0.133 
171 People disagree on how to define love carpet 0.133 
172 The worst place to find oneself is in trouble strategy 0.250 
173 Every culture has its own ways summer 0.133 
174 There was nothing wrong with the food smoke 0.125 
175 There is something wonderful about the sky curve 0.125 
176 Their money was divided by the banker medicine 0.100 
177 In New York there are two main bridges vacations 0.100 
178 Jenny wanted him to bring a blanket school 0.100 
179 I have never been to Alaska razor 0.075 
180 This chapter is about the life of Jesus point 0.067 

     
     
     

 
Fillers 

 
Filler sentence 

Comprehension question Response 

181 The dentist recommends brushing your teeth twice a day. 
It's healthy to brush more than once a day. True 

182 Rob was in a hurry and kept watching the clock. 



 

 59 

Rob was almost running late. True 

183 He crept into the room without a sound. 
He was very stealthy. True 

184 Since the student missed the class he asked his doctor to write him a note. 
The student was sick. True 

185 By beating the bully up he put him in his place. 
Justice was served. True 

186 To pay for tuition she took out two student loans. 
She didn't have enough money for tuition. True 

187 She didn't have her watch so she asked for the time. 
She needed to know the time. True 

188 The man was severely injured and the paramedics struggled to save his life. 
The man was in an accident. True 

189 To hang the picture Ted needed a hammer and nail. 
Ted wanted the picture on his wall. True 

190 After the argument Ann went to her room and slammed the door. 
Ann was unhappy with something. True 

191 On his 30th wedding anniversary James bought a necklace for his wife. 
James had been married for three decades. True 

192 Upon seeing the enemy targets the general ordered the jet to drop the bomb. 
The jet was on a combat mission. True 

193 
After working the entire summer the young man had learned the tricks of the 
trade. 
The young man gained valuable experience. True 

194 The witness gave his testimony during the trial. 
The witness went to the stand. True 

195 Father carved the turkey with a knife. 
It was Thanksgiving. True 

196 She graduated at the top of her class. 
She is very intelligent and hard-working. True 

197 Expecting Jeff's call she waited for the phone to ring. 
She was sitting by the phone. True 

198 The genie promised the man he would grant one wish. 
The man had found a magic lamp. True 

199 The teacher wrote the problem on the board. 
School was in session. True 

200 At night the old woman locked the door. 
The woman lived in an unsafe neighborhood. True 

201 In the quiet movie theater, Kim's phone rang. 
Kim didn't plan ahead. True 

202 It was dark in the room so she turned on the light. 
It was nighttime. True 

203 When the alarm rang the firefighter slid down the pole. 
The firefighter was at the station. True 

204 He cashed his new paycheck at the bank. 
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He has a job. True 

205 Cold weather outside meant it was time to turn on the heat. 
It was autumn. True 

206 At first the woman refused, but she changed her mind. 
The woman consented. True 

207 Because there was lightning she could not go to the pool to swim. 
It was stormy outside. True 

208 The business man was good at negotiating and closed the deal. 
The business man is persuasive. True 

209 Josh needed a belt to hold up his pants. 
Josh is thin. True 

210 After playing in the sun all day, his face was badly burnt. 
He was not wearing sunscreen. True 

211 Sally knew Julia was frightened because she looked scared. 
Sally was frightened. False 

212 The woman took Tylenol to relieve her severe back pain. 
The woman had injured her shoulder. False 

213 He lit the charcoal and then put the burgers and hot dogs on the grill. 
The man was using a gas grill. False 

214 The salesman helped Sherry get a great deal. 
The salesman was untrustworthy. False 

215 They wanted their parents to come home. 
Their parents were asleep upstairs. False 

216 The laundry detergent failed to get out the red stain. 
The grass left a permanent stain. False 

217 Glasses greatly improved Mrs. Gibb's sight. 
Mrs. Gibb had decided to switch to contacts. False 

218 The police arrested the suspect who committed the crime. 
The police got the wrong man. False 

219 He accidentally burned his tongue with the hot tea and lost the sense of taste. 
He was drinking coffee. False 

220 Dan was asked to be the new coach of the team. 
Dan was about to be replaced as coach. False 

221 They paid for their meals but forgot to leave a tip. 
They left without paying. False 

222 The waiter in the Italian restaurant suggested a special bottle of wine. 
The restaurant served Chinese food. False 

223 The boy didn't walk until his first birthday when he finally took a step. 
The boy is eight months old. False 

224 He dipped his cookie in a glass of milk. 
He is allergic to dairy. False 

225 The blocked chimney filled the cabin with smoke. 
The cabin was on fire. False 

226 Without her sunglasses the sun hurt Erika's eyes. 
It was a rainy day. False 
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227 The limping horse was obviously in much pain. 
The horse had injured its neck. False 

228 He mailed the letter without a stamp. 
The letter will make it to its destination. False 

229 She wore a colorful scarf around her neck. 
The scarf was black and white. False 

230 The cheap pen ran quickly out of ink. 
The person needed to sharpen their pencil. False 

231 In the shower he washed his skin with soap. 
He took a bath. False 

232 She lied about losing her report card to hide her bad grades. 
She is a good student. False 

233 For his date Tom bought a long stemmed rose. 
Tom bought a beautiful bouquet for his date. False 

234 Her job was easy most of the time. 
The woman is a neurosurgeon. False 

235 Jenny lit the candles on the birthday cake. 
Jenny was the birthday girl. False 

236 Although Keith bowled well he did not have the highest score. 
Keith bowled a perfect game. False 

237 To promote their album the band went on tour. 
The band had recently stopped making music. False 

238 Bill jumped in the lake and made a big splash. 
Bill didn't know how to swim. False 

239 I could not remember his name. 
I had never met him before. False 

240 Wanting color in the room, he bought a can of paint. 
He planned to paint the walls off-white. False 

 


